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#### Abstract

A weighted version of the $k$-out-of- $n$ system is considered. In the disjoint products version of reliability analysis of weighted- $k$-out-of- $n$ systems, it is necessary to determine the order in which the weight of components is to be considered. The $k$-out-of- $n: G(F)$ system consists of $n$ components; each component has its own probability and positive integer weight such that the system is operational (failed) if and only if the total weight of some operational (failure) components is at least $k$. This paper designs a new method to compute the reliability formulas using SDP method. The proposed method expresses the system reliability in fewer reliability formulas than those al ready published.
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## 1. Introduction

The weighted- $k$-out-of- $n: \mathrm{G}(\mathrm{F})$ system consists of $n$ components, each of which has its own probability and positive integer weight (total system weight $=w$ ), such that the system is operational (failed) if and only if the total weight of some operational (failure) components is at least $k$ [6]. The reliability of the weighted- $k$-out-of- $n$ :G system is the component of the unreliability of a weighted-( $w-k+1$ )-out-of- $n:$ F system. Without loss of generality, we discuss the weighted- $k$-out-of- $n$ :G system only. The original $k$-out-of- $n$ :G system is a special case of the weighted- $k$-out-of$n$ :G system wherein the weight of each component is 1 . The system model was extended to a two-stage weighted model with components in common [7]. Recently, several different aspects of related problems were investigated [4], [5].
One of the questions that arise when using recursive disjoint products algorithms for reliability of the weighted- $k$-out-of- $n$ system is the order in which the weight of components
should be considered [3]. The system was introduced by Wu and Chen in 1994 [1]. They proposed $O(n \cdot k)$ algorithm to compute the exact system reliability. However, their algorithm does not take any account of the order of components. The number of product terms in their reliability formula is strongly influenced by theorder of components.

Higashiyama has pointed out the advantages of an alternative order in the method based on the weight of components [2]. Three types of orders are studied in [2]: (1) random order [1], (2) ascending order, and (3) descending order. In ascending order, the components are arranged so that the lower weight has a lower component number. That means that the component order is equivalent to the order of the weight of components in the system. This order is also called best order. For example, if the weight of component $i$ is less than the weight of component $j$, then the component number $i$ must be lower than the number $j$. The descending order is opposite of the ascending order and is also called worst order. The best order method reduces the computing cost and data processing effort required to generate an optimal factored formula [2].
The method proposed in [2] dramatically reduced the computing cost and data processing effort. However, a lot of reliability formulas unused in later steps are automatically derived in the method. This paper gives an efficient al gorithm to generatethe reliability formulas only to be used in later steps.
A relatively new but popular method for obtaining a reliability formula for coherent system is the Abraham SDP method [9]. This paper aims to apply the SDP method to the weighted- $k$-out-of- $n$ :G systems. The algorithm described in this paper gives the disjoint product terms.
Section 2 describes the notation \& assumptions. Section 3
shows an $O(n \cdot k)$ algorithm by Wu-Chen for the reliability of the weighted- $k$-out-of- $n$ :G system. Section 4 shows a revised algorithm by Higashiyama to generate a factored reliability formula. Section 5 gives Higashiyama's recent algorithm to reduce the number of computing steps. Section 6 proposes new algorithm using SDP method to derive the reliability formula.

> 2. Model

## Notation

$n$ number of components in a system.
$k$ minimal total weight of all operational (failure) components which makes the system operational (failure).
$w_{i}$ weight of component $i$.
$p_{i}$ operational probability of component $i$.
$q_{i} \triangleq 1.0-p_{i}$, failure probability of component $i$.
$R, B, W$ [random, best, worst] case in which the components of the system are ordered [randomly, the lower weight one has lower number, the higher weight one has lower number].
$R_{\Omega}(i, j)$ reliability formula of the weighted- $j$-out- of- $i$ : $\mathrm{G} \Omega$ for $\Omega=R, B, W$ case.
$R_{\Omega}^{N}(i, j)$ reliability formula of $R_{\Omega}(i, j)$ for $\Omega=R, B, W$ case in the new method which generates only the reliability formulas that are used in later steps.
$M_{\Omega}(i, j)$ binary random value indicating the state of $R_{\Omega}^{N}(i, j)$ for $\Omega=R, B, W$.

## Assumptions

A. Each component and the system has binary states, i.e, either operational or failed.
B. The components and system are non-repairable.
C. All components arestatistically independent.
D. Sensing and switching mechanisms are perfect.
E. Each component has a known positive integer weight.
F. Operational probability. of each component is known.
G. The system is operational if and only if the total weight of operational components is at least $k$.

## 3. Wu-Chen (random case) [1]

Wu and Chen [1] have presented an $O(n \cdot k)$ algorithm to evaluate the reliability of the weighted- $k$-out-of- $n: \mathrm{G}_{R}$ system.
To derive $R_{R}(i, j)$, the algorithm needs to construct the table with $R_{R}(i, j)$, for $i=0,1,2, \ldots, n$, and $j=0,1,2, \ldots, k$. Initially,

$$
\begin{align*}
& R_{R}(i, 0)=1.0, \text { for } i=0,1,2, \ldots, n  \tag{1}\\
& R_{R}(0, j)=0.0, \text { for } j=1,2, \ldots, k . \tag{2}
\end{align*}
$$

Furthermore, if $j<0$, it is obvious that for any $i$ :

$$
\begin{equation*}
R_{R}(i, j)=1.0 \tag{3}
\end{equation*}
$$

For $i=1,2, \ldots, n$, and $j=1,2, \ldots, k$, their algorithm generates each $R_{R}(i, j)$,

$$
R_{R}(i, j)=\left\{\begin{array}{l}
p_{i} \cdot R\left(i-1, j-w_{i}\right)+q_{i} \cdot R(i-1, j), \text { if } j-w_{i} \geq 0 ;  \tag{4}\\
p_{i}+q_{i} \cdot R(i-1, j), \text { otherwise. }
\end{array}\right.
$$

Now the algorithm for computing $R(n, k)$ is:

1. Using equation (1) and equation (2), construct row 1 and column 1 in the $R_{R}(i, j)$ table.
2. Using equation (4), construct row 2 , row $3, \ldots$, row $(n+1)$ in that order. Hence, $R_{R}(n, k)$ is eventually derived. Because the size of the $R_{R}(i, j)$ table is $(n+1) \cdot(k+1)$, the size of the sequential algorithm needs $O(n \cdot k)$ running time.
This method has a disadvantage in that the number of terms depends on the order of components. Hereafter it is referred to as random order method.
Consider a weighted-5-out-of-3: $\mathrm{G}_{R}$ system with weights; $w_{1}=2, w_{2}=6$, and $w_{3}=4$.
By equation (1), get column \#l wherein,

$$
\begin{equation*}
R_{R}(0,0)=R_{R}(1,0)=R_{R}(2,0)=R_{R}(3,0)=1.0 \tag{5}
\end{equation*}
$$

and by equation (2), get row \#l wheren,

$$
\begin{equation*}
R_{R}(0,1)=R_{R}(0,2)=R_{R}(0,3)=R_{R}(0,4)=R_{R}(0,5)=0.0 \tag{6}
\end{equation*}
$$

Therefore, by equation (4) rows \#2, \#3, and \#4 are derived as follows:
Row \#2;

$$
\left.\begin{array}{l}
R_{R}(1,1)=p_{1} \cdot R_{R}(0,-1)+q_{1} \cdot R_{R}(0,1)=p_{1}  \tag{7}\\
R_{R}(1,2)=p_{1} \cdot R_{R}(0,0)+q_{1} \cdot R_{R}(0,2)=p_{1} \\
R_{R}(1,3)=p_{1} \cdot R_{R}(0,1)+q_{1} \cdot R_{R}(0,3)=0.0 \\
R_{R}(1,4)=p_{1} \cdot R_{R}(0,2)+q_{1} \cdot R_{R}(0,4)=0.0 \\
R_{R}(1,5)=p_{1} \cdot R_{R}(0,3)+q_{1} \cdot R_{R}(0,5)=0.0
\end{array}\right\}
$$

## Row \#3;

$$
\begin{align*}
& R_{R}(2,1)=p_{2} \cdot R_{R}(1,-5)+q_{2} \cdot R_{R}(1,1)=p_{2}+q_{2} p_{1} \\
& R_{R}(2,2)=p_{2} \cdot R_{R}(1,-4)+q_{2} \cdot R_{R}(1,2)=p_{2}+q_{2} p_{1} \\
& R_{R}(2,3)=p_{2} \cdot R_{R}(1,-3)+q_{2} \cdot R_{R}(1,3)=p_{2}  \tag{8}\\
& R_{R}(2,4)=p_{2} \cdot R_{R}(1,-2)+q_{2} \cdot R_{R}(1,4)=p_{2} \\
& R_{R}(2,5)=p_{2} \cdot R_{R}(1,-1)+q_{2} \cdot R_{R}(1,5)=p_{2}
\end{align*}
$$

## Row \#4;

$$
\left.\begin{array}{l}
\left.\begin{array}{rl}
R_{R}(3,1) & =p_{3} \cdot R_{R}(2,-3)+q_{3} \cdot R_{R}(2,1) \\
\quad= & p_{3}+q_{3} \cdot\left(p_{2}+q_{2} p_{1}\right)=p_{3}+q_{3} p_{2}+q_{3} q_{2} p_{1} \\
R_{R}(3,2) & =p_{3} \cdot R_{R}(2,-2)+q_{3} \cdot R_{R}(2,2) \\
\quad= & p_{3}+q_{3} \cdot\left(p_{2}+q_{2} p_{1}\right)=p_{3}+q_{3} p_{2}+q_{3} q_{2} p_{1} \\
R_{R}(3,3) & =p_{3} \cdot R_{R}(2,-1)+q_{3} \cdot R_{R}(2,3)=p_{3}+q_{3} p_{2} \\
R_{R}(3,4)=p_{3} \cdot R_{R}(2,0)+q_{3} \cdot R_{R}(2,4)=p_{3}+q_{3} p_{2} \\
R_{R}(3,5)=p_{3} \cdot R_{R}(2,1)+q_{3} \cdot R_{R}(2,5) \\
\quad=p_{3} \cdot\left(p_{2}+q_{2} p_{1}\right)+q_{3} p_{2}=p_{3} p_{2}+p_{3} q_{2} p_{1}+q_{3} p_{2}
\end{array}\right\}, ~
\end{array}\right\}
$$

## 4. Higashiyama method -1[2]

### 4.1 Best case

This section presents the best order of components so that the lower weight component has lower component number. After reordering of the components, the same procedure as in [1] can be used to compute the system reliability. Hereafter it is referred to as best order method.
Therefore, consider the reliability formula for the reordered weighted-5-out-of-3: $\mathrm{G}_{B}$ system with weights; $w_{1}=2$, $w_{2}=4$, and $w_{3}=6$.

## By equation (1), get column \#l wherein,

$$
\begin{equation*}
R_{B}(0,0)=R_{B}(1,0)=R_{B}(2,0)=R_{B}(3,0)=1.0 \tag{10}
\end{equation*}
$$

and by equation (2), get row \#l wherein,

$$
\begin{equation*}
R_{B}(0,1)=R_{B}(0,2)=R_{B}(0,3)=R_{B}(0,4)=R_{B}(0,5)=0.0 \tag{11}
\end{equation*}
$$

Therefore, by equation (4) rows \#2, \#3, and \#4 are derived as follows:

## Row \#2;

$$
\left.\begin{array}{l}
R_{B}(1,1)=p_{1} \cdot R_{B}(0,-1)+q_{1} \cdot R_{B}(0,1)=p_{1} \\
R_{B}(1,2)=p_{1} \cdot R_{B}(0,0)+q_{1} \cdot R_{B}(0,2)=p_{1} \\
R_{B}(1,3)=p_{1} \cdot R_{B}(0,1)+q_{1} \cdot R_{B}(0,3)=0.0  \tag{12}\\
R_{B}(1,4)=p_{1} \cdot R_{B}(0,2)+q_{1} \cdot R_{B}(0,4)=0.0 \\
R_{B}(1,5)=p_{1} \cdot R_{B}(0,3)+q_{1} \cdot R_{B}(0,5)=0.0
\end{array}\right\}
$$

Row \#3;

$$
\begin{align*}
& R_{B}(2,1)=p_{2} \cdot R_{B}(1,-3)+q_{2} \cdot R_{B}(1,1)=p_{2}+q_{2} p_{1} \\
& R_{B}(2,2)=p_{2} \cdot R_{B}(1,-2)+q_{2} \cdot R_{B}(1,2)=p_{2}+q_{2} p_{1} \\
& R_{B}(2,3)=p_{2} \cdot R_{B}(1,-1)+q_{2} \cdot R_{B}(1,3)=p_{2}  \tag{13}\\
& R_{B}(2,4)=p_{2} \cdot R_{B}(1,0)+q_{2} \cdot R_{B}(1,4)=p_{2} \\
& R_{B}(2,5)=p_{2} \cdot R_{B}(1,1)+q_{2} \cdot R_{B}(1,5)=p_{2} p_{1}
\end{align*}
$$

## Row \#4;

$$
\begin{equation*}
R_{B}(3,5)=p_{3} \cdot R_{B}(2,-1)+q_{3} \cdot R_{B}(2,5)=p_{3}+q_{3} p_{2} p_{1} \tag{14}
\end{equation*}
$$

The final result $R_{B}(3,5)$ is only generated from reliabilities $R_{B}(2,-1)$ and $R_{B}(2,5)$, so it is not necessary to calculate $R_{B}(3,1), R_{B}(3,2), \ldots, R_{B}(3,4)$.

### 4.2 Worst case

This section presents the worst order of components so that the higher weight one has lower component number. After reordering of the components, the same procedure as in [1] can be used to compute the system reliability. Hereafter it is referred to as worst order method.
Consider the reliability formula for the reordered weighted-5-out-of-3: Gw system with weights; $w_{1}=6$, $w_{2}=4$, and $w_{3}=2$.
By equation (1), get column \#1 wherein,
$R_{W}(0,0)=R_{W}(1,0)=R_{W}(2,0)=R_{W}(3,0)=1.0$
and by equation (2), get row \#l wherein,

$$
\begin{equation*}
R_{W}(0,1)=R_{W}(0,2)=R_{W}(0,3)=R_{W}(0,4)=R_{W}(0,5)=0.0 \tag{16}
\end{equation*}
$$

Therefore, by equation (4) rows \#2, \#3, and \#4 are derived as follows:

## Row \#2;

$$
\left.\begin{array}{l}
R_{W}(1,1)=p_{1} \cdot R_{W}(0,-5)+q_{1} \cdot R_{W}(0,1)=p_{1} \\
R_{W}(1,2)=p_{1} \cdot R_{W}(0,-4)+q_{1} \cdot R_{W}(0,2)=p_{1} \\
R_{W}(1,3)=p_{1} \cdot R_{W}(0,-3)+q_{1} \cdot R_{W}(0,3)=p_{1}  \tag{17}\\
R_{W}(1,4)=p_{1} \cdot R_{W}(0,-2)+q_{1} \cdot R_{W}(0,4)=p_{1} \\
R_{W}(1,5)=p_{1} \cdot R_{W}(0,-1)+q_{1} \cdot R_{W}(0,5)=p_{1}
\end{array}\right\}
$$

Row \#3;

$$
\left.\begin{array}{l}
R_{W}(2,1)=p_{2} \cdot R_{W}(1,-3)+q_{2} \cdot R_{W}(1,1)=p_{1}+q_{2} p_{1}  \tag{18}\\
R_{W}(2,2)=p_{2} \cdot R_{W}(1,-2)+q_{2} \cdot R_{W}(1,2)=p_{2}+q_{2} p_{1} \\
R_{W}(2,3)=p_{2} \cdot R_{W}(1,-1)+q_{2} \cdot R_{W}(1,3)=p_{2}+q_{2} p_{1} \\
R_{W}(2,4)=p_{2} \cdot R_{W}(1,0)+q_{2} \cdot R_{W}(1,4)=p_{2}+q_{2} p_{1} \\
R_{W}(2,5)=p_{2} \cdot R_{W}(1,1)+q_{2} \cdot R_{W}(1,5)=p_{2} p_{1}+q_{2} p_{1}
\end{array}\right\}
$$

Row \#4;

$$
\begin{align*}
R_{W}(3,5) & =p_{3} \cdot R_{W}(2,3)+q_{3} \cdot R_{W}(2,5) \\
& =p_{3} \cdot\left(p_{2}+q_{2} p_{1}\right)+q_{3} \cdot\left(p_{2} p_{1}+q_{2} p_{1}\right) \\
& =p_{3} p_{2}+p_{3} q_{2} p_{1}+q_{3} p_{2} p_{1}+q_{3} q_{2} p_{1} \tag{19}
\end{align*}
$$

In the same manner to best case, the final result $R_{w}(3,5)$ is only generated from reliabilities $R_{w}(2,3)$ and $R_{w}(2,5)$, so it is not necessary to calculate $R_{w}(3,1), R_{w}(3,2), \ldots$, $R_{w}(3,4)$.

### 4.3. Comparisons between threeresults

A. Using the component numbers in the weighted-5-out-of3: $\mathrm{G}_{B}$ system, $R_{R}(3,5)$ (interchange component numbers 2 and 3 ) and (interchange component numbers 1 and 3) can be rewritten as, respectively;

$$
\begin{align*}
R_{R}(3,5) & =p_{3} p_{2}+q_{3} p_{2} p_{1}+p_{3} q_{2}=p_{3} \cdot\left(p_{2}+q_{2}\right)+q_{3} p_{2} p_{1}  \tag{20}\\
& =p_{3}+q_{3} p_{2} p_{1}=R_{B}(3,5) \\
R_{W}(3,5) & =p_{2} p_{1}+p_{3} q_{2} p_{1}+p_{3} p_{2} q_{1}+p_{3} q_{2} q_{1} \\
& =q_{3} p_{2} p_{1}+p_{3} p_{2} p_{1}+p_{3} q_{2} p_{1}+p_{3} p_{2} q_{1}+p_{3} q_{2} q_{1} \\
& =p_{3} \cdot\left\{\left(p_{2}+q_{2}\right) \cdot p_{1}+\left(p_{2}+q_{2}\right) \cdot q_{1}\right\}+q_{3} p_{2} p_{1}  \tag{21}\\
& =p_{3}+q_{3} p_{2} p_{1}=R_{B}(3,5)
\end{align*}
$$

B. Best order method generates only 2 product terms and 4 variables, and requires 1 addition ( + -operator) and 2 multiplications ( $\times$-operator).
C. Random order method generates 3 product terms and 7 variables, and requires 2 additions and 4 multiplications.
D. Worst order method generates 4 product terms and 11 variables, and requires 3 additions and 7 multiplications.

## 5. Higashiyama method-2 [8]

The method proposed in [2] dramatically reduced the computing cost and data processing effort. However, a lot of reliability formulas unused in later step are automatically derived in the method. For Example, Best case in the section 4.1 derives $R_{B}(3,5)$ as a final result. The final result is only de rived from three reliability formulas, $R_{B}(2,5), \quad R_{B}(1,1)$, and $R_{B}(1,5)$. Each of formulas without three ones are not used to generate the final result, then these formulas do not need to generate the final result. This section gives an effidient algorithm to generate the formulas only to be used in later steps.

### 5.1Algorithm

The Algorithm: Generate reliability formulas only used in later steps is based on the definition of the system structure function, which is given in Notation of Section 2. Step 1 generates the matrix, $M,(i, j)$ position of which corresponds to a reliability formula, $R_{B}(i, j)$. Each digit 1 of $M$ means the formula to be derived. Each digit 0 of $M$ means the formula not to be derived. The format of the algorithm makes it easy to implement in a high-level programming language like

## Fortran, Pascal, or C.

Algorithm: Generate reliability formulas only used in later steps input: $n, k, w_{1} \sim w_{n}, p_{1} \sim p_{n}$;
common: $n, k, w_{1} \sim w_{n}, p_{1} \sim p_{n}, M, R ; q_{i}=1.0-p_{i}$,
Step 1
initial dear: $M[1 \leq i \leq n, 1 \leq j \leq k]:=0$;
$M[n, k]:=M[n-1, k]:=1$;
if $k-w_{n}>0$ then $M\left[n-1, k-w_{n}\right]:=1$; end if;
for $i:=n-1$ step -1 until 2 do for $j:=1$ until $k$ do
if $M[i, j]=1$ then $M[i-1, j]:=1$;
if $j-w_{i}>0$ then $M\left[i-1, j-w_{i}\right]:=1$;
end if; end if; end for; end for;

## Step 2

initial dear: $R[0 \leq i \leq n, j \leq 0]:=1.0 ; \quad R[0,1 \leq j \leq k]:=0.0$;
for $i:=1$ until $n$ do for $j:=1$ until $k$ do
if $M[i, j]=1$
then $R[i, j]:=p_{i} \cdot R\left[i-1, j-w_{i}\right]+q_{i} \cdot R[i-1, j]$;
end if; end for; end for;

## Return

### 5.2 Examples

Consider the weighted-5-out-of-3: G system with weights; $w_{1}=2, w_{2}=6$, and $w_{3}=4$. For each case ( $R, B, W$ ), the Algorithm generates the reliability formulas below for each case about the example system. The proposed method only derives the reliability formulas to get the final result, then each of formula numbers corresponds to the formula number to be added in the section 3 and 4.

### 5.2.1 Random case

After executing of Step 1 in the Algorithm, the matrix, $M_{R}[\cdot]$, is;

$$
M_{R}=\left[\begin{array}{l}
10001 \\
10001 \\
00001
\end{array}\right]
$$

By virtue of $M_{R}$, Step 2 generates the reliability formulas as follows;

$$
\begin{aligned}
& R_{R}^{N}(1,1)=p_{1} \cdot R_{R}^{N}(0,-1)+q_{1} \cdot R_{R}^{N}(0,1)= p_{1} \\
& 1^{\text {st }} \text { row in equation (7) } \\
& R_{R}^{N}(1,5)=p_{1} \cdot R_{R}^{N}(0,3)+q_{1} \cdot R_{R}^{N}(0,5)=0.0 \\
& 5^{\text {th }} \text { row in equation (7) } \\
& R_{R}^{N}(2,1)=p_{2} \cdot R_{R}^{N}(1,-5)+q_{2} \cdot R_{R}^{N}(1,1)=p_{2}+q_{2} p_{1} \\
& 1^{\text {tt }} \text { row in equation (8) } \\
& R_{R}^{N}(2,5)=p_{2} \cdot R_{R}^{N}(1,-1)+q_{2} \cdot R_{R}^{N}(1,5)=p_{2}
\end{aligned}
$$

$5^{\text {th }}$ row in equation (8) Finally the algorithm derives thefinal result as follows;

$$
\begin{aligned}
R_{R}^{N}(3,5) & =p_{3} \cdot R_{R}^{N}(2,1)+q_{3} \cdot R_{R}^{N}(2,5) \\
& =p_{3} \cdot\left(p_{2}+q_{2} p_{1}\right)+q_{3} p_{2}=p_{3} p_{2}+p_{3} q_{2} p_{1}+q_{3} p_{2}
\end{aligned}
$$

$5^{\text {th }}$ row in equation (9)

### 5.2.2 Best case

After exeauting of Step 1, the matrix is;

$$
M_{B}=\left[\begin{array}{l}
10001 \\
00001 \\
00001
\end{array}\right]
$$

By virtue of $M_{B}$, Step 2 derives theformulas as follows;

$$
\begin{align*}
& R_{B}^{N}(1,1)=p_{1} \cdot R_{B}^{N}(0,-1)+q_{1} \cdot R_{B}^{N}(0,1)=p_{1} \\
& 1^{\text {st }} \text { row in equation (12) } \\
& R_{B}^{N}(1,5)=p_{1} \cdot R_{B}^{N}(0,3)+q_{1} \cdot R_{B}^{N}(0,5)=0.0 \\
& 5^{\text {th }} \text { row in equation (12) } \\
& R_{B}^{N}(2,5)=p_{2} \cdot R_{B}^{N}(1,1)+q_{2} \cdot R_{B}^{N}(1,5)=p_{2} p_{1} \\
& 5^{\text {th }} \text { row in equation (13) } \\
& R_{B}^{N}(3,5)=p_{3} \cdot R_{B}^{N}(2,-1)+q_{3} \cdot R_{B}^{N}(2,5)=p_{3}+q_{3} p_{2} p_{1} \tag{14}
\end{align*}
$$

### 5.2.3 Worst case

The $M_{w}$ and $R_{W}^{N}$ arederived as follows;

$$
\begin{align*}
& M_{W}=\left[\begin{array}{c}
10101 \\
00101 \\
00001
\end{array}\right] \\
& R_{W}^{N}(1,1)=p_{1} \cdot R_{W}(0,-5)+q_{1} \cdot R_{W}(0,1)=p_{1} \\
& 1^{\mathrm{st}} \text { row in equation (17) } \\
& R_{W}^{N}(1,3)=p_{1} \cdot R_{W}^{N}(0,-3)+q_{1} \cdot R_{W}^{N}(0,3)=p_{1} \\
& 3^{\text {rd }} \text { row in equation (17) } \\
& R_{W}^{N}(1,5)=p_{1} \cdot R_{W}^{N}(0,-1)+q_{1} \cdot R_{W}^{N}(0,5)=p_{1} \\
& 5^{\text {th }} \text { row in equation (17) }
\end{aligned} \quad \begin{aligned}
& R_{W}^{N}(2,3)=p_{2} \cdot R_{W}^{N}(1,-1)+q_{2} \cdot R_{W}^{N}(1,3)=p_{2}+q_{2} p_{1} \\
& 3^{\text {rd }} \text { row in equation (18) } \\
& R_{W}^{N}(2,5)=p_{2} \cdot R_{W}^{N}(1,1)+q_{2} \cdot R_{W}^{N}(1,5)=p_{2} p_{1}+q_{2} p_{1} \\
& 5^{\text {th }} \text { row in equation (18) } \\
& R_{W}^{N}(3,5)=p_{3} \cdot R_{W}^{N}(2,3)+q_{3} \cdot R_{W}^{N}(2,5) \\
&= p_{3} \cdot\left(p_{2}+q_{2} p_{1}\right)+q_{3} \cdot\left(p_{2} p_{1}+q_{2} p_{1}\right) \\
&= p_{3} p_{2}+p_{3} q_{2} p_{1}+q_{3} p_{2} p_{1}+q_{3} q_{2} p_{1}
\end{align*}
$$

### 5.2.3 Comparisons

The proposed algorithm can generate three types of the final reliability formula above, $R_{R}^{N}(3,5), R_{B}^{N}(3,5)$, or $R_{W}^{N}(3,5)$, for each case.
A. For the random case, the proposed algorithm needs 5 reliability formulas to get the final reliability formula and 6
reliability formulas areomitted.
B. For the best case, the proposed algorithm needs 4 reliability formulas to get the final reliability formula and 7 reliability formulas are omitted.
C. For the worst case, the proposed algorithm needs 6 reliability formulas to get the final reliability formula and 5 reliability formulas areomitted.

## 6 New algorithm using SDP method

### 6.1 SDP method

In the reliability problem of weighted- $k$-out- of- $n$ : G (F) system, the system is operational (failed) if the total weight of some operational components is at least $k$. Therefore, the reliability formula of weighted system would be calculated if all the minimal sets were evaluated. Let $A_{i}$ denote the product of Boolean variables corresponding to $i-$ th minimal set. Then the reliability formula is derived as:

$$
\begin{equation*}
F=A_{1}+A_{2}+\ldots+A_{m} \tag{20}
\end{equation*}
$$

where $m$ is the number of minimal sets. If the minimal set denotes the operational set, $A_{i}$ is the product of Boolean variables, $x$ 's, corresponding to $i$ - th operational set: otherwise, $A_{i}$ is the product of Boolean variables, $\bar{x}$ 's, corre spondingto $i-$ th failed set.

If the terms of the reliability formula are disjoint, then the reliability formula and the numerical formula are one-to-one identical with one another. As is well known, some of $A_{i}(i=1,2, \ldots, m)$ in equation (19) are not disjoint eadh other.
This means that if one substitutes the numerical values into the reliability formula, the system reliability can not be computed.
To make $A_{i}$ 's disjoint, $F$ is transformed as:

$$
\begin{align*}
F= & A_{1}+\overparen{A}_{1} A_{2}+\overparen{A}_{1} A_{2} A_{3}+\ldots+\overparen{A}_{1} A_{2} \ldots \bar{A}_{j} \ldots \bar{A}_{i-1} A_{i}  \tag{21}\\
& +\ldots+A_{1} A_{2} \ldots A_{m-1} A_{n}
\end{align*}
$$

Consider thefollowing $i-$ th function $F_{i}$ in equation (21):

$$
\begin{equation*}
F_{i}=A_{1} A_{2} \ldots \bar{A}_{j} \ldots \bar{A}_{i-1} A_{i} \tag{22}
\end{equation*}
$$

Let $B_{j i}$ be the set of variables which exist in $A_{j}$ and which do not exist in $A_{i}$, and $A_{j i}$ be the product of $x_{k}{ }^{\prime} \mathrm{s}, x_{k} \in B_{j i}$.
Then equation (22) can berewritten as:

$$
\begin{equation*}
F_{i}=\bar{A}_{1 i} \bar{A}_{2 i} \ldots A_{j i} \ldots A_{i-1, i} A_{i} \tag{23}
\end{equation*}
$$

Furthermore, if any two product terms $A_{k i}, A_{j i}$ in equation (23) is satisfied with $B_{k i} \subset B_{j i}$, then $A_{j i}$ is dropped from equation (23). Let $A^{\prime}{ }_{j i}(j=1,2, \ldots, b)$ be the un-dropped producterms. Then $F_{i}$ can berewritten as:

$$
\begin{equation*}
F_{i}=A^{\prime}{ }_{1 i} A^{\prime}{ }_{2 i} \ldots \bar{A}_{b i} A_{i} \tag{24}
\end{equation*}
$$

Let $A$ hasfixed 2 -valued indicators $x_{1} x_{2} \ldots x_{k}$, then

$$
\begin{equation*}
\bar{A}=\bar{x}_{1}+x_{1} \bar{x}_{2}+x_{1} x_{2} \bar{x}_{3}+\ldots+x_{1} x_{2} \ldots x_{k-1} \bar{x}_{k} \tag{25}
\end{equation*}
$$

Referring to the formula of equation (25), equation (24) is
transformed into sum of disjoint terms.

### 6.2 Basicidea

In this section we will briefly expose, by means of an example, the basic idea in the method to be proposed.
Consider the random case weighted-5-out-of-3 system with weights $w_{1}=2, w_{2}=6, w_{3}=4$. Let $S_{i}$ be a minimal set of weighted components whose total weight is more than or equal to $k$. There are 2 sets, which are ordered so that the smallest one are first, that is, in order of the number of elements in theevents.

$$
\begin{aligned}
& S_{1}=\left\{w_{2}\right\} \\
& S_{2}=\left\{w_{1}, w_{3}\right\}
\end{aligned}
$$

Let $x_{i}$ be Boolean variable of $i$-th component, $w_{i}$, in the weighted- $k$-out- of- $n$ system. The product of Boolean variables, $A_{i}$, corresponds to the $i$-th set, $S_{i}$, as follows:

$$
\begin{aligned}
& A_{1}=x_{2} \\
& A_{2}=x_{1} x_{3}
\end{aligned}
$$

Then thereliability formula, $F$, is derived as:

$$
\begin{equation*}
F=A_{1}+A_{2}=x_{2}+x_{1} x_{3} \tag{26}
\end{equation*}
$$

And using equations (21)-(25), the reliability formula, $F$, is transformed by Boolean algebra as flows:

$$
\begin{equation*}
F=A_{1}+\bar{A}_{1} A_{2}=x_{2}+\bar{x}_{2} x_{1} x_{3} \tag{27}
\end{equation*}
$$

The number of indicators and terms in equation (27) is equal to the number of probabilities and terms in equation (14). And the final result is independent of the order of weighted components.
Next we consider another example, weighted-7-out- of-4 system with weights, $w_{1}=2, w_{2}=3, w_{3}=4, w_{4}=5$. There are 4 minimal sets as follows:

$$
\begin{aligned}
& S_{1}=\left\{w_{2}, w_{3}\right\} \\
& S_{2}=\left\{w_{1}, w_{5}\right\} \\
& S_{3}=\left\{w_{2}, w_{5}\right\} \\
& S_{4}=\left\{w_{3}, w_{5}\right\}
\end{aligned}
$$

Then the product of Boolean variables are correspond to minimal sets:

$$
\begin{aligned}
& A_{1}=x_{2} x_{3} \\
& A_{2}=x_{1} x_{5} \\
& A_{3}=x_{2} x_{5} \\
& A_{4}=x_{3} x_{5}
\end{aligned}
$$

The reliability formula, $F$, is derived as:

$$
\begin{align*}
F & =A_{1}+A_{2}+A_{3}+A_{4}=A_{1}+A_{1} A_{2}+A_{1} A_{2} A_{3}+A_{1} A_{2} A_{3} A_{4} \\
& =F_{1}+F_{2}+F_{3}+F_{4} \tag{28}
\end{align*}
$$

Consider $F_{2}, F_{3}$, and $F_{4}$ in equation (28):

$$
\begin{align*}
& F_{2}=\left(\overline{x_{1} x_{5}}\right) \cdot x_{2} x_{5}=\bar{x}_{1} \cdot x_{2} x_{5}  \tag{29}\\
& F_{3}=\left(\overline{x_{1} x_{5}}\right)\left(\overline{x_{2} x_{5}}\right) \cdot x_{3} x_{5}=\bar{x}_{1} \bar{x}_{2} \cdot x_{3} x_{5}  \tag{30}\\
& F_{3}=\left(\overline{x_{1} x_{5}}\right)\left(\overline{x_{2} x_{5}}\right)\left(\overline{x_{3} x_{5}}\right) \cdot x_{2} x_{3}=\bar{x}_{5} \cdot x_{2} x_{3} \tag{31}
\end{align*}
$$

Therefore, the final result, $F$ is

$$
\begin{align*}
F & =A_{1}+A_{2}+A_{3}+A_{4}=A_{1}+F_{2}+F_{3}+F_{4}  \tag{32}\\
& =x_{1} x_{5}+\bar{x}_{1} x_{2} x_{5}+\bar{x}_{1} \bar{x}_{2} x_{3} x_{5}+\bar{x}_{5} x_{2} x_{3}
\end{align*}
$$

## 7. Condusions

In the old version of the reliability analysis of weighted- $k$-out- of- $n$ systems, it was necessary to determine the order in which the weight of components is to be considered. This paper designs an algorithm using SDP method to compute the reliability formula. The proposed method expresses the system reliability in fewer reliability formulas than those already published. The number of disjoint produt terms in the reliability formula is independent of the order of weighted components.
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