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Abstract 
The political issues of the last decades have proven that there is 

a dramatic increase in complexity and potential damage of 

political decision. To better anticipate these future 

opportunities and threats, a variety of new methods like 

foresight and other forward looking activities are used in the 

foresight community. Being aware of these developments, the 

purpose of this publication is to present an Internet Screening 

Agent (ISA) for scanning the WWW for weak signals of 

emerging policy issues. ISA is developed as a support software 

for the foresight community. With ISA the community can 

identify relevant topics for their weak signal assessment 

processes. In addition to this, ISA is developed to deliver 

relevance indicators to this processes and in general to supply  

quantitative data to assessment- , transformation- and issue 

interpretation processes of this community. 

 

The concept of ISA is, to use “wisdom of the crowds” for 

efficient data acquisition, issue management and community 

structuring. ISA is developed in a way, that uses machine 

learning to improve his classification rate. So the more user 

participate in the classification process the better ISA will get. 

 

Keywords: Strategic planning, emerging issues, weak signals, 

political agent, intelligent agents, issue management, text 

mining 

 

 

1. Introduction 
 

The political issues of the last decades, like limited economic 

growth- limited resources debate, global climate change, 

economic crisis, terrorist threats, digital revolution and others 

have proven that there is a dramatic increase in complexity and 

potential damage of political decision. To better anticipate these 

future opportunities and threats, a variety of new methods like 

foresight and other forward looking activities are used to initiate 

discussions within policy on future developments. However, 

these activities tend to identify issues that are more or less 

mainstream and they do not identify emerging issues that are 

not yet on the policy radar. To overcome this problem, the 

SESTI project1, funded by the European Commission under the 

                                                 
1
 http://www.sesti.info/sesti/en/project-overview 

7. Framework Program, was set up. The participating partners 

(TNO, minOCW, JRC, AIT, MIOIR, MCST)2  are developing a 

new approach for weak signals identification so that new social 

issues can be addressed by the policy arena in an early stage. 

This will be done by using different methods of early warning 

scanning. Whereas the SESTI project addresses a number of 

different concepts in early warning scanning, like wild cards, 

electronic weak signals, social weak signals, hypes, future 

trends, emerging issues [3], this paper will present a specific 

method for internet scanning of social weak signals, developed 

by AIT and used in the SESTI project as one method beside 

others for weak signal scan. 

 

The overall process [3] of early warning scanning in SESTI 

includes a 

 weak signal scanning, 

 weak signal assessment, 

 signal transformation 

 and an issue interpretation. 

This publication will describe a specific method, used in the 

first stage of these processes and will concentrate on WWW as 

data source. 

 

The purpose of internet scanning for weak signals is to identify 

relevant topics for the weak signal assessment process and to 

deliver relevance indicators to this process, to supply  

quantitative data to the assessment process. The final purpose of 

the overall early warning scanning in SESTI is than to discover 

social issues that are not yet on the policy radar and can have 

major impact on our society. These issues will be prepared in a 

way that they can be discussed with high level policymakers in 

a systematic and productive way. 

 

2. Emerging policy issues 
 

The concept of “emerging issues” is often mentioned, but is not 

well defined from a text mining point of view. The concept is 

inextricably connected to semantic interpretation. In strategic 

                                                 
2
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planning discussion of politicians with the research community 

the concept is often used to express the focus on a specific 

research paradigm. Obviously it is best for most researchers in 

this business to do research on emerging issues. So researchers 

tend to expect that the most important emerging issues will 

come up in their subject. Political lobbyists are more reliable. 

They know that the most important social issue will come up in 

their promoted subject. 

 

In contrast to this, a topic is a more neutral term, often with a 

singular character. However an issue represents something that 

lasts longer, and needs to be taken up, to further deal with, 

whereas the topic does not imply, that it needs to be taken up by 

a politician. Generally an issue is defined as an important social 

question and can cause a social dispute. 

 

As mentioned in the SESTI working paper on emerging issues 

[3], an established issue is already on the relevance list of 

frequently discussed things, whereas an emerging issue is 

something that is still not that widely taken up, but has a high 

potential of being put onto this list quite soon. This can be due 

to different criteria, e.g. because of its high criticality within 

certain contexts or because the community attracted to it gets 

larger. This can be done by the majority of the group or by a 

small power group, that has a personal interest in pushing the 

issue. 

 

Thus the concept of emerging issues [3] is closely related to 

signals. If a signal of a priority change from a political issue 

remains a singular occurrence that is soon forgotten or develops 

into an issue is not easy to estimate at the beginning. But other 

observations can indicate a possible take up. If observations that 

relate to a specific happening that was once discovered as weak 

signal, aggregate, the probability rises that this cluster of 

observations could lead to an emerging issue. This means that 

after the detection of a weak signal the environment should be 

scanned for other happenings that relate to this. Taking this 

definition, an issue is not a single event, but the result of a 

multitude of events that tend to lead towards a certain direction. 

 

3. Concept of weak signals 
 

In communication theory a signal is a sign with a specific 

meaning to the receiver of this signal. If the communication is 

build up with a carrier signal of white noise, than a signal with a 

specific meaning has to be different from the white noise. So, as 

a core concept in signal processing, the signal is more or less 

the peak that transfers the information from the sender to the 

receiver. A weak signal is than a signal, which is statistically 

not very different to the carrier signal. Not very different can be 

calculated with a small but existing stochastic significance. 

 

In our text mining process, the basic corpus, or more precise, 

the word frequency matrix of the basic corpus, is used as a kind 

of white noise (even if there is some structure) in which words 

have a “normal” frequency according to their meaning. In the 

process of weak signal discovery changes in word frequency are 

used to as an indicator for semantic changes. 

 

In addition to this a second concept of weak signal will be used 

in scanning process. Our screening agent will use search 

frequency data from Google to identify an increasing social 

interest in specific terms. As the search frequency is very 

sensitive on human interest it is considered as weak signal for 

increasing social relevance. 

 

4. System Architecture ISA 
 

Building up on the concept of weak signals and the definition of 

emerging issues, as discussed in [3], it is obvious, that scanning 

the WWW for weak signals of emerging policy issues is a 

resource-intensive and expensive task. Google indexes about 

1.3 Trillion sites, so that it is obviously not a good idea just to 

crawl the web and set up a text mining on this results. In 

addition to this there are a large number of different file 

formats, character sets and languages, which will cause 

additional problems.  

 

Finally, network centrality of texts in the internet is reached 

with a large number of inbound links, so that it is easier to find 

old files, with a good reputation, than new files, which is 

disastrous for the purpose to search emerging issues. This 

situation is getting worse in time. 

 

One starting point for the engineering process was that more 

than 99.9% of the files on web servers are irrelevant for our 

issue. So the idea is to identify the relevant subset of the WWW 

and to use “wisdom of the crowds” for filtering and selection in 

the following analytical process. 

 

James Surowiecki [14:10] mentioned "diversity of opinion 

(each person should have some private information, even if it’s 

just an eccentric interpretation of the known facts), 

independence (people’s opinions are not determined by the 

opinions of those around them), decentralization (people are 

able to specialize and draw on local knowledge), and 

aggregation (some mechanism exists for turning private 

judgments into a collective decision)" as elements for a wise 

crowd decision and we will show how this concept can be 

helpful for finding emerging issues on the internet. 

 

The following graphic gives an overview of the overall system 

architecture of the Internet Screening Agent ISA, which is 

described in the following.  

 

Figure 1: System architecture of ISA agent 

 
Source: AIT 

 

As screening for weak signals of emerging issues is a dynamic 

task, the screening agent will work in two different modes. The 

first mod is developed to set up the “white noise” for the 

screening process and the second mod is developed to calculate 

the differences for each follow up screening, so that weak 

signals can be identified as a pattern, that is different to white 
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noise from mode one. In each mode, the agent will conduct a 

number of tasks, to build up and maintain his knowledge base. 

 

First Mode: Initial Data Acquisition 

In first mode the agent loads a specific text corpus, considered 

as relevant for our issue detection. In a test run, we considered 

each site on the internet with the phrasem "emerging issue" as 

relevant. A search in Google for this phrase let expect 105,000 

results. Yahoo search informs their user, that they have stored 

about 526,003 results and on the Bing search engine, the search 

results statistic let the user expect 37,100 000 results (which 

seems strange and might be a mistake). However a normal user 

will only take a look at the first few results. This is very 

important for understanding user search strategy on the internet. 

A normal user take the search results as a starting point for a 

semantic search, which he processes like a snowball system, in 

which he likely will click on a link, when he expects relevant 

content behind the link. In a abstract sense, the agent works 

quite similar to the human scanning and we expect that this 

behavior is cost effective and efficient. Nevertheless, it is very 

time consuming for the user to track a larger thematic 

community, manually. In contrast to this, the agent can scan 

issue developments with high speed and thus in a short time 

period. A disadvantage is however, that the agent cannot 

understand the real semantic meaning of the sites he is crawling. 

So he has to rely on artificial intelligence to calculate his 

relevance indicators, as we will explain later in more detail. 

 

First, the agent makes use of wisdom of the crowds in a way, 

that he uses the yahoo search engines relevance algorithm to 

download a list with highly relevant links for our issue. As our 

potential text corpus on the internet contains hyperlinks, the text 

corpus can be thought of as a directed network, with authorities 

and hubs, whereas an authority node is a site with a lot inbound 

links and a hub is a site with a lot of out bound links. Due to the 

relevance algorithm of the search engine, the authorities are 

higher ranked than the hubs, so that we get basically a list of 

authorities, related to our specified search strategy. 

 

Next, the agent follows each link, which was extracted from the 

search engine result list texts and downloads the corresponding 

text information. In case, that this text contains the search string, 

ISA, extracts title, keywords, main text and links from this site 

and writes the results to his database. This step is a mixture of 

human search strategy and automatic crawling. In traditional 

automatic crawling you download all the sites which are 

reached by a specific crawling rule, e.g. all links from a specific 

domain or all links up to a certain threshold. In human crawling 

usually only the links are used, which let the user expect a 

highly relevant result, according to some kind of semantic 

interpretation of the user. Up to now our agent follows the links, 

where the text of a site contains the search string. In future 

version of ISA we plan to increase the “intelligence” of the 

agent by using text classification algorithm like Naïve Bayes or 

Support Vector Machines, so that the agent can learn from 

human user behavior. For the first version it was enough to keep 

this as simple as possible. 

 

In a third and final step of data acquisition, the agent follows all 

extracted links, extract the site attributes and test whether the 

main text of the site contains the search string. To prevent the 

agent from “black holes” for internet crawler, the agent will not 

download more than about 100 documents from a single domain. 

All text results are grouped by domain, so that there is a 

consistent domain –text/date relation in the database. This 

database forms our data source for topic identification as next 

step and network analysis as follow up analytical. 

 

First Mode: Initial Topic Identification 

For topic identification, we use the text corpus from initial data 

acquisition, enriched by organization names from whois 

databases, so that each text information is related to a specific 

domain and thus to a specific organization (the owner of the 

domain). From this data set topics are identified with a cluster 

analysis from the word vectors of each text. 

 

The problem is that it is not possible to generate topic title and 

topic description for each cluster automatically. Thus generally 

speaking, the dataset is expected to be relevant but unstructured 

in a sense, that there is no title and no description for each topic. 

Wikipedia articles in the opposite are structured with title and 

description but most of them are obviously irrelevant for our 

purpose. So the idea is to combine a topic text from cluster 

analysis with title and description from Wikipedia. This results 

in a structured list of well-known issues for the addressed 

community. The whole process is symbolized by the following 

graphic. 

 

Figure 2: Topic identification with Wikipedia DB 

 
Source: AIT 

 

To combine our cluster with Wikipedia articles it is necessary to 

calculate a distance measure for each cluster-article relation. In 

May 2010 we found around 3.5 million articles in the English 

Wikipedia database. So for each cluster it is necessary to 

calculate 3.5 million distance measures from their word 

frequency matrixes, to find out which article fits best to the 

cluster, which limits the number of cluster. After this, the agent 

has a cluster – title - description relation in his database. With 

the relation text id – organization from the earlier mentioned 

whois request it is possible to map the identified cluster topics 

with organization. 

 

This dataset can be interpreted as “white noise” of well known 

issues in a specific community, on which new signals might 

come up, e.g. when the topics attract more organization or 

disappear over time. However, to find weak signals for 

emerging issues, some analytical steps are necessary. The 

concept of “weak” implies that there are small but important 

changes in time with high impact. So, the following steps of 

community structuring will help to focus on the relevant signals. 

 

First Mode: Initial Community Structuring 

A network analysis is set up with the existing data set from the 

text mining process to enrich the results of the topic 

identification. For detection of weak signals it is helpful to 

connect topic dynamics with organization, their community 

position and their interests. Therefore we use hyperlink 
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information from our database to calculate a directed network of 

organization, with domains as nodes and the amount of 

hyperlink as connection between the nodes. 

 

Each hyperlink from domain A to domain B is interpreted as 

vote for trust from domain A to domain B. As a result we get a 

kind of community network in which the domains, which are 

related to (owned by) a specific organization, can have a 

specific position (hub and authority position). As each node is 

although a member of a topic cluster, it is possible to visualize 

each thematic cluster in the network with a specific color. We 

expect that position changes within a thematic subnet or across, 

will give hints to a shift in community attention to specific 

topics, which can be interpreted as weak signals for upcoming 

issues. However, we are aware of the fact, that changes are only 

visible, if the whole process of data acquisition, text mining and 

network analysis is at least performed twice. So we do not have 

results for network dynamics in the first test run. 

 

However up to now we saw, that the network structure is quite 

different for our test search strategies. While in the text corpus 

from the search strategy “emerging issue” e.g., the community 

network has quite a lot of inbound links between community 

members, the text corpus from the search strategy “human 

enhancement” has more outbound links to homepages with no 

“human enhancement” on the site. Up to now, we only 

recognize these differences. Further empirical experience will 

show, whether these patterns can be used to identify emerging 

issues. 

 

Second Mode: Data acquisition, Topic tracking and 

Community development 
The development of the second mode is not finished yet so the 

description is based on the theoretical concept and is up to 

changes due to practical experience. Basically the second mode 

is a variation of the first mode with data acquisition, topic 

identification and community identification and their 

corresponding dynamic variations topic tracking and 

community development.  

 

Data acquisition is more or less equal to initial data acquisition. 

However to discover changes, it is necessary to download the 

whole data set again for each period in time, as there is no 

reliable version flag standard in html, up to now. Thus the agent 

will proceed with the whole mode 1 download for several times 

(search in a search engine, download full text from search 

results and follow all extracted links so that all links with search 

strategy string in text are downloaded). After each download the 

corpus is treated in the same manner than in mode 1, with word 

vector creation and clustering. 

 

Topic tracking is different to topic discovery in a way that it is 

necessary to now the topics that should be tracked and that for 

tracking additional topic attributes are used. For tracking 

basically four events of topic-development are of interest. 

Topics might get more important or less important and topics 

might arise or disappear. For the first two events it is necessary 

to define an "importance" - indicator, e.g. the number of 

domains or organization in the topic or the external links to 

topic sites. For the second two events it is necessary to calculate 

difference measures, based on the reference word vector from 

the Wikipedia description of the topic and based . If the distance 

measure exceeds a specific threshold it is assumed, that a new 

topic did come up and the topic identification algorithm will be 

executed. 

 

Community development is based on the calculation for initial 

community structuring with our network model, with 

organization as nodes and directed links as edges between the 

nodes. In this network, some organizations have privileged 

positions, like hubs or authorities, as mentioned in the 

description of the initial community structuring. These positions 

might change over time and one organization might become 

more important than other. These changes will be analyzed in 

the community development. 

 

All these dynamic measure concepts are set up to find weak 

signals for emerging issues. However we expect to see first the 

strong signals for emerging issues and only with improvements 

in the sensitivity of the measure concept, we expect to find more 

and more weak signals. In addition to these internal indicators 

an evaluation module with external indicators is part of the 

internet screening agent ISA. 

 

Evaluation module: Signal Assessment 

In addition to the internal evaluation methods of the second 

Mode, the evaluation module is developed to offer external 

indicators for evaluation. The most important question for the 

agent is: "Which pattern makes a signal to a weak signal for an 

emerging issue?". The purpose behind the concept of weakness 

is to detect changes as early as possible so that the detection of 

weak signals is not practiced as an end in itself. For signal 

assessment it is more important to draw the attention to the time 

frame and to concentrate on the detection early in time than to 

draw the attention on weakness. Basically emerging issues in a 

community can be discovered by looking on the communication 

behavior in the community or by looking on the knowledge 

search behavior in the community. We are using both strategies 

with the following external indicators. The agent will reference 

them as additional attribute for each identified topic  

 

The agent will use editing statistics from Wikipedia as the first 

external relevance indicator. The idea draws upon the well 

known fact that some of the articles in Wikipedia are changed 

very often and others are not. This is often due to conflicting 

interests in a specific topic or a wider interest in the topic, 

which we think, can both be interpret as an indicator for social 

relevance. If an upcoming issue let expect a high impact on 

society it might be a weak signal for an emerging issue. 

 

As second external relevance indicator, we use the usage pattern 

from Google to identify topics with increasing or declining 

attention. As the search statistics reflects the world wide search 

behavior, it can be expected that an increase in search term 

usage reflects an increase in overall social relevance of the topic 

that is referenced by the search strategy. So we use our topic 

title from Wikipedia as search strategy in Google Trends and 

the agent loads the search statistics from these topic titles. With 

this relevance indicator, the agent finds out, when a topic gets 

attention of a worldwide community. Again this is stored as an 

attribute for each identified topic. 

 

As an outlook for future development direction for signal 

assessment, we are developing the agent in a way that user 

classification can be used to improve automatic signal 

classification in the future. With this, we expected that the agent 

will develop the capability to find unknown pattern for 

emerging issues. However we are aware of the fact, that this 

signal assessment with mechanical learning algorithm needs 

text samples that are tagged by the user, according to their 



relevance. Thus this feature will only work if there is an existing 

user community. 

 

5. Experiences from the first test run of the 

ISA software 
 

The first test run of the internet screening agent ISA has shown 

that the engineering concept in general is operational. However 

some weaknesses have come up, in most of the agent modules, 

which will lead to an improvement in the next version of ISA. 

In the following we will present some of our insight results, 

which are produced by the agent to build up his knowledge base. 

 

Crawling and spider are working as expected. The results make 

clear, that in addition to the html format, the pdf format is very 

important at least for scientific communities. So it is on our 

agenda to include pdf parsing in the data acquisition module. 

We are aware of, that parsing pdf files will have an effect on 

network calculation results, as pdf files usually do not include 

hyperlinks. So we expect that it is necessary to mark them as 

pdf-source and exclude them from network calculation. 

 

A small but very important detail in the spider process has come 

up as an important part for the scalability of the agent. The html 

download and parsing process is scalable because it is easy to 

set up a thread for each download and parsing process. However 

to prevent the spider from importing sites more than once, it is 

necessary for the spider to check in the database, whether the 

actual url in queue exists already in the agents database or not. 

This is a task that will need an increasing amount of time, when 

the list of urls in queue becomes large. The execution time for 

this single database request will grow potentially for quite a 

while for a typical crawling strategy, as each parsing of a new 

site will add more than one link to the spider queue. So up to 

now it is an open problem to increase the speed for this database 

request. 

 

In the topic identification module the results are even better than 

expected. For practical reason we use two different clustering 

algorithm. For initial topic identification, we use an 

unsupervised hierarchical clustering with mixed Euclidean 

distance measure. The following figure 3 shows a typical result 

for a small corpus of our spider results for the search strategy 

“emerging issue”. 

 

Figure 3: Unsupervised hierarchical clustering of the 

spider results “emerging issue” 

 
Source: AIT 

 

The results show that the cluster algorithm is capable to identify 

different topics and the corpus might contain 4 different topics. 

In a next cluster process we use this information to identify and 

label these topics and to calculate the word vectors for each 

topic, so that we have a cluster id –word vector information in 

the database. 

 

To identify and tag each cluster with a human readable title and 

a topic description we use an k-means distance algorithm to 

identify the Wikipedia article, that fits best to each cluster. 

 

Figure 4 shows the inverse distance (larger is more similar) for 

one cluster with 100 Wikipedia article (for visualization purpose, 

we limited the results to 100).  

 

Figure 4: K-means similarity plot of one “emerging issue” 

cluster with 100 Wikipedia article 

 
Source: AIT 

 

It is quite clear, that most of the Wikipedia articles are not 

similar to our cluster example (distance nearby 1). Some of the 

articles are more similar than the average and only a few are 

quite similar. So the topic identification algorithm is working as 

expected. The agent is looking for the article with maximized 

inverse distance and he stores this article as descriptor for the 

corresponding cluster topic and thus has a topic with title and 

description in his database. With a whois web service it is 

possible to identify all the organization with a specific domain, 

and with the agent database we know which domain is engaged 

in a specific topic. From this it is possible to start the 

community calculations. 

 

The purpose of the community structuring module was to get 

indicators about the position of all organization in a specific 

topic. Up to now, the network calculation and visualization in 

the module for community structuring is an open task. So there 

are no results for now, but we do not expect too much problems 

in this module, as it uses well known methods. 

 

To sum up our results from the first ISA scanning process, we 

got the impression, that it is not an impossible task to develop 

software agents that can help in scanning for emerging issues. 

However the key problem in scanning for emerging issues is, 

that computer have no semantic understanding of what is 

important, relevant, interesting and so on, so the computer has 

to rely on statistical indicators and it is inherent difficult to 

discover weak signals for new or emerging issues as typical 

statistical pattern like maximum, minimum, average and so on 

are not typical for weak signals. Nevertheless human scanning 

is very resource intensive and comes to a natural limit with very 

small source documents. So it seems that both, automatic agent 

scanning and human scanning work quite different and both 

have their advantages and disadvantages.  

  



6. Conclusion and future perspectives 
 

As already mentioned, the engineering concept seems to fulfill 

the expectation and we expect, that the concept for a weak 

signal scan has some advantages in comparison to the more 

often used manual scan. We already discussed the advantages 

and disadvantages of automatic internet scan with our intelligent 

agent. Even after we tried to adapt our agent to human search 

strategies there remained a number of fundamental differences.  

 

Human scanning for weak signals for emerging issues is based 

on a specific understanding of political issues and thus is based 

on semantic understanding of the issue and human  intuition. 

Usually humans tend to search like a snow ball system, from 

one to the next document in the WWW. They might skip a full 

new cluster if the content of the first few documents of the 

cluster are not appropriate.  

 

In this article was shown, that automatic scanning is possible, 

but is based on statistical methods of machine learning and text 

mining. This is by far not an equal replacement for the human 

scanning but it might be a supporting method to overcome the 

drawbacks from human scanning.  

 

ISA was developed as scanner for policy issue and due to the 

specific sources it is optimized for this subject. However in the 

future, we expect that ISA can be helpful for scientific issue 

scanning although. Especially community identification and 

structuring is applicable to epistemic communities where the 

same question arise, like who is referenced by whom, what are 

the most important subjects and which subjects are getting more 

important in this community. The next more user friendly 

version will show whether ISA will be accepted in the foresight 

community or in other scientific communities.  
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