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Abstract 

The advancement of acoustic modem technology in 
providing better data rates and more reliable underwater 
wireless communications has motivated many researchers 
to create various algorithms to support such technology in 
a better way. These continuing researches have greatly 
improved the underwater communication performance in 
the last two decades. However issues such as inefficient 
horizontal communication between the sensors nodes on 
same depth level, high end to end delays between source 
and sink nodes, propagation delay, as well as poor data 
delivery ratios are still posing challenges for effective and 
efficient data packets routing. In this paper, we present a 
novel Layer by Layer Angle Based Flooding (L2-ABF) 
routing protocol to address some of these challenges for 
the partially connected underwater communication 
environments. 

Keywords: propagation delays, Layer by Layer Angle Based 
Flooding, Routing algorithms, UWSN. 

1. INTRODUCTION 

The applications of underwater wireless sensor network 
(UWSN) are becoming popular for exploring areas in 
ocean which contain commercial resources like oil/gas, 
nourishment products, valuable minerals, etc. UWSN is 
also commonly used for preventing oceanic accident like 
disastrous pollution, or in submarine detection, and in 
tsunami warning systems. Although UWSNs resemble the 
terrestrial wireless sensor networks, they are in fact very 
much different in quite a number of aspects [1,2]. Firstly, 

communication mediums are different where UWSN uses 
acoustic signal but terrestrial sensor network operates on 
radio waves and it is already well known that radio wave 
is generally not suitable for underwater environment [3]. 
Secondly, most nodes in UNWS will move passively with 
water current (except some nodes which are fixed at water 
surface or anchored at sea/river bed). This movement of 
the nodes may cause rapid change in the network 
topology. So the existing routing protocols for static 
networks are not suitable for this type of environment. 
Thirdly, energy consumptions are different for both type 
of WSNs. In general, UWSN are more power hungry than 
the terrestrial based network. Furthermore there is seldom 
an effective mechanism available to recharge or to easily 
replace the batteries in underwater sensor nodes. 
 
From energy perspective, packets forwarding over 
multiple short hops are preferred instead of long links. 
Multi-hop data deliveries have been proven to be more   
energy efficient for underwater networks than a single 
long hop [4]. However, it is observed that packet routing 
over more numbers of hops ultimately degrades the end-
to-end reliability especially for the harsh underwater 
environment. In many applications, UWSN are deployed 
by a single entity with economical hardware, thus causing 
strict interoperability constraints with the existing 
standards. 
 
A lot of researchers have been focusing on designing 
efficient protocols to adapt to the intrinsic characteristics 
of underwater communications. In the last decade, many 
routing techniques have been proposed for UWSN such as 
those found in [5–10]. Some routing techniques, as in [5] 



& [6] are based on special network setup and hardware, 
those in [7] & [8] required some geographical location 
information of sensor nodes, and the types in [9] & [10] 
are based on some assumptions. 

In this paper, we proposed a novel routing protocol called 
Layer by Layer Angle Based Flooding (L2-ABF) Protocol 
for UWSN. Although some angle based flooding 
techniques already exist, our technique may have some 
advantages over them in these aspects: 
 L2-ABF does not require any location information of 

sensor nodes. 
 It does not depend on special network setup and 

hardware. 
 L2-ABF used very simple angle calculation for 

flooding of data packets. 
 It does not have constraint on sensor node 

deployment density in the network. 

L2-ABF protocol is scalable, delay and energy efficient. It 
uses angle based flooding architecture in which multi-
sinks are anchored on water surface to collect data and 
other data sensing nodes are deployed at deferent depth 
levels between sea surface and the sea bottom. Sensing 
node that have received data packets and try to forward to 
the upper layer nodes will use angle based cone-shape 
transmission coverage zone for transmitting the packets. 
The data packets are considered delivered when they 
reach one of the sinks on the water surface. 

The rest of the article is planned as follows. In section 2 
some related works are described. Section 3 is on the 
concept of L2-ABF and the contributions of this protocol. 
The proposed protocol performance and its evaluations 
are described in section 4. Section 5 concludes the paper. 

2. RELATED WORK 

Underwater acoustic networks have recently attracted a 
lot of interest in the UWSN research community. While 
some of the existing solutions in the radio-domain may be 
reused, the unique properties of the underwater channel 
usually required the development of dedicated solutions. 
Extensive work at the different layers of the classical 
protocol stack has been conducted by many. A good 
overview of existing networking protocols for underwater 
networks can be found in [11]. In this section, we focus 
on the work related to flooding, power control, and end to 
end delay. 
 
Some routing protocols are found to be explicitly 
designed for angle based data packets forwarding for the 
underwater channel. A review of underwater network 
protocols up to the year 2000 can be found in [7]. Among 
the many routing protocols, Vector Based Forwarding 
(VBF) protocol was proposed to solve the problem of 
high error probability in dense nodes deployment 

networks. Here an idea of routing pipe, like in circuit 
switching, from the source to the destination is proposed 
for flooding data packets through this pipe. By this 
approach, packets retransmissions are decreased making 
VBF to significantly improve the energy efficiency. 
 
In [12], a two-phase flexible routing solution for long-
term monitoring applications based on the idea of 
centralized planning network routings and data paths was 
proposed. Later on, the same authors proposed a protocol 
that can handle both delay sensitive and delay tolerant 
applications. In this protocol, a cross-layer approach was 
adopted to create an interaction between the routing 
functions and underwater characteristics. 

For location based routing, most of the protocols require 
(and need to manage) some full-dimensional location 
information of the sensor nodes in the network thus 
posing some challenges in UWSNs. Instead of requiring 
complete localized information the protocol, the method 
in [6] needs only the local depth information. Obtaining 
the depth information is not an issue. The authors 
suggested to equip each node with an inexpensive depth 
sensor. Their simulation results showed that, Depth Base 
Routing (DBR) can achieve high packet delivery for 
dense networks with reduced communication cost. 
However the problem here is, it does not show good 
results for sparse networks due to its greedy nature. In 
order to achieve same performance as for dense node 
deployment, some recovery algorithms need to be 
explored when the greedy strategy failed. 

Researchers in [8] presented an idea of Focused Beam 
Routing Protocol for acoustic networks. Their routing 
technique assumed that every node in the network has its 
own location information. In addition, they also assumed 
that source node knows about the location of the final 
destination. However in reality not all source nodes have 
the location information of other source nodes in the 
network. Routes are established dynamically, during the 
traversing of data. Forwarding of packets from source 
node to its destination and the decision about the next hop 
is made at each step on the path after appropriate nodes 
have identified themselves. For performance checks, they 
focused on average end-to-end delay and energy 
consumption for each bit. In their simulations, the 
protocol performance remains close to the ideal case due 
to the minimum additional burden and less dynamic route 
discoveries. 

The main difference between our proposal, the L2-ABF, 
and other geographical based routing protocols is that L2-
ABF does not depend on full-dimensional location 
information. Instead, only use some assumptions on the 
nodes horizontal movement/sway. 
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