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ABSTRACT 

 

The aim of this paper is to provide an understanding of the 

insider threat using rational choice theory. Specifically, the 

decision-making process of a maleficent insider in the presence 

of a luring honeypot is reviewed. Understanding these decisions 

may assist in designing technological solutions that are 

deployed at opportune decision points to contain the insider 

threat. To test the premise, an insider threat mitigation strategy 

derived from the rational choice modeling perspective is 

presented. 
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1.  INTRODUCTION 

 

According to the CyberSecurity Watch Survey [1], 33% of 

respondents believe that the insider threat is becoming more 

costly as insiders are becoming increasingly more sophisticated. 

Examples of attacks include unauthorized extraction, 

duplication or exfiltration of data, tampering with data, deletion 

of critical assets, etc. [2].  The term ‘insider threat’ refers to any 

individual who works in an organization and uses the authority 

granted to them for illegitimate gain (see Schultz [3] for a 

detailed discussion of the term). Honeypots may be a way of 

containing the insider threat [4] that is, limiting the damage 

caused by an insider by deflecting the malicious insider to a 

honeypot. However, it is problematic to use a honeypot to 

prosecute an individual and this type of lawsuit could damage a 

company’s reputation. Hence it is more practical to contain the 

insider threat and guide the insider to compliance. In this paper, 

rational choice theory (RCT) modeling is employed to devise a 

strategy to lure and contain the insider threat using honeypots. 

This type of analysis assists in determining at which decision 

points to activate interventions to redirect the insider threat to 

compliance. 

 

A honeypot is an information system resource whose value lies 

in the unauthorized use of that resource [5]. Using honeypots 

should confirm an insider’s actions and potentially analyze their 

motivations and their resources [4]. Recently there has been a 

trend towards recommending honeypots or decoys to counter 

the insider threat (see [6] and [7]). However, in general there are 

several ethical and legal considerations that need to be taken 

into account. Hence in this article honeypots are reviewed 

within the broader context of insider threat mitigation. In a 

sense a honeypot is a ‘pre-e-crime’ detection strategy where the 

insider is given the opportunity to commit a crime controlled by 

insider threat mitigation. In this pre-e-crime scenario, RCT is 

used to determine intervention points for insider threat 

mitigation thus guiding the insider to compliance.  

 

Compliance with information security is an adaptive response, 

while non-compliance is a maladaptive response [8]. ‘Deterrent 

controls are intended to discourage individuals from 

intentionally violating information security policies or 

procedures’ [9] and discourage a maladaptive response, whereas 

positive-reinforcements encourage an adaptive response. 

Compliant information security behavior refers to the set of 

core information security activities that have to be adhered to by 

end-users to maintain information security as defined by 

information security policies [10]. Pahnila et al. [11] considered 

both positive-reinforcement and negative-reinforcement in 

terms of compliance. They considered sanctions, ‘threat 

appraisal’, ‘coping appraisal’ and normative beliefs as negative-

reinforcements while ‘information quality’, ‘facilitating 

conditions’, rewards and habits as positive-reinforcements [11]. 

Some of these factors are relevant to this paper, however 

aspects such as coping appraisal and threat appraisal are not. 

These are based on the assumption that an insider will comply 

because they are concerned that their actions will jeopardize the 

organization’s information security [11]. However, this is not a 

concern for the insider threat whose sole intention is 

maleficence. While sanctions are derived from General 

Deterrence Theory (GDT), normative beliefs are based on the 

perception of peer behavior [11]. This paper will only consider 

negative-reinforcement from the GDT perspective [12]. D’Arcy 

and Hovav [13] considered the countermeasures that deter 

internal systems’ misuse, namely awareness of security policies, 

monitoring, preventative software and training. GDT has its 

roots in RCT. GDT is moderated by certainty of detection, 

severity of punishment and the swiftness of detection [14]. GDT 

focuses more on the cost of the crime, while RCT considers 

both the cost and the benefits of the crime [15]. 

 

RCT is relatively basic; it assumes that a criminal makes 

decisions based on a cost-benefit analysis [16]. RCT involves 

increasing the perceived effort of crime, increasing the 

perceived risks, reducing the anticipated rewards and removing 

the excuse for crime [17]. Recently there has been a trend 

towards using RCT to explain the insider threat. For instance, Li 

et al. [18] used RCT to examine an employee’s intention to 

comply. In their study, Bulgurcu et al. [19] also applied RCT to 

understand insiders. The authors considered the benefits of non-

compliance. According to Willison [20], RCT is highly 

appropriate to understanding insider threat. He argues that these 

types of theories complement existing security strategies and 

help to identify offender behavior and their associated criminal 

choices. These insights are useful in developing safeguards. 

 

An effort was made in this study to employ RCT to develop a 

strategy to contain the insider threat. The rest of the paper is 

structured as follows: Section 2 contains a discussion of the 

concept of a honeypot as a lure to contain the insider threat.  In 



Section 3, RCT is examined with regard to its suitability in 

understanding the insider threat. Rational choice modeling is 

used in Section 4 to model the decision-making process of an 

insider in the presence of a luring honeypot and the paper 

concludes with Section 5 and possible future research 

opportunities. 

 

 

2.  DEPLOYING HONEYPOTS AS A LURE TO 

CONTAIN THE INSIDER THREAT 

 

According to Spitzner [5], honeypots are more than just a 

computer or a physical resource.  A honeypot may be anything 

from a Windows program to an entire network of computers. 

According to Spitzner [4], there are several advantages to using 

honeypots for the insider threat: 

1) Small data sets: Only collect data when an attacker is 

interacting with them; hence easier to analyze and manage. 

2) Reduced false positives: They are superior to other forms 

of detection strategies because an interaction with a 

honeypot is guaranteed to be illicit. 

3) Catching false negatives: Other techniques may fail if there 

is a new type of attack, unlike a honeypot, as any 

interaction with one implies an anomaly. 

4) Encryption: It does not matter if an attack is encrypted, the 

honeypot will capture the activity. 

5) Highly flexible: Honeypots are adaptable from a simple 

honeytoken which may be embedded in a database to an 

entire network of computers. 

6) Minimal resources: Honeypots require minimal resources. 

 

According to Bowen et al. [21], the following are properties that 

honeypots (decoys) must have in order to bait an insider: 

1) Believable: Decoys must appear to be authentic. 

2) Enticing: They must be attractive to the insider. 

3) Conspicuous: They must be visible to the insider. 

4) Variability: Decoys should not be easily identifiable. 

5) Non-interference: A decoy should not hinder, obstruct or 

impede normal operation. 

 

Gupta et al. [22] identify the characteristics of luring in terms of 

a context honeypot. A context honeypot is used to identify a 

probable privacy violator. However, certain principles hold in 

general: 

1) A suspected user can be lured only once by the same 

technique. 

2) False negatives must be close to zero – for example, a 

criminal who is not lured escapes monitoring. 

3) False positives should be kept low – for example, an 

innocent user is lured and is kept under observation for no 

reason. 

4) Lure data will remain static until confirmation/elimination 

of suspicion over a suspected user – the data disclosed to 

the suspect must remain static so as not to raise the 

suspicions of the insider. 

5) The suspected user must be oblivious of the luring. 

6) Lure data will be different for each suspected user. 

 

It is important for a luring honeypot to maintain the 

characteristics identified by Gupta et al. [22] and Bowen et al. 

[21]. Bowen et al. [21]) also specify that a decoy should be 

detectable (i.e. decoys must generate an alert). However, a 

honeypot will not be effective if the insider threat decides not to 

select a honeypot if they recognize that the luring honeypot is in 

fact a trap. Hence interactions with a honeypot should be 

detectable to the system administrator but not to the insider 

threat.  

 

According to Spitzner [4], honeypots have several 

disadvantages. There is a risk that an attacker may use a 

honeypot to harm other systems. Honeypots are only of value 

when an attacker interacts with them and only capture actions 

related to this activity. Additionally, there are legal and ethical 

challenges. Spitzner [23] provides a comprehensive review of 

legal challenges associated with honeypots: entrapment, privacy 

and liability. Entrapment may be used as a defense to escape 

prosecution.  Honeypots may violate an individual’s right to 

privacy.  There is also the issue of liability if an organization’s 

honeypot is used to cause others harm [23]. The ethical question 

centers on whether it is ethical ‘to pose a computer system as 

something it is not’ [24]. Hence, the current research also 

considers integrating controls such as deterrent controls and 

positive-reinforcement with honeypots to guide the insider to 

compliance. In the next section, the concept of a luring 

honeypot is considered from an RCT perspective.  

 

 

3.  THE RATIONAL CHOICE PERSPECTIVE 

   

The basis of RCT is that criminals formulate an assessment of 

the costs and benefits prior to and whilst committing an offence. 

An individual does not only consider the formal sanctions such 

as imprisonment but also the informal sanctions such as 

embarrassment [15]. Furthermore, the individual considers both 

the tangible benefits of a crime such as financial gain as well as 

the intangible benefits [15].  

 

RCT is classified under the basic category of opportunity 

theories of crime as described by Felson and Clarke [17]. This 

consideration of RCT as an opportunity theory provides a 

rationale for examining luring honeypots under the same 

reflection. The premise of a honeypot is that it is a device 

deployed to provide an individual with malicious intent with an 

opportunity to commit a crime. According to Felson and Clarke 

[17], ‘opportunity plays a role in causing in all crime’. 

 

In order to consider the insider threat as a crime of opportunity, 

it is practical to reflect on some of the principles of opportunity 

theory as discussed by Felson and Clarke [17]. There are also 

some properties that may attract, detract or generate more crime 

[17]. In this context honeypots are attractors, whereas deterrents 

are detractors. For the insider threat, committing a major 

offence can result in other minor offences being committed and 

vice versa [17]. Sometimes a minor offence may provide a 

‘camouflage’ for major offences.  Honeypots can therefore 

provide a gateway to discovering major offences and deterrent 

controls may deter a minor offence thereby removing ‘pre-

criminal conditions’ to a much more serious offence. The 

properties of value, inertia, visibility, accessibility (VIVA), 

based on the routine activities theory, provide a point for 

evaluating objects that are suitable targets [25]. Hence in order 

for a honeypot to be an effective lure, aspects such as high 

value, low inertia, high visibility and easy accessibility have to 

be considered as well. In a physical crime scenario, low inertia 

refers to an object that is transportable [17]. Perhaps, in the 

sense of cyberspace, low inertia could refer to data that can be 

easily disseminated on a network.  A crime prevention method 

may provide the added benefit of diffusion [17]. The benefits of 

diffusion may occur when an insider assumes that the deterrent 

controls in one system may be applicable to other systems too. 



It is crucial to recognize that a deterrent may result in 

maleficence being displaced to another part of the system.  

 

In this study RCT was employed to understand the decisions of 

an insider in the presence of a luring honeypot. This involved 

considering controls that may inhibit the insider from 

committing maleficence. These controls influence the insider to 

perceive that the effort or risk of committing such an offence is 

more than they have estimated. According to Felson and Clarke 

[17], criminals rarely have a complete understanding of the 

costs involved. Controls that increase the awareness of 

information security policy may assist in ‘removing the 

excuses’ (i.e. rationalizations) of an insider. Willison [26] 

postulates that ‘if offenders can be prevented from rationalizing 

and excusing their criminal actions in specific settings, they will 

be open to feelings of guilt and shame’, thus preventing further 

crime.  

 

RCT is not beyond reproach. Rational choice theorists often 

defend the theory by stating that criminals are not ‘purely 

rational’ as the notion of rationality is ‘bounded’ by factors such 

as time, ability and values [15]. Critics of RCT assert that rarely 

do criminals formulate a complete assessment of the costs and 

benefits prior to committing a crime [15].  It is clear that RCT is 

not the best tool to predict criminal behavior, rather it is a tool 

to predict the possible decision points of a criminal act. At a 

pragmatic level, one of the motivations for opting for RCT for 

this study was to leverage the decision models for RCT 

provided by Clarke and Cornish [27].  It is evident that the RCT 

perspective may be used as a ‘heuristic device or a conceptual 

tool’ rather than a theory [28]. These decision models expose 

the rational choices that a criminal makes at every stage of a 

crime. In the next section, these models are reformulated to 

consider the insider context. 

 

The current research ‘deconstructs’ the methodology of using 

honeypots as lures to contain an insider and considers how an 

insider would view such a decoy and how they would react 

from a rational theory perspective within a holistic mitigation 

strategy. 

 

 

4.  RATIONAL CHOICE MODELING 

 

Clarke and Cornish [27] assert that the models for rational 

choice do not have to be complete but merely ‘good enough’ to 

provide empirical directions for query or to derive policy. The 

models are derived from criminology and were developed for 

considering burglaries. In this paper these models are reapplied 

from a fresh perspective considering the insider threat. The 

processes of crime involvement are initial involvement, event, 

continuance and desistance. The models are schematic 

representations of the key decision points in criminal behavior. 

The decision models are not flowcharts. It is not necessary to 

model all four processes. The continuing involvement model 

was not considered because it focuses on the success of the 

crime.  

 

Initial Involvement 

The first process is the initial involvement model (see Figure 1). 

Here the insider represents a unification of previous learning 

and background factors (apathy, low self-control, opportunistic 

behavior, etc. [29]).  The dimensions of the previous learning 

factor are derived from Bowen et al. [6]. They recommend that 

honeypots or decoys be designed levels of sophistication that 

characterize the insider threat, ranging from insiders with a low 

level of sophistication to the highly privileged.  An insider at a 

low level of sophistication relies on what can be discerned from 

a cursory scan, while a highly privileged insider threat will 

know that there are decoys in the system and will attempt to 

disable or avoid them. The previous learning also includes past 

deviant behavior [29] which is a predictor for future deviant 

behavior. The generalized needs are derived from the 

motivations of malicious insiders and range from espionage, 

sabotage, terrorism, embezzlement, extortion, bribery, 

corruption, and ignorance to apathy [30]. 

 

 

 

Figure 1: An initial involvement model precipitated by a 

luring honeypot 

 

The insider may have malicious intent and decides whether they 

are ready to commit maleficence. However, the insider may be 

presented with an opportunity by a luring honeypot to commit 

an offence. At this juncture the insider will evaluate the ‘cost 

versus benefit’, and determine their readiness to commit the 

offence. ‘Readiness’ implies that the insider is lying in wait for 

the perfect opportunity to commit an offence. 
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(see event model) 



There are two important decision points in this model: firstly, 

the readiness to commit maleficence and, secondly, the decision 

to commit maleficence, which may be precipitated by the luring 

honeypot. The decision to commit maleficence may be made 

simultaneously with the chance event or the chance event may 

precipitate the decision to commit maleficence. 

 

The significance of the initial model is that it may be used for 

input into the properties that need to be taken into account to 

develop a truly effective honeypot lure. These input properties 

may be used to define the visibility, inertia, value and 

accessibility of the lures. Additionally the frequency of the 

honeypot lures (i.e. how often an insider should be targeted by 

lures) is another input property that needs to be considered. 

These five properties will need to be adapted to various degrees 

depending on the previous experience and learning; generalized 

needs and background factors. For instance, a highly 

sophisticated insider may be lured by a honeypot that appears to 

be a technical challenge. Hence, lowering the accessibility of 

the lure may provide this technical challenge. It may also be 

pragmatic to model lures based on the insider’s motivation. For 

example, an insider that is motivated by financial gain will be 

lured by a honeypot that appears to be of high value. An 

insider’s background may influence how they react to a lure. 

For example, insiders who are opportunistic or have low-self-

control may need to be targeted more frequently by honeypot 

lures as they are more susceptible to crime. These factors may 

be determined by profiling. 

 

The Event Model 

The event model shows the sequence of decision-making nodes 

involved when an insider decides to accept the luring honeypot 

(see Figure 2).  The alternative route, where a user decides to 

commit the offence without being lured, is not considered as it 

eliminates the honeypot in the process. In the event model, the 

user chooses the honeypot lure, trusting it to be real data, 

because it is believable, enticing, etc. 

 

The significance of this model lies in the fact that it 

demonstrates that the opportunity for intervention is at the point 

where the insider has decided to accept the lure. At this juncture 

deterrent controls may be deployed to increase the perceived 

effort or risks of committing the crime. The lure is attacked if it 

is believed to be of high value, has high visibility, low inertia 

(e.g. easily forwarded in an e-mail) and is easily accessible. 

While the event model intends to attract the insider; the aim of 

applying deterrent controls is to subtly ‘train’ the insider to be 

compliant and furthermore the deterrent controls should target 

the ‘supposed offence’ being committed.  

 

The aspects that deter non-compliance include sanctions, 

monitoring and policies, and technological controls such as 

usage control deterrents [29]. Usage control deterrents include 

conditions and obligations on the usage of data [31] and intend 

to deter rather than deny access. Note, the original concept of 

usage control deterrents did not consider how these conditions 

or obligations may be used from an RCT perspective to increase 

the costs associated with maleficence. Usage control deterrents 

may be used to increase the perceived risk and effort associated 

with the offence and may diminish the excuses for committing 

maleficence. They also increase awareness about the legitimate 

uses of organizational data and increase the effort required to 

access the data by stipulating conditions and obligations on the 

use of the data. These conditions and obligations should be 

aligned with information security policies. 

 

 

Figure 2: An event model integrating luring honeypots and 

deterrent controls 

 

 

Desistance Model  

This model (see Figure 3) is based on the aversive experiences 

of an insider during the course of offending (i.e. the deterrents) 

and variations in positive-reinforcement. Positive-

reinforcements may include improved ‘information quality’ (i.e. 

improving the perceived usefulness of information); ‘facilitating 

conditions’ (i.e. providing a supportive work environment); 

rewards and mandating good security habits [11]; and 

organizational commitment. These positive-reinforcements may 

encourage the insider in the best case scenario to comply or in 

the worst case scenario to consider other crimes (displacement).  

 

The rejected alternatives show areas of discontentment. For 

example, an insider may be disgruntled due to working long 

hours. Wortley [32] describes several types of situations that 

result in maladaptive behavior. The conditions that correlate 

with the virtual world include frustrations caused by failures of 

equipment and services, and invasion of privacy. Organizations 

need to be aware of these types of conditions as by reducing 

areas of discontentment, insiders will be less likely to engage in 

maleficence. 

 

In this derivation, it is envisaged, that containment events via 

honeypots and the deterrent events will contain and deter a 

maladaptive response. On the other hand, positive 

reinforcement events will increase the likelihood of an adaptive 

response. Desistance implies either an end to all maleficence 

activity or displacement (i.e. another type of crime). It is 

assumed that once an insider accepts one honeypot lure, they 

will be presented with more honeypot lures for the purposes of 

reconnaissance.  
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Figure 3: Desistance model integrating honeypots into a holistic mitigation strategy 

 

 

In this context it is anticipated that deterrent controls and 

positive-reinforcements may result in malicious insiders 

desisting from further offences. Desistance involves the insider 

considering the following: the costs of the crime (i.e. perceived 

risks and perceived effort); the justifications for the crime (i.e. 

rationalizations); diffusion and currently being under 

reconnaissance. 

 

The significance of this model lies in the fact that it shows  

junctions where organizations can intervene if the insider 

ignores the deterrence strategy and continues with attacking the 

honeypots. This implies that the insider requires further 

interventions which may require the use of positive-

reinforcements to encourage compliance.  

  

The other important juncture considering the rejected 

alternatives that is those negative aspects in the work 

environment that are precipitating the insider to continue with 

attacking honeypots despite the interventions. Organizations 

also need to consider the possibility that interventions have 

caused the insider to displace the crime. Hence there is a need 

to have contingency plans for this outcome. 

 

Implications for Practice 

The models are not intended to be all-encompassing. The 

models derived here may be used as a proactive mitigation 

strategy which seeks to change behaviors and motivations. This 

technique of viewing polarizing concepts of luring, deterring 

and positive-reinforcement may offer a strategy for 

organizations deploying honeypots without the legal pitfalls. 

 

According to Clarke and Cornish [27] this type of modeling 

helps focus on a specific crime and helps develop a policy as it 

breaks the crime process down into a smaller components 

which allows for policies to target these specific components. 

This type of analysis helps the development of measures to 

increase the effort of offending and decrease the associated 

rewards and defenses. 

 

 

5.  CONCLUSIONS 

 

In this study rational choice modeling was used to understand 

how to effectively lure and contain the insider threat from 

further maleficence. It is based on a containment strategy where 

the insider is deflected to honeypots instead of attacking real 

data while deterrent controls and positive-reinforcements 

attempt to negotiate them into compliance. It is based on an 

approach where insiders are lured successively and re-

conceptualizing their notions about the costs of committing the 

associated offence by discouraging maladaptive responses and 

encouraging an adaptive response. Future research will involve 

implementing and evaluating the strategy that was derived. The 

rational choice models derived offer a broader perspective in 

terms of considering the psychological and organizational 

components, and where interventions may be deployed.  
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