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Foreword 
 

 

Engineering activities are based on the development of new Knowledge (Scientia), new 

'made things' (Techné), and/or new ways of working and doing (Praxis). Scientia, 

Techné, and Praxis are three important dimensions of a comprehensive conception of 

Engineering as a whole. Engineering, as Scientia, is mostly developed in academia; as 

Techné, is practiced in industry generating technological innovations; and as Praxis, is 

carried out in technical and non-technical organizations, supporting managerial activities 

and technical procedures, via methodical and methodological design and implementation. 

This is why Engineering provides one of the most solid academic and professional 

substrata for bridging among universities, industries and governments.  

 

Publications and conferences related to Engineering are usually oriented to one of its 

three dimensions. While this is an adequate thing to do when disciplinary focus is sought, 

it does not represent Engineering as a whole and it misses the very important synergic 

relationships among the three kinds of engineering activities mentioned above. This is 

why a group of scholars, professionals, and consultants, in the field of engineering, 

considered the possibility of organizing a conference where presentations would not be 

reduced to one specific Engineering dimension, but would foster the participation of 

academics, practitioners, and managers in the three dimensions of Engineering, in the 

same conference, so they can synergistically interact with each other. A consequence of 

this purpose is the organization of The 4th International Multi-Conference on  

Engineering and Technological Innovation: IMETI 2011: IMETI 2011, where 

submissions were accepted for the presentation of:  

 

• New knowledge (Engineering as scientia); 

  

• New products and services, i.e. technological innovations (Engineering as 

techné);  

 

• New technical and managerial methods and methodologies (Engineering as 

praxis); 

  

• New meta-engineering (Engineering of Engineering activities) knowledge, 

innovations, and methodologies.  

 

The 8
th

 International Conference on Cybernetics and Information Technologies, Systems 

and Applications (CITSA 2011) and The 9
th

 International Conference on Computing, 

Communications and Control Technologies (CCCT 2011) have been organized in the 

context of IMETI 2011, because both are mainly oriented to Engineering and 

Technology. Both of them are International Multi-Conferences organized with the 

purpose of providing a communicational forum to researchers, engineers, practitioners, 

developers, consultants, and end-users of computerized, communications, and/or control 

systems and technologies in the private and the public sectors. This multi-disciplinary 

forum provides the opportunity to share experience and knowledge by facilitating 



discussions on current and future research and innovation.  Participants can explore the 

implications of relationships between new developments and their applications to 

organizations and society at-large. 

 

One of the primary objectives of CITSA 2011, CCCT 2011 and, in general, IMETI 2011 

is to promote and encourage interdisciplinary cross-fertilization and knowledge 

communication. They encourage systemic thinking and practice, including the analogical 

thinking that characterizes the Systems Approach, which is, in most cases, the required 

path to logical thinking, scientific hypothesis formulation, and new design and innovation 

in engineering. 

 

CITSA 2011 and CCCT 2011 are spin-offs from the International Conference on 

Information Systems, Analysis and Synthesis (ISAS), and the World Multi-Conference 

on Systemics, Cybernetics and Informatics (WMSCI) which are yearly events that have 

been held in the last 17 years as a forum for Information Systems researchers, 

practitioners, consultants, and users who have been interchanging ideas, research results, 

and innovations in the area of Information Systems. Analytical as well as synthetical 

thinking represent the conceptual and methodological infrastructures that support the 

papers presented in ISAS conferences. Synthetical thinking supported papers in the 

Information Systems area, as well as in its relationships (analogies, "epistemic things", 

"technical synthetical objects", hybrid systems, cross-fertilization, etc.) with other areas. 

The Organizing Committees of IMETI/CITSA/CCCT 2011 invited authors to submit 

original works, analogy-based hypothesis, innovations, experience-based reflections and 

concepts, specific problems requiring solutions, case studies, and position papers that 

explore the relationships among the disciplines of computers, communications and 

control, and the social and industrial applications within these fields. 

 

On behalf of the Organizing Committee, I extend our heartfelt thanks to:  

 

1. the 636 members of the three Program Committees from 63 countries;  

2. the 402 additional reviewers, from 62 countries, for their double-blind peer 

reviews; 

3. the 277 reviewers, from 51 countries, for their efforts in making the non-blind 

peer reviews. (Some reviewers supported both: non-blind and double-blind 

reviewing for different submissions) 

 

A total of 1431 reviews made by 679 reviewers (who made at least one review) 

contributed to the quality achieved in IMETI 2011. This means an average of 6.75 

reviews per submission (212 submissions were received). Each registered author could 

get information about: 1) the average of the reviewers’ evaluations according to 8 

criteria, and the average of a global evaluation of his/her submission; and 2) the 

comments and constructive feedback made by the reviewers, who recommended the 

acceptance of his/her submission, so the author would be able to improve the final 

version of the paper. 

 



In the organizational process of IMETI 2011, including CITSA 2011 and CCCT 2011, 

about 212 papers/abstracts were submitted. These pre-conference proceedings include 

about 88 papers, from 28 countries, that were accepted for presentation,. We extend our 

thanks to the invited sessions organizers for collecting, reviewing, and selecting the 

papers that will be presented in their respective sessions. The submissions were reviewed 

as carefully as time permitted; it is expected that most of them will probably appear in a 

more polished and complete form in scientific journals. 

 

This information about IMETI 2011 is summarized in the following table, along with the 

other collocated conferences: 

 

 

Conference 
# of 

submissions 
received 

# of reviewers 
that made at 

least one 
review 

# of reviews 
made 

Average of 
reviews per 

reviewer 

Average of 
reviews per 
submission 

# of papers 
included in the 
proceedings 

% of 
submissions 

included in the 
proceedings 

WMSCI 2011 391 1350 2461 1.82 6.29 193 49.36% 

IMETI 2011 212 679 1431 2.11 6.75 88 41.51% 

IMSCI 2011 276 856 2104 2.46 7.62 124 44.93% 

CISCI 2011 388 973 2359 2.42 6.08 173 44.59% 

TOTAL 1267 3858 8355 2.17 6.59 578 45.62% 

 

 

We are also grateful to the co-editors of these proceedings for the hard work, energy, and 

eagerness they displayed preparing their respective sessions. We express our intense 

gratitude to Professor William Lesso for his wise and opportune tutoring, for his eternal 

energy, integrity, and continuous support and advice as Honorary President of WMSCI 

2011 and its collocated conferences, as well as for being a very caring old friend and 

intellectual father to many of us. We also extend our gratitude to Professor Belkis 

Sanchez, who brilliantly managed the organizing process. Special thanks to Dr. C. Dale 

Zinn for chairing CCCT 2011 Program Committee (PC) and for co-chairing IMETI 2011 

PC, to Professor Hsing-Wei Chu for co-chairing the IMETI 2011 PC and being General 

Co-Chair of CCCT 2011; to Professor Michael Savoie for being Co-General Chair of 

CCCT 2011 and CITSA 2011; to Professor José Ferrer for chairing the CITSA 2011 

Organizing Committee; to professors Andrés Tremante and Belkis Sánchez for co-

chairing the IMETI 2011 Organizing committee.  

 

We also extend our gratitude to Drs., Louis H. Kauffman, Leonid Perlovsky, Stuart A. 

Umpleby, Thomas Marlowe, Ranulph Glanville, Karl H. Müller, Shigehiro Hashimoto, 

T. Grandon Gill, Alec Yasinsac, Marta White Szabo, Jeremy Horne, Mario Norbis, Ham 

Chan, Felix Soto-Toro, Susu Nousala, and Dipl.-Math Norbert Jastroch, for accepting to 

address the audience of the General Joint Plenary Sessions with keynote conferences.  

 

Many thanks to to Professors Friedrich Welsch, Thierry Lefevre, José Vicente 

Carrasquero, Angel Oropeza, and Freddy Malpica for chairing and supporting the 

organization of the focus symposia and conferences in the context of, or collocated with, 
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             Interaction between scientists, engineers and managers 

                                                Nader Ghahramany 

                                  Department of physics, Shiraz University 

                                                        Shiraz, Iran 

 

 

ABSTRACT: 

 In  the  last  two centuries natural academic 
scientists,  such  as  physicists…have  been 
swimming deep down the ocean of being to 
seek  fundamental  laws  that  govern    the 
universe  in  microscopic  (particles,  nuclei, 
atomic..)  and  macroscopic  (cosmology, 
gravity, galaxies..) scales and teach them to 
their students. The technology and business 
is  located at shore where the knowledge  is 
converted  into  money  via  industrial  sites 
equipped  with  modern  technology. 
Engineers must be swimming not as deep as 
scientists, but deep enough to keep contact 
with  both  scientists  and  technology  and 
industrial managers at shore. 

 The  scientists  are  solving  fundamental 
problems while  the engineers  are  involved 
with  creative  applied  engineering  problem 
solving with  slightly  different  nature.  They 
both utilize and also create technology. The 
managers,  on  the  other  side  are  occupied 
with the problems of the implementation of 
these findings to the Health, Happiness, and 
Safety  of  the  society.  New  problems  arise 
when  the  contacts  between  these  three 
groups  are  weaken  or  even  lost  due  to 
either  deeper  penetration  of  scientists  in 
micro  or  macro  scale  worlds,  causing 
distance  to  engineers  or  lost  of  proper 

contacts  between  engineers  and  industrial 
managers.  These  new  problems  are more 
pronounced  and  felt  in  the  developing 
countries compared to developed ones. 

Engineering  schools  are  supposed  to  train 
intellectual  individuals  accepting  the 
responsibilities  of  proper  functioning  of 
technology  whereas  the  scientists  are 
supposed  to  train open minded  individuals 
equipped  with  realistic  picture  of  our 
external  world.  Is  it  possible  to  establish 
academic  institutions  in  which  individuals 
are  trained  to  be  both,  open minded  and 
intellectual and at the same time being alert 
to the need of societies?. 

    Creation  of  interdisciplinary  programs 
between  these  three  groups might  be  the 
best  solution.  In  order  to  do  that,  new 
undergraduate  and  graduate  integrated 
curriculum  powerful  enough  to  train  the 
right  persons  for  such  task  should  be 
established in both engineering and science 
colleges.  Of  course  the  detailed  program 
might  be  slightly  local  and  cultural 
dependent and needs to be discussed. 

Introduction 

 The  curiosity  and  continuous  struggle  of 
man  toward a better understanding of  the 
universe and upgrading the quality of  life  is 
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endless.  The  shortness  of  human  mean 
lifetime and deep comprehensibility time of 
numerous  physical  laws  and  diversity  of 
advanced  technology  as  external  factors 
and multiplicity of  individual aptitudes and 
interests as  internal  factors  resulted  in  the 
differentiation  of  science  into  many 
different disciplines. Each discipline  in  time 
divided  into  more  specialized  sub‐
disciplines. For example in physics there are 
hundreds  of  recognized  PACS  (physics  and 
astronomy  classification  scheme)  numbers 
identifying  the  fields  and  subfields  of 
physics. In addition to that, human integrity 
is  to  be  understood  and  preserved.  The 
physical  and  psychological  well  being  and 
multi‐dimensional  aspect  of  human  should 
be  seriously  considered  in  strategic 
developmental transitions. 

 I shall  focus only on three main disciplines 
namely,  science,  engineering  and 
corresponding  managements  though  this 
discussion  could  be  generalized  to  other 
interacting disciplines as well.  

Before  19th  century  science  was  primarily 
theoretical  research  work.  In  19th  century 
science  gradually  found  applications.  The 
movement of  locomotives and  the  flight of 
man  are  examples  of  such  applications 
called  engineering.  Many  engineering 
disciplines  were  born  from  science.  For 
example,  electrical,  mechanical,  civil, 
nuclear,…  engineering  were  born  from 
physics.  Chemical,  petroleum, 
textile,…engineering  were  born  from 
chemistry.  Some  engineering  may  have 
more  than  one  parent.  For  example 
material  engineering were  born  from  solid 
state  physics  and  chemistry.  Therefore 
discipline  synthesize  may  create  new 
applied engineering field.  

 In 20th  century we witnessed not only  the 
fast  progress  in  engineering  but  also  the 
creation  of  new  engineering  fields  such  as 
nano,  earthquake  and  landslide,  human 
factor,  environmental and cosmogenic, … 
engineering.  

 As  science  and  engineering  became more 
specialized,  communication  among  them 
became  more  important  and  vital.  Any 
communication  failure  or  weakening  may 
result  in  a  disaster  or  catastrophe 
threatening  human  life  security.  For 
example  in  three  miles  island  accident 
(1979) or in Chernobyl plant disaster (1986), 
the role of communication  is noticeable.  In 
such accidents the threat  involves safety of 
not only hundreds of employees working on 
the  site  but  also  innocent  population 
surrounding  the  site.  Strong  scientific 
management  is  required  for  proper  and 
secure  functioning  of  such  integrated 
plants. 

 In  this paper  it  is  intended  to define  three 
interacting  groups  involved  namely 
scientists,  engineers  and  managers  and 
their  relations,  possibility  of  creating  new 
interdisciplinary  programs  to  promote  and 
train more  skillful  and  effective  personnel 
and  upgrade  the  integrity  of  the  workers 
and the security of human life.   

Science and scientist 

 Science  is a continuous process of  learning 
and  teaching of  fundamental  laws of being 
in  microscopic  and  macroscopic  scales  by 
either  logical  (mathematical  theory) 
reasoning  or  try  and  error  (experimental 
data)  methods.  Science  in  not  concern 
about  the  results  of  findings  as  much  is 
concern  about  the  findings.  Process  of 
finding  is  not  subjective  and  remains 
judgment  free  fact.  Such  process  involves 
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multiplication,  unification,  integration, 
differentiation,  projection  in  order  to 
determine  the  functional  dependencies  in 
terms  of  the  variables.  In  each  discipline 
different  functions  and  variables  may  be 
defined  but  the  scientific  method  is  the 
same. Science collects the previous findings, 
correct  them  and  generate  new  ones  by 
deeper penetration into the micro or macro 
ocean of being. 

 Scientist  is  an  individual  human  being 
acting as an honest detector whose duty  is 
to observe, detect and report as accurate as 
possible.  Scientist  is  not  concerned  about 
the  interpretation  and  implication  of  the 
findings and the reports by others as much 
is  sensitive  about  the  accuracy  of  the 
findings.  Objectiveness  is  a  significant 
qualification of scientific report. The deeper 
a scientist swim into the ocean of being, the 
more  prominent  and  pioneer  becomes. 
Such  qualifications  require  high  individual 
integrity and social security  to be provided 
by training institutions and by governments. 

 The  communication  and  direct  contact  of 
scientists  with  each  other  via  published 
journals and conferences is an indispensible 
condition  for  a  productive  scientific  work. 
This  follows  from  the  objectivity, 
universality,  collectivity  and  cumulative 
nature of science. 

Engineering and Engineer 

 Engineering  is  a  continuous  process  of 
understanding  the  scientific  findings  and 
simultaneous  analysis  toward  demanded 
applications  in  both  micro  and  macro 
scales.  In  other  words,  engineering  is  an 
applied  science.  The  main  goal  in 
engineering  is  to  interpret  and  apply  the 
previously  and  new  scientific  findings 
toward  the  demanded  needs  of  public  via 

technology.  Such  applications  result  in 
upgrading the quality of life. 

 An  engineer  is  an  individual  that  assumes 
the  task  of  creative  implementation  of 
science.  Engineer  is  not  expected  to  swim 
as  deep  as  scientist  but  deep  enough  to 
keep  contact  with  them  in  order  to  be 
informed  about  the  details  and  depth  of 
involvement  of  scientific  findings  at  the 
stage of application. 

 The  process  of  application  needs 
industrialization  and  technological 
investment.  Therefore  engineers  need  to 
keep  contact with  industrial managers and 
be aware of their potential and  limitations. 
In  some  societies  the  scientific 
development  is  limited  by  low  material 
standards  due  to  rough  correlation 
between  economic  gross  national  product 
and  scientific  size.  This  is  because  science 
and  engineers  need  material  support  to 
flourish. 

 In  addition,  there  are  other  non‐material 
factors  that  play  significant  roles  of 
limitation  such  as,  lack  of  tradition,  no 
public  understanding  of  science  and 
engineering  and  hostile  bureaucracy. 
Nations  with  courage  to  risk  and  bold 
exploration of unknowns deep  in ocean of 
being with  highly motivated  scientists  and 
engineers  posses  great  potential  for 
industrial and technological development. 

 Industrial  and  engineering 
management 

 Public and business is located at shore and 
is  not  aware  of  science  and  engineering 
exploration  and  research.  Here,  scientific 
findings  and  engineering  designs  are 
converted into high technology and are sold 
to  public.  Therefore  huge  factories  and 
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industrial sites operate to manufacture and 
distribute  the  products  designed  by 
engineers  who  implemented  findings  of 
scientists. 

 In  addition  to  technical  challenges, 
engineering managers need  soft  skills  such 
as  business,  communication,  presentation 
and  leadership  skills  to  be  effective.  They 
are  expected  to  assume  responsibility  for 
profits  and  losses  to  be  recognized  as 
strategic  leaders.  Therefore  they must  be 
trained by specialized institutions. 

Communication Dependency 

 The  proper  functioning  of  these  three 
groups  namely,  scientists,  engineers  and 
managers  depend  upon  sufficient 
communication  and  interactions.  Scientists 
need  to  contact  engineers  as  much 
engineers  need  to  be  in  touch  with 
industrial  and  business  managers.  Such 
communication  becomes  essential  in 
strategic  programs  for  a  realistic  and 
meaningful  development.  New  problems 
such as individual alienation, uselessness of 
research outcome and  lack of support arise 
when  communication  between  these 
groups  is  weaken  or  lost  due  to  either 
deeper  penetration  of  scientists  in  the 
ocean  of  fundamentals  causing  distance 
between scientists and engineers swimming 
above  them  or  lost  of  contact  between 
engineers  and managers  located  at  shore, 
informing  public  about  scientific  findings 
and engineering creativities via  introducing 
high  technology  products.  Training  is  also 
required  for  such  communication 
maintenance skills. 

 

 

Proposal 

 Engineering  schools  are  set  up  to  train 
intellectual  individuals  to  apply  and 
interpret  the  fundamental  laws  of  nature 
and  accept  the  responsibilities  of  proper 
functioning  of  the  produced  technology  to 
serve public  interests.  Science  colleges  are 
supposed  to  train open minded  individuals 
capable  of  projecting  a  real  and  objective 
picture  of  the  universe  and  be  equipped 
with the previously found fundamental laws 
and  skillful  enough  to  seek  new  laws.  The 
managers  are  not  supposed  to  have  the 
skills  of  scientists  or  engineers  to  be 
successful  in  their  assumed  mentioned 
responsibilities.  Is  it  possible  to  establish 
academic  institutions  in  which  individuals 
are  trained  to  be  both,  open minded  and 
intellectual and at the same time being alert 
to the need of societies?. 

 Creation  of  interdisciplinary  programs 
between  these  three  groups might  be  the 
best  solution.  In  order  to  do  that,  new 
undergraduate  and  graduate  integrated 
curriculum  powerful  enough  to  train  the 
right  persons  for  such  task  should  be 
established in both engineering and science 
colleges.  Of  course  the  detailed  program 
might  be  slightly  local  and  cultural 
dependent and needs to be discussed. 
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ABSTRACT 

Specialists often question market efficiency. Some works 
suggest arbitrage opportunities in several financial 
operations. Such opportunities can be explained mainly by 
information asymmetry, since pricing in the stock market is 
directly linked to information; therefore, the investor that has 
access to such information the soonest has a competitive 
advantage. The objective of this paper is to verify the 
existence of arbitrage opportunities via ADRs, traded in the 
American market, and their respective stocks, which are 
traded in the domestic market. Through a case study 
conducted with four companies, not considering the transition 
costs, arbitrage opportunity windows were found. Among the 
companies studied, two had frequent arbitrage opportunities, 
for one of them the arbitrage opportunity can be shaped by 
the time series model. 
 
Key words: Arbitrage, Stocks, ADRs. 

 

INTRODUCTION 

The lack of long-term financial sources in the Brazilian capital 
market has led to an increase in the number of Brazilian 
companies issuing ADRs (American Depositary Receipts) 
with an aim at obtaining international visibility, providing 
more liquidity to the negotiations of their bonds and taking 
international funds at rates lower than those of the domestic 
market. (Camargos, 2003) 
Such increase in the amount of ADRs issuance tends to make 
the markets involved more efficient, since international 
information exchange is increased. Efficient markets are 
beneficial to the economy and are of great interest to both 
large investors, due to the reduction in analysis costs, and 
small investors, since these are placed in a favorable 
competitive position in face of the possible investment 
choices, for the information available is already reflected in 
the prices. 
At the same time, since the ADRs are papers issued in the 
United States market but have linking liabilities in the stocks 
of companies traded in the domestic market, there are 
arbitrage possibilities between the operations and the stocks 
issued in the national capital market. For instance, such 
opportunities arise as a result of distinguished taxation for the 
foreign investor, reduced transaction costs, different working 
hours of the stock markets, exchange flotation, and different 
transparency standards on disclosing information and 
negotiation practices (Rodrigues, 1999). 
This paper aims at looking into the arbitrage possibilities in 
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ADR purchase and sale operations by comparing the prices of 
stocks of Brazilian enterprises in the domestic market and the 
prices of ADRs in the North-American market. In the present 
case, we disregard taxation, brokerage fees and other charges 
and we focus solely on the differences between the prices. 
This article is structured on the basis of this introduction; the 
second part of it addresses some important concepts on market 
efficiency and the ADRs and its subsequent section is a case 
study that verifies the arbitrage possibilities. Finally, the 
conclusions are addressed in the fourth section. 

 

CONCEPTS 

MARKETING EFFICIENCY 

The Efficient Market Hypothesis (EMH) was proposed by 
Fama in 1965 in “O comportamento de Preços de mercado de 
Estoque” (Inventory Market Price Behavior). According to his 
1970 paper, a market is said to be efficient when the prices 
fully reflect all the information available. 

In the first decade after it was created, the Efficient Market 
Hypothesis became a theoretical and empirical success, 
ending up providing the theoretical basis for many researches 
in the financial area over the seventies and eighties. At first, 
these were dedicated to predicting prices on the basis of 
historical data; now, in the eighties, such information 
compounds as dividends (Fama, 1988) and profit/price ratio 
became the basis for such outlook (Campbell and Shiller, 
1988). 

The level at which the prices are affected, given the 
information available, characterizes the type of efficiency of 
these markets. The literature distinguishes three levels of 
efficiency (Fama, 1970): 

Poor efficiency: stock prices fully reflect the information 
contained in the historical price movements. Since price 
movements are completely independent from historical 
movement, then it is impossible to reach higher profits on the 
basis of past knowledge. 

Semi-strong efficiency: the market is efficient in a semi-strong 
sense if the prices respond instantaneously and correctly to 
recently published information. This implies that there is no 
advantage in analyzing information that is publicly available 
because as soon as the information becomes public, it is 
immediately incorporated to prices. This includes profits and 
dividend disclosure, Incorporation & Acquisitions, publication 
of rights and any other kind of information on the company’s 
stocks. 

Strong efficiency: in this case, the prices reflect not only the 
information disclosed, but also all of the relevant information, 
including private data. Not even one of the company’s 
employees would be able to obtain abnormal profits due to his 
position because the information is rapidly absorbed by the 
market. 

These three efficiency levels lie upon three basic assumptions: 

• The investigators are supposedly rational. They 

estimate the Net Present Values of their cash flows 
by using their respective discount rate. When the new 
information on the company becomes public, there is 
a rapid response that incorporates all of the 
information available almost immediately. 

• Even if there are some irrational investors, their 
businesses are casual and, therefore, prices are not 
affected. According to the market efficiency 
hypothesis, since the steps taken by these irrational 
investors are not correlated, they end up by offsetting 
themselves. 

• The third argument to the market efficiency 
hypothesis is based upon the notion of arbitrage 
(Friedman, 1953) arguing that in the market there are 
rational arbitrators that eliminate the influence of 
irrational investors on prices. 

Since the irrational investors are buying stocks above their fair 
value and selling stocks below their fair value, they profit less 
than passive investors or arbitrators. In comparison to other 
investors in the market, these earn less and, as Friedman, 
1953, points out, they cannot lose money infinitely because 
they would become illiquid or, eventually, disappear from the 
market. In the long run, if the arbitrage does not eliminate the 
influence of irrational investors in the market prices, the 
market forces will. 

 

 

AMERICAN DEPOSITARY RECEIPTS 

In order to take advantage of the growing interest and allow 
for ease of access of investors to the capital of national 
companies and, this way, increase foreign capital attracting, 
the major Brazilian enterprises make use of such instruments 
as the ADRs. 
 

In Brazil, according to a definition by the Central Bank, 
American Depositary Receipts are certificates representing 
stocks or other securities, representing rights and stocks, 
issued abroad by an institution called “Depositary”, which 
have substance on securities issued by Brazilian companies 
deposited in specific custody in Brazil. 

In a general sense, ADRs are papers issued and traded in the 
capital market in the United States with substance on stocks of 
non-American companies. 

In Brazil, the ADR was created by Administrative Act 1927, 
of May 18th 1992, to stimulate the stock market. Some of the 
companies to issue ADRs were: Ambev, Aracruz, Bradesco, 
Brasil Telecom, Cemig, Companhia Brasileira de Distribuição 
(Pão de Açúcar), Copel, Embratel, Embraer, Gerdau, Itaú, 
Petrobras, Vale do Rio Doce, Companhia Siderúrgica 
Nacional, Telebras, Telesp Celular, Telemig e Unibanco. 

The issuance of ADRs brings advantages both to the company 
and to investors. For the latter, it allows for a participation in a 
foreign market, and for the former, it provides for a wider 
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international presence with a consequent liquidity increase of 
its stocks, in addition to a new source of financing at a low 
cost. 

Only those investors with a foreign bank account (individual 
or corporate) can buy and sell ADRs. Opening the bank 
account is a legal procedure, as long as it is stated and in 
compliance with taxation rules. Remittance of money abroad 
is only possible through financial institutions that are 
accredited to exchange transactions and, if the overall amount 
exceeds US$10 thousand, the Central Bank must be informed. 

Investors can also convert their ADRs into company stocks 
and trade them in the company’s country of origin. It is called 
arbitrage operation that operation in which the investor sees 
distortions between the price of the same asset in two different 
trading environments and takes advantage of it. For example: 
if the price of the stocks of a company (after the application of 
the conversion factor into ADR and then into dollars) is US$ 
20 at Bovespa and US$ 21 in the United Stated, there is an 
opportunity to buy here, make the conversion and sell there at 
the same time, thus keeping the difference. The conversions 
are made through the custodian bank. The buyer here informs 
the bank that they wish to make a conversion and immediately 
sell the paper there. In the US, the Bank of New York is the 
main ADRs custodian institution and, in Brazil, Banco Itaú, 
for instance, holds a large part of custodies. 

There are three levels of ADR, each with growing demands of 
transparency and adequacy to the American standards. When 
traded over-the-counter, the ADRs need not follow the rules 
of the Sarbanes-Oxley Act. This is a North-American Act that 
is also applicable to non-American companies that have stocks 
listed in the United States stock market (NYSE, AMEX and 
Nasdaq). It imposes standards of corporate governance such 
as the certification of financial statements by the CEO - chief 
executive officer – and by the CFO - chief financial officer – 
of companies. 

 

ADR LEVEL I 

The ADR - Level I has the lowest level of demands and is 
traded in the American over-the-counter (OTC) market. The 
ADRs Level I provide their issuers a simple and efficient 
means of forming a group of investors with few legal 
requirements and mandatory reports. They are traded in the 
North-American OTC market and also in some stock 
exchanges outside the United States. Establishing an ADRs 
Level I program is considered to be the first step forward into 
the American stock market. 

ADRs Level I Characteristics: 

• Traded in the over-the-counter market (outside the 
organized market); 

• There cannot be public offer in the United States; 

• Need not comply with American accounting 
standards; 

• It is no issuance of new stocks; 

• Stocks bought in the secondary market; 

• Its plain objective is to place stocks in the American 
market, preparing the ground for future primary stock 
issue; 

• It is the simplest method, for it needs not meet all of 
the demands by USA’s Securities Exchange 
Commission – SEC. 

 

ADR LEVEL II 

The ADRs - Level II are traded in the stock exchanges of the 
USA (for example, the Nasdaq). It should be stressed out the 
in levels I and II there is no new issuance of new stocks. This 
level requires more statements and reports than in Level I. The 
company is bound to forward its accounting statements in US 
GAAP, United States Generally Accepted Accounting 
Principles: A set of accounting rules, conventions, standards 
and procedures used to produce financial information 
according to the models established by the FASB - Financial 
Accounting Standards Board, to the SEC, besides other 
reports. The company cannot raise funds by issuing ADRs of 
this level and adherence to this level does not provide an IPO. 
Generally, the companies that issue ADRs in this level are 
already taking part in the American stock market with ADRs 
Level I. 

ADRs Level II characteristics: 

• There cannot be public offer in the United States; 

• Financial statements must be according to US 
GAAP; 

• Must meet American accounting standards; 

• It is no issuance of new stocks; 

• More requirements from the SEC because ADR 
registry in Stock Exchange is mandatory; 

• They are traded in the Stock Exchange. 

 

ADR Level III 

The ADR Level III is traded in a national-wide stock 
exchange in the United States or in the Nasdaq, bound to a 
public offer in the United States of the stocks deposited. It is 
issued on the basis of new stocks issued by the company. The 
financial statements must be according to the US GAAP - 
United States Generally Accepted Accounting Principles. 
Therefore, the ADR – Level III has the same degree of 
demand as the ADR - Level II, but there is fund raising, since 
it has a substance on new stocks. 

ADRs Level III characteristics: 

• More complete and onerous; 

• Must meet the requirements of the SEC and the 
Stock Exchange; 
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• Must comply with the American accounting 
standards; 

• Its objective is to raise funds for the company; 

• Full compliance with the SEC requirements; 

• Like Level II, it must foresee a top quality 
institutional publicity. 

 

STANDARD 144-A 

Also standing out is the ADR ruled by Standard 144-A, which 
authorizes a company to trade its stocks with communities of 
qualified institutional investors in order to streamline the 
liquidity of the American private issuance market. Besides the 
partial submission to the SEC requirements, this standard 
represents advantages because it is the most economic, fast 
and easy-to-raise-funds form, in addition to the negotiation 
through Nasdaq’s Portal (private offerings, resales and trading 
through automated linkage). However, it is an inaccessible 
form to the stocks that have already been registered in 
American Stock Exchange. 

 

CASE STUDY 

The data used in this paper refer to the period between 
April/1/2003 and November/7/2005, corresponding to a total 
of 618 observations per day for each asset and its respective 
ADR. The assets used were from Petrobras (PETR4), Telemar 
(TNLP4), Vale do Rio Doce (VALE5) and Banco Itaú 
(ITAU4). 

The data used can be divided into three variables: 

• Daily closing price of the ADRs of Brazilian 
enterprises traded in the North-American market in 
dollars (effective price); 

• Daily closing price of Brazilian stocks, 
corresponding to the ADRs, traded in Real in the 
Brazilian market; 

• Daily exchange rate, Real (R$) per dollar (US$). 

 

The data related with the ADRs were obtained from the 
Economática, whereas the data on Brazilian stocks were 
obtained from the webpage of EasyInvest, a broker, and, 
finally, those data regarding the daily exchange rate were 
obtained from the webpage of IPEADATA. 

These companies were chosen due to the level of importance 
of these assets in the BOVESPA index. From all the 
companies in the sample the dates that did not represent 
negotiations in both markets were excluded because there was 
no business with either the stock or the ADR. This fact is due 
to the difference of the dates of Brazilian and American 

holidays. 

A new variable, called “ADR theoretical price”, was 
calculated on the basis of the closing prices of the company’s 
stocks, the dollar rate and the number of corresponding stocks 
to each ADR. That is to say: 

t

it
it C

*NPA
  PT =  

where: 

PTit = ADRi theoretical price of (US$) at instant t. 

PAit = Stocki Price (R$) at instant t. 

N = Number of corresponding stocks for each ADR. 

Ct = Daily exchange rate (R$/US$) at instant t. 

This calculation allows for a comparison between the “ADR 
effective price” (PE) and the ADR theoretical price” (PT), 
since the currencies and amounts were equaled. By this, a 
comparison test of unconditional means (Test T-Student for 
two pair samples for the means) can be performed. By 
disregarding the transition cost, the unconditional means of 
these two variables are expected to converge to the same 
point. This result is expected, since should the means be 
differing, there is room for continuous arbitrage. 

The software used in this study was SPSS – Statistical 
Package for the Social Sciences, version 10.0. In the first 
moment, the level of linear dependence (Pearson Correlation) 
between variables PE and PT for each of the companies in the 
sample was studied. As expected, the calculated correlation 
coefficients show high linear dependence between the series; 
all companies had correlation above 99%. (Table 1). 

Table 1: Correlations of Test T for two pair samples for 
the means 

Despite the high correlation, it cannot be said that there are no 
arbitrage possibilities between these markets. It can be 
concluded that if such opportunity does exist, it is not so 
common for a chance to appear. 

After this verification, an option was made on working with a 
single variable for each company, which is expressed through 
the ratio between PE and PT. That is: 

it

it
it PT

PE
R =  

where: 

PEit = ADRi Effective Price at instant t 

PTit = ADRi theoretical price at instant t 

Company Observations Correlation Sig. 
Petrobras 618 99,967% 0,000 
Telemar 618 99,733% 0,000 
Vale 618 99,973% 0,000 
Itaú 618 99,971% 0,000 
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With this variable, it is possible to verify the per cent 
difference between the theoretical price and the effective of 
the ADR of the i-th company. 

In case of an efficient market (disregarding the transaction 
costs), this variable should equal to one, which is not verified. 
Therefore, when this variable is greater than one, there is an 
opportunity window, which can be used by acquiring stocks at 
the local market and selling the ADRs at the American 
market. When this ratio is lower than one, arbitrage is given as 
of the purchase of the ADRs at the US market and the sales 
corresponding to this ADR at the Brazilian market. In order to 
statistically test whether the unconditional mean of this ratio is 
equal to one, the T-Student test was applied for one sample 
(Table 2). This test points to frequent arbitrage possibilities 
for companies Telemar and Vale do Rio Doce, since the T test 
rejected (5% level) the hypothesis that the mean for such ratio 
is equal to one. As for companies Petrobras and Itaú, it cannot 
be said the same, once the hypothesis tested can be accepted 
(5% level). 

Table 2: T-Test for a sample (One-Sample) 

-1,693 617 ,091 -4,888E-04 -1,06E-03 7,818E-05
-2,790 617 ,005 -8,421E-04 -1,43E-03 -2,49E-04
-3,702 617 ,000 -1,162E-03 -1,78E-03 -5,46E-04
-,295 617 ,768 -8,536E-05 -6,54E-04 4,829E-04

PETR4
TNLP4
VALE5
ITAU4

t df Sig. (2-tailed)
Mean

Difference Lower Upper

95% Confidence
Interval of the

Difference

Test Value = 1

 

As this test is used to test the unconditional mean of the data 
series, it only manages to indicate those assets with frequent 
arbitrage opportunities. However, the arbitrage possibilities 
may appear in some windows, which are not constant. In order 
to verify that, Table 3 shows the descriptive statistics for the 
series related with the ratio variable for all companies used. 

It can be observed (Table 3) that the series of this variable for 
Petrobras has a minimum of 0.96, pointing to a 4% distance 
between the theoretical and effective prices of the ADR; in 
spite of having an unconditional mean statistically equal to 
one, this instant can present arbitrage possibilities, that is, 
there may be arbitrage windows. The same can be said of 
company Itaú, but the difference between maximum prices 
reached 3%. 

Table 3: Descriptive Statistics 

618 ,96 1,03 ,9995 7,177E-03
618 ,93 1,03 ,9992 7,504E-03
618 ,93 1,02 ,9988 7,802E-03
618 ,98 1,03 ,9999 7,194E-03
618

PETR4
TNLP4
VALE5
ITAU4
Valid N (listwise)

N Minimum Maximum Mean Std. Deviation

 

In an attempt to forecast the opening of arbitrage windows, 
the autocorrelation (ACF) and the partial autocorrelation 
(PACF) of the series were studied in order to verify whether 
the conditional means for the series are constant. Moreover, 
the Ljung-Box Test was applied with an aim at verifying 
whether the autocorrelation is statistically significant. 

The variable studied regarding company Petrobras has 
significant ACF and PACF (Figure 1 and Figure 2, 
respectively) for the first lag. For companies Telemar and Itaú 

there is no statistically significant linear dependence for any 
lag (Figure 3, Figure 4, Figure 7 and Figure 8). The series for 
the variable related with company Vale do Rio Doce also has 
significant ACF and PACF (Figure 5 and Figure 6), which 
indicates a certain predictability by using the ARIMA models. 
The Ljung-Box test indicated (by using a 5% level of 
significance) that the series of Petrobras and Vale do Rio 
Doce have a significant linear dependence; by this, these data 
can be modeled by ARIMA models. 
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The ARIMA model that is best adjusted for the Petrobras 
series is AR (1), the estimated coefficient of which is 0.2858 
and the constant is 0.9988. As for the Vale do Rio Doce series 
it is the ARMA (1,1) with self-regressive coefficient (AR) of 
0.9510, movable mean coefficient (MA) of 0.7555 and 
constant of 0.9980. 

These models allow for predicting the result of the ratio 
between the effective price and the theoretical price of the 
ADRs, and by this, it helps make the decision as to when to 
perform the operation and when to render resources available 
in order to put it into effect. Once the opportunity windows 
are modeled, the investor will be able to foresee when the 
market will adjust itself by closing the arbitrage window. 

 

CLOSING CONSIDERATIONS 

The case study reflects the information asymmetry existing 
between the Brazilian and American markets. Such 
information asymmetry, in many cases, is corrected through 
arbitrage, that is, investors who are alert to the opportunity 
windows modify supply and demand by adjusting the price to 
the fair price. 

The T-Student test for the means detected that in two of the 
four companies tested the ratio between the theoretical price 
and the effective price is different from one. This result 
suggests that there are frequent arbitrage opportunities using 
the ADRs of these enterprises. Now, for the other two 
companies, a 3% and 4% difference was detected, indicating 
that, despite the arbitrage opportunities not being frequent, 
there may appear some opportunity windows. 

By analyzing the linear time dependence of the series through 
the ACF and PACF graphs and the Ljung-Box test, the 
possibility of predicting the ratio between the effective and 
theoretical prices of the ADRs was verified in two of the 
companies, and, by this, ARIMA models were estimated to 
model the time behavior of that series; such results may be 
used to decide the time to perform the operation, thus 
minimizing such risks as the liquidity of the papers. 

This paper introduces an academic study which, due to some 
simplifications it cannot be applied directly, requires some 
changes. One limitation is not using the transaction rates, 
which may render the arbitrage operations unfeasible. 
Therefore, a more complex study comprising all transaction 
rates can be designed in the future aimed at both practical and 
academic effects. 
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ABSTRACT 
 
Pavement condition evaluation is a significant part of a good 
pavement management system for effective maintenance, 
rehabilitation, and reconstruction decision-making. One of the 
key components of pavement condition evaluation is the 
quantification of pavement distresses data. Cracking is the main 
form of early pavement distresses. Cracking of pavement 
affects road condition, driving comfort, traffic safety, and 
consequently reduce pavement service life. Once initiated, 
cracking increases in extent and severity and accordingly 
accelerates the rate of pavement deterioration. Therefore, the 
awareness about crack type, extent, and severity is essential to 
evaluate pavement condition and to determine timing and cost 
of pavement maintenance. Digital image-based automated 
pavement evaluation has been gradually replacing the manual 
pavement evaluation due to its improved efficiency and safely 
operating.  
In this paper, we are presenting a novel reliable automated 
pavement assessment system based on image processing 
techniques and machine learning methods. The proposed 
system has the ability to i) identify crack, ii) extract crack 
parameters, and iii) report the type, extent,  and severity level of 
that crack in an output file. Actual pavement images were used 
to verify the performance of the proposed system. The results 
clearly demonstrated that the proposed system was able to 
automatically and effectively identify crack type and efficiently 
extract crack parameters from pavement images. Such 
information can be used by public road agencies to define 
maintenance plans and assist in pavement management 
decision-making, in accordance with real pavement condition. 
 
Key words: Crack Detection, Flexible Pavement, Image 
Processing, Support Vector Machine 
 

1. INTRODUCTION 

Pavements are important infrastructures, they begin their life in 
excellent conditions and remain in excellent conditions for a 
few years without need of any maintenance. Over time, 
however, pavements exhibits distresses due to their constant 
usage and consequently their condition will worsen. Pavement 
distresses; visible undesirable imperfections on pavement 
surface, that affect pavement structural capacity, appearance 
and hence serviceability, are usually due to traffic loads, 
environmental conditions, and normal wear [1]. Pavement 
distresses represent a significant economic concern in any 
country. It is estimated that pavement distresses cause damage 
costing $10 billion each year in the United States alone [2]. 
Technically, cracks are the main form of early pavement 
diseases [3]. Unfortunately, if these early distresses were not 
treated, potholes are formed causing the pavement to become 

more dangerous.  Therefore, a better and timely evaluation of 
pavement condition is likely to lower maintenance cost, support 
planning schemes and effectively allocating resources and 
increase drivers’ safety and comfort [4]. To successfully 
conduct an adequate evaluation process, fast and reliable 
quantification of pavement distresses data using automatic 
systems are desired, instead of relying solely on the more 
conventional, time-consuming, labor-intensive and subjective, 
manual inspection procedures [5 and 6].  
With the fast developments in computer technology, digital 
image acquisition, and image processing, many researchers 
have paid a great attention to use digital image-processing to 
produce automatic systems to assess pavement distress [7]. 
However, different types of distresses, complex texture and 
color of the pavement surface present a challenge in developing 
a precise yet reliable automated system for detection and 
evaluation of pavement distresses [8, 9, and 10].  
To overcome the limitation of image-based automated systems, 
a novel reliable automated pavement assessment system based 
on image processing techniques and machine learning methods 
is proposed in this paper. Subsequently, the performance of the 
developed system is assessed and compared with ground truth 
data.   
The rest of the paper is organized as follows. Section 2 briefly 
presents previous work.  The various steps of the proposed 
system are explained in section 3. Section 4 presents the results 
of various experiments done to confirm the performance of the 
proposed system. Finally, section 5 draws some conclusions 
and presents some hints for future work. 
 

2. PREVIOUS WORK 

In the literature, different digital image-processing techniques 
such as, fuzzy set theory [11], Markov methods [12 &13], 
artificial life [14], neural networks [15, 16, and 17], and many 
other techniques have been used for crack detection and 
classification.  
Cheng, et al. (1999), proposed a novel pavement cracking 
detection algorithm based on fuzzy set theory [11]. The main 
idea of their method is based on the assumption that the 
cracking pixels are always darker than their surroundings.  
Delagnes and Barba (1995), proposed a Markov random field 
model for crack detection and extraction [12]. Another multi-
scale approach for crack detection, using Markov random field 
mode, is presented by Chambone et al., 2009 [13]. 
An artificial living system for crack detection is proposed by 
Zhang and Wang (2004) [14]. In their study, a bottom-up 
approach was used for searching artificial structures within the 
pavement image. Bright points in images were excluded and the 
contrast between crack and non-crack pixels was enhanced. 
Qualitative experimental results were given in their analysis. 
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The neural network technique for pavement distress detection 
and classification was extensively adapted. Chou et al., (1994), 
used moment invariant and neural network for pavement crack 
classification [15]. After calculating moment invariants from 
different types of cracks thus obtaining crack features, neural 
network was used to classify these features. They trained their 
neural network and reported a one-hundred percent 
classification accuracy results. Cheng et al., (2001), used the 
mean and standard deviation as parameters and trained a neural 
network to select a threshold for pavement image segmentation 
[16]. Lee and Lee (2004), present an integrated neural network-
based crack imaging system for crack type classification from 
pavement images [17]. They presented three neural; image-
based, histogram-based, and proximity-based networks. Their 
classification was based on the sub-images (distress region) 
rather than crack pixels in digital pavement images.  
Moreover, based on a spatial autocorrelation function, Lee and 
Oshima (1994) proposed an automated imaging procedure for 
crack identification and density measurement [18]. By 
calculating the autocorrelation function of a pavement image, 
the crack pattern in a noisy background could be identified. 
They concluded that their approach can identify crack type and 
density with a reasonable accuracy.  
Based on local binary pattern operator, Hu and Zhao (2010) 
proposed a pavement crack detection approach [10]. They 
concluded that thin cracks (less than 1 mm) and cracks in strong 
texture were correctly and efficiently detected. 
Based on image processing and pattern recognition techniques, 
Oliveira and Correia (2009) proposed an automatic system for 
crack detection and classification in flexible pavement images 
[19]. Their system was evaluated using real pavement images 
with their manually ground truth data. They reported promising 
results in both crack detection and classification.  
Based on both image processing and supervised classification 
techniques, Younes et al. (2009) introduced an algorithm to 
classify pavement deterioration images [20]. An evaluation was 
conducted using 80 real pavement images, achieving 80% 
success in pavement deteriorations classification. 
 

3. SYSTEM DESCRIPTIONS 

A novel reliable approach for automatic crack detection, 
classification, and parameter estimation from flexible pavement 
images acquired during road surveys, based on image 
processing and machine learning techniques is presented. The 
proposed approach consists of four main stages: (1) 
segmentation, (2) feature extraction, (3) classification, and (4) 
parameters quantification. 
 
3.1. Segmentation 
Our goal is to accurately segment a given image into “crack” 
and “background” regions. We used the Graph Cut 
segmentation technique [21 &22] because it gives the best 
balance of boundary and region properties. The solution to our 
segmentation problem is a binary vectorܣ ൌ ሺܣଵ, … , ,௥ܣ … ,  ,ோሻܣ
where Ar equals one for crack and equals zero for background. 
To improve efficiency, we deal with these regions instead of 
image pixels. We used watershed algorithm [23] which divides 
the image into small regions (R).     
We create a graph G = (V, E) with nodes corresponding to 
regions r ϵ R of the image. There are two additional nodes: a 
“crack” terminal (a source S) and a “background” terminal (a 
sink T). So, V becomes 
 
ܸ ൌ ܴ  ,ሼܵ ׫ ܶሽ        (1) 
 

Each region r has two t-links (terminal links) {r, S} and {r, T} 
connecting it to each terminal. n-links (neighborhood links) 
connect each pair of neighboring regions {p, q} in N.  
Therefore, 
ܧ ൌ ڂ ܰ ൛ሼݎ, ܵሽ, ሼݎ, ܶሽൟ௥ אோ      (2) 
We divide the regions into three types: crack, background, and 
unknown regions. One of the main characteristic of cracks is 
that it has a low intensity. Thus, the crack regions are identified 
by its mean intensity is less than a threshold T1.  In general, the 
intensity of the background is greater than the intensity of the 
cracks. Therefore, the background regions are identified by its 
mean intensity is greater than a threshold T2.  The K-means 
method is used to divide the crack and background regions into 
clusters. The mean intensity of the crack and background 
clusters are denoted as ሼܭ௡஼ሽ and ሼܭ௠஻ሽ respectively. For each 
region r, we compute the minimum distance from its mean 
intensity M(r) to crack clusters as݀௥஼ ൌ min௡ฮܯሺݎሻ െ ேܭ

஼ฮ . 
Then we compute the minimum distance from the region r’s 
mean intensity M(r) to the background clusters as ݀௥஻ ൌ
min௡ฮܯሺݎሻ െ ேܭ

஻ฮ. The following table gives weights of edges 
in E. 
 
Table1: Weights of edges in E 

Edge Weight (We) For 

ሼݎ, ܵሽ 

∞ r ϵ Crack Regions 
0 r ϵ Background Regions 
݀௥஻

݀௥
஼ ൅ ݀௥஻

 r ϵ Unkown Regions 

ሼݎ, ܶሽ 

∞ r ϵ Background Regions 
0 r ϵ Crack Regions  
݀௥஼

݀௥
஼ ൅ ݀௥஻

 r ϵ Unkown Regions 

{p, q} 
หܣ௣ െ ௤หܣ

1 ൅ ሻ݌ሺܯ| െ |ሻݍሺܯ
 {p, q} ϵ N 

 
After defining the graph G, we need to calculate the minimum 
cost cut on the graph G. The cost of the cut is defined as 
ܪܥ ൌ ∑ ௘ܹ௘אு . The minimum cost of the cut CH can be 
calculated in polynomial time using the maxflow algorithm in 
[24].  
After calculating the cut H, the segmentation binary vector  
ܣ ൌ ሺܣଵ,… , ,௥ܣ … ,  :ோሻ is calculated as followsܣ
 

ሻܪ௥ሺܣ ൌ ൜
1 (crack) if {r, T}אH

0 (background) if {r, S}אH
   (3) 

 
3.2. Feature Extraction 
One of the most difficult problems in the design of any 
computer vision system is the selection of a set of appropriate 
numerical attributes or features to be extracted from the region 
of interest for classification purposes. The success of any 
practical system depends critically upon this decision. Although 
there is little in the way of a general theory to guide in the 
selection of features for an arbitrary problem [25], it is possible 
to state some desirable attributes of features for identification of 
cracks; the features should be invariant with translation, scale, 
and light conditions.  
Let L be a two dimension binary array of size m x n 
corresponding to the segmentation binary vector A. Let 

ሺݔሻ ൌ  
∑ ௅ሺ௫,௬ሻ ೘
೤సభ

௠
, ݔ ݎ݋݂ ൌ 1,2, … ݊ , and    (4) 

 ܴܵሺݕሻ ൌ  
∑ ௅ሺ௫,௬ሻ ೙
ೣసభ

௡
, ݕ ݎ݋݂ ൌ 1,2,…݉.   (5) 

Seven features are extracted as follows: 
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1. PksNC is the number of local peaks in SC that are greater 
than T3 and that are separated by minimum distance of T4. 

2. PksNR is the number of local peaks in SR that are greater 
than T3 and that are separated by minimum distance of T4. 

3. PksMeanDistC is the mean of the distances between peaks 
in SC and it equals zero if PksNC equals one. 

4. PksMeanDistR is the mean of the distances between peaks 
in SR and it equals zero if PksNR equals one. 

5. PksStdDistC is the standard deviation of distances between 
peaks in SC and it equals zero if PksNC equals one. 

6. PksStdDistR is the standard deviation of distances between 
peaks in SR and it equals zero if PksNR equals one. 

7. PksLocMeanR is the average of the normalized locations 
of the peaks in SR. 

 
3.3. Classification 
In this work, the Support Vector Machine (SVM) was used for 
the classification because it can produce accurate and robust 
classification results. The SVM is the state-of-the-art among 
classification algorithms [26]. 
The SVM is shown to be suitable for solving problems with a 
small sample set, nonlinearity, high dimension, over-fitting and 
local minima, eventually achieving a better generalization 
performance [27]. The proposed method is constituted 
essentially of two main phases; training phase and classification 
phase. As the name indicates, during the training phase is 
learned to recognize a set of different cracks. In its 
classification phase, it outputs the crack type (Transverse 
cracking, Longitudinal cracking, Block Cracking, or Alligator 
Cracking). 
The training of the SVM is carried out in the following 
sequential order: 
1. Scale each feature to the range [0-1]. 
2. Construct the training set of (Fi; yi); i=1,2,…, L where Fi is 

the feature vector after scaling and yi=(1,0,0,0) for 
Transverse cracking, (0,1,0,0) for Longitudinal cracking, (0, 
0, 1, 0) for Block Cracking, or (0,0,0,1) for Alligator 
Cracking. 

3. The RBF kernel (ܭሺݔ, ሻݕ ൌ ݁ିఊԡ௫ି௬ԡ
మ
) is used.  

4. Use cross-validation to find the best parameter γ. 
5. Use the best parameter γ to train the whole training set. 

 
3.4. Parameters Quantification 
The automated assessment of the crack extent and severity 
based on crack parameters (lengths and widths) are a useful 
input to pavement condition evaluation [28].  Our proposed 
system automatically processes crack images to compute the 
crack length and the average crack width for extent and severity 
level identification (low, moderate, or high) as defined in the 
Distress Identification Manual [1].  
The crack length in meter is calculated using the following 
equations: 
 
For Longitudinal crack, 
  

ሻݔሺܥܵܮ ൌ ൜
1 ሻݔሺܥܵ ݂݅ ൒ ହܶ

0 ݂݅ ܵܿሺݔሻ ൏ ହܶ
݄ݐ݈݃݊݁ , ൌ

WR

W
∑ ሻ௡ݔሺܥܵܮ
௫ୀଵ    (6) 

 
For Transverse crack,  
 

ሻݕሺܴܵܮ ൌ ൜
1 ݂݅ ܴܵሺݕሻ ൒ ହܶ

0 ݂݅ ܴܵሺݕሻ ൏ ହܶ
݄ݐ݈݃݊݁ , ൌ

HR

H
∑ ሻ௠ݕሺܴܵܮ
௬ୀଵ    (7) 

 
As explained in the manual, the average crack width is the 
mean crack opening width of the crack [1]. To calculate the 
average crack width, we first need to calibrate the camera. Then 
we fit line(s) along the crack points and calculate the average 

crack width along the line(s).  Our method is based on random 
sample consensus (RANSAC) method [29] and thinning 
process as shown in the following steps: 

1. Let WR and HR be the actual width and height, respectively, 
in meter of the pavement captured by the camera. Let W and 
H are the width and height, respectively, in pixels of the 
pavement image. Since, the height of the camera is fixed at 
CH meter, the camera is pointed downward, and the camera 
parameters are fixed. We can assume that the width PW and 
height PH of a pixel in meter are equal to WR/W and HR/H, 
respectively. 

2. Apply thinning process [30] for reducing the crack regions in 
the image A to skeletal lines that preserves the extent and 
connectivity of the original crack region while deleting most 
of the original crack pixels. The details of the thinning 
process is explained as follows:   
a. The image is divided into two different subfields in a 

checkerboard pattern. 
b. In the first sub-iteration, if conditions G1, G2, and G3 are 

all satisfied, then pixel p is removed.  
c. In the second sub-iteration, if conditions G1, G2, and G3' 

are all satisfied, then pixel p is removed. 
Let x1, x2… x8 are the values of the eight neighbors of p, 
starting with the east neighbor and numbered in CCW order. 
Condition G1 is satisfied if XH(p) =1 
Where,  ܺுሺ݌ሻ ൌ ∑ ܾ௜

ସ
௜ୀଵ       and  

 

ܾ௜ ൌ ቄ1 ଶ௜ିଵݔ ݂݅ ൌ 0 ܽ݊݀ ሺݔଶ௜ ൌ ଶ௜ାଵݔ ݎ݋ 1 ൌ 1ሻ
0 ݁ݏ݅ݓݎ݄݁ݐܱ

   (8) 

 
Condition G2 is satisfied if 2 ൑ min ሺ݊ଵሺ݌ሻ, ݊ଶሺ݌ሻሻ ൑ 3  
Where,   ݊ଵሺ݌ሻ ൌ ∑ ሺݔଶ௞ିଵ ݔ ݎ݋ଶ௞ሻ

ସ
௞ୀଵ     and  

݊ଶሺ݌ሻ ൌ ෍ሺݔଶ௞ ݔ ݎ݋ଶ௞ାଵሻ

ସ

௞ୀଵ

 

Condition G3 is satisfied if ሺݔଶݔ ݎ݋ଷݔ ݎ݋ҧ଼ሻ ܽ݊݀ ݔଵ ൌ 0  
Condition G3

’ is satisfied if ሺݔ଺ݔ ݎ݋଻ݔ ݎ݋ҧସሻ ܽ݊݀ ݔହ ൌ 0  
3. For fitting the line y = mx+c,  we need to estimated the 

parameters m and c that minimize E where 

ܧ ൌ ∑ ሺ௠௫೔ି௬೔ା௖ሻమ

௠మାଵ
  ௜  

a. Randomly select two points (xr, yr) and (xs, ys). 
b. Estimate the parameters m and c of the line that pass 

through the two points (xr, yr) and (xs, ys). 

c. For each crack pixel (xi, yi) caculate di where 
|௠௫೔ି௬೔ା௖|

√௠మାଵ
 

d. Count the number of outliers and inliers: the pixel (xi, yi) is 
consider outlier if di is greater than a threshold τ; the pixel 
is consider inliers if di is less than a threshold τ. 

e. Repeat steps a to d for N times and find the the parameters 
m’ and c’ of the line that have the maximum inliers. 

4. The following steps show how we caculate the crack width, 
given the line y = m’x+c’. 
a. Set LineWidth =1  
b. Draw the line y = m’x+c’ with width LineWidth in an 

empty image I1 of size W x H 
c. Set Dଵ ൌ |A െ Iଵ| 
d. Set eଵ ൌ ∑∑Dଵ 
e. Increase the LineWidth (LW) by one 
f. Repeat steps a to e M times and find the the line width  

LineWidth’ (LW’) that has the minimam e1.  
g. Convert the line width from pixels to meter using the 

following equation:  
 

݄ݐܹ݀݅݇ܿܽݎܥ݁݃ܽݎ݁ݒܣ  ൌ 

ඨሺܹܮ ′ cosሺtanିଵ ൬
െ1
m
൰ሻሻ

WR
W
ሻଶ ൅ ሺܹܮ ′ sinሺtanିଵ ൬

െ1
m
൰ሻሻ

HR
H
ሻଶ 
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4. TESTING AND RESULTS 

To test the reliability of the proposed system, a set of 87 
pavement images (with 61 crack images) were collected from 
various road sections and used for the analysis.  The 
implementation of our proposed method was carried out and the 
experimental results were recorded. Our system was trained to 
recognize two types of cracks: Longitudinal and Transverse. In 
Sahibsingh et al., it has been stated that “It is generally difficult 
to make a comparison of different recognition systems, even for 
the same problem, since different test sets are used for 
evaluating performance...'' [25]. Therefore, no comparisons are 
offered for our proposed system with other systems. Examples 
of pavement images for Longitudinal and Transverse cracking 
and their testing results are shown in Figure 1 and 2 
respectively. For both Figures a) represents original pavement 
image, b) represents crack image after segmentation, c) 
represents line fitting for avg. width calculations. From Figure 1 
and 2, It can be observed that cracks are well detected using our 
system.  

 

    
a) Original image b) Segmentation result 

 

   
c) Line fit result 

Fig. 1: Pavement surface image with a longitudinal crack 
 

   
a) Original image b) Segmentation result 

 

   
c) Line fit result 

Fig. 2: Pavement surface image with a transverse crack 
 

4.1. Crack Type Identification  
In this section, results obtained when applying our system for 
classification of cracks depicted from real-life road images are 
discussed. The support vector machine was trained with 20% of 
the data set (17 images). Then we used this model to verify the 
other 80% (70 images). Our proposed system recognized the 

crack type of the test sample in less than 1 minute on a 64-bit 
Intel Core 2 Duo, 2.13 GHz, Ram 4GB, personal computer. The 
results of this test are summarized in Table 2. The system was 
able to detect the presence or absence of cracks in pavement 
images. Only 2 images out of 49 images with cracks were miss-
detected. All the 21 distress-free pavement images were 
correctly predicted as no-crack. Therefore, the overall system 
prediction accuracy was found to be 97.1%. Based on these 
results, we can conclude that the proposed approach is able to 
detect pavement cracks effectively and accurately. 
 
Table 2: Summary of system performance in crack type 
prediction  
 
Actual 
crack type 

Total 
no. 

System predicted crack type Accuracy 
(%) Long. Transverse No Crack

Long. 22 21  1 95.5 
Transverse 27  26 1 96.3 
No distress 21   21 100 
Total 70 21 26 23 97.1 

 
4.2. Crack Parameters Quantification 
As the awareness about crack type is important, identifying the 
crack extent and severity level is essential to evaluate pavement 
condition and to determine timing and cost of pavement 
maintenance. The crack extent can be defined as the total 
cracked length for transverse and longitudinal cracking, as 
explained in the manual [1]. Moreover, the crack severity level 
is classified into three severity levels; low, moderate, and high 
based on the average crack width, as defined in the manual [1].  
To evaluate the system performance in estimating average crack 
width and crack extent (length), field inspection data (actual 
measurements) was used. Paired t-tests were applied to compare 
the differences between the system estimated values and field 
inspection data, as shown in table 3 and 4. The statistical results 
indicate that there were no significant differences in the average 
crack width and crack extent between the system and field 
inspection data, at 95% confidence level (i.e. α = 0.05). Note 
that the two miss-detected images were eliminated from the 
data set. 
 
Table 3: Summary of statistic t-test for avg. crack width (mm) 

 
Table 4: Summary of statistic t-test for crack extent (m) 

 
For the severity level prediction, table 5 presents severity-level 
comparison between in-the-field estimated values (actual 
severity level) and the system predictions ones. The results 
show that the system is able to predict the cracks severity levels 
in pavement images at in an average of 95.1% accuracy.   
 
Table 5: Summary of system performance in severity prediction 
 
Actual  
Severity 
Level 

No. of 
images 

No. of images identified 
by the system 

Accuracy 
(%) 

Low Moderate High 
Low 33 31 2  93.9 
Moderate 19 1 18  94.7 
High 7   7 100 
Total 59 32 20 8 95.1 

 N Mean (mm) S.D. t tα 
Actual Avg. Width 59 8.90 6.12 

0.7 2.05
Predicted Avg. Width 59 8.83 6.16 

 N Mean (m) S.D. t tα 
Actual Crack Extent 59 1.190 0.514 

0.25 2.05
Predicted Crack Extent 59 1.188 0.508 
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5. CONCLUSIONS 

As the evaluation of pavement condition is the base of the 
pavement management, identification of pavement distresses 
and their parameters is an important step in this evaluation. 
Recently, the trend toward automatic distresses assessment has 
been widely spread, which is based largely on image processing 
techniques. However, the automatic recognition of pavement 
distresses from digital images is a difficult task, since pavement 
images can bring more information than those needed to detect 
a distress which can mislead the recognition process [20]. 
Based on image processing techniques and machine learning 
methods, we proposed a novel system for pavement distress 
assessment. Our proposed system was not only able to identify 
cracks but also classify cracks and quantify their parameters 
including extent and severity from digital pavement images, and 
present them in an output file. The proposed system attained 
promising performance results when tested via real pavement 
images with their ground truth data. 
An area of future work that would be considered is increasing 
distress types for analysis. Furthermore, adapting this approach 
to process video streams would be studied. 
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Abstract 

 

A compact-sized falling needle rheometer with quick 

operation and automatic flow analysis has been 

developed for viscometry of anticoagulated blood. The 

volume of a sample of blood only needs to be 4 mL and 

the measuring time is within 3 min. Measured flow 

properties of human blood and rabbit blood with 

anticoagulant are evaluated as a flow curve showing the 

relationship between the shear stress and shear rate.  

The accuracy and the reproducibility of the presented 

rheometer are ascertained by viscosity measurements of 

standard liquid for calibration of viscometers 

manufactured by Nippon Grease Co., Ltd.. The standard 

liquids of JS10 and JS20 at 310.15K were chosen after 

careful consideration of the blood viscosity range (3.0 

mPa•s to 10.0 mPa•s). Good uncertainty within 0.5 % 

and reproducibility within ±1.0% are confirmed by 

comparison with reference data of standard liquids.  

Observed flow curves of the human and rabbit bloods 

with anticoagulant show three typical fluid regions, these 

are, the Non-newtonian fluid region for a low shear rate 

range of 0<γ>200 s
-1

, the transition region for the range 

about 150<γ<200 s
-1

 and the Newtonian fluid region for a 

high shear rate range of about 200 s-1<γ.  It is found that 

the range of blood apparent viscosities are 4.5 to 6.5 

mPs•s for human blood and 3.5 to 4.5 mPs•s for rabbit 

blood.  This paper is concerned with the flow analysis 

of fresh human blood viscosity without anticoagulant 

using a newly developed compact-sized falling needle 

rheometer. 

 

1 Introduction 

 

The rheological properties of the blood is not only one of 

the important factors in the pathological diagnosis of the 

human body, but also basic data essential for analytical 

study of the change of fluid mechanics of the blood 

arising from the deterioration of the health condition. The 

rheological properties of blood are also important factors 

in pathological nexuses, but basic data of the viscosity of 

anticoagulated blood, especially non anticoagulated 

blood, are still lacking. In this context, the development 

of viscometry with high accuracy and quick operation, as 

well as the establishment of a data evaluation method by 

pathology are largely required. However, currently, there 

is little observed data of blood viscosity from 

measurement immediately after collection of a blood 

sample in comparison with the viscosity data of blood 

added with anticoagulant. [1-4] 

In research so far, it was found that the flow properties of 

human blood are available for preventive medicine for 

blood dyscrasia, clinical medicine, health care, functional 

foods, or the inspection of the effects of medicines. Also, 

it was reported that the viscosity of human blood 

influenced the concentration of fibrinogen in the plasma 

and the hematocrit value, and that the viscosity of human 

blood could offer important information for myocardial 

infarction and cerebral infarction, etc.  However, the 

measurement of the viscosity just after blood collection 

from a body is not so easy, and the accumulation of 

numerical data of the viscosity is not yet sufficient.  

Most of the measurements of blood viscosity were 

carried out using blood added with anticoagulant, and at 

present there is little measurement of blood without 

anticoagulant. Also, it is problematical that many 

different viscometers are applied to these purposes, and a 

standard method has not yet been determined; hence, the 

values differ according to the type of device. 

The difficulties of flow analysis of blood come not only 

from an aggregation-dispersion phenomenon of red 

corpuscle cells, but also its transformation property, 
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many interaction forces between corpuscle cells and 

blood plasma. Therefore, the establishment of exact 

viscometry for fresh blood is desired for further 

discussion about the relationship between blood disease 

and its flow properties.  

In this paper, a compact-sized falling needle rheometer 

and a flow analysis method using this new device for 

fresh blood with anticoagulant have been developed, and 

the relationship between the apparent viscosity and 

physical properties of fresh blood has also been 

evaluated.  

 The theory of the presented viscometer is mainly based 

on the Stokes type of equation, and this is a kind of a 

falling body viscometer [5-9]. The viscosity of human 

blood can be measured with a small blood sample of 

about 3.5 cm3 (total capacity is 4 cm3) and with rapid 

operation within 2 min after taking a blood sample from 

the human body. The total scale of this compact-sized 

falling needle rheometer is downsized to about 1/30 the 

size of the previous apparatus [6]. A circular cylinder 

needle made of polypropylene is applied for the 

experiment, and its outer diameter and total length are 2 

mm and 20 mm, respectively. This needle is also 

minimized at 1/5 that of a previous needle [6]. The 

density of the falling needle is controlled by the mass of 

a sinker enclosed in the needle tube. Flow analysis of the 

sample fluid is carried out using the needle’s terminal 

velocity and the density difference between that of 

human blood and of a falling needle [10,11].  

As stated above, the compact-sized falling needle 

rheometer is applied to the viscosity measurement of 

fresh blood before its coagulation. This paper is 

concerned with the development of a new rheometer for 

the measurement of flow properties of rabbit and human 

bloods. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2 Compact-Sized Falling Needle Rheometer with 

Automatic Operation 

 

A schematic photograph of the compact-sized falling 

needle rheometer with automatic operation for 

measurement of blood viscosity is shown in Fig. 1. The 

schematic diagram of falling needle rheometer is 

illustrated in Fig. 2. The experimental apparatus consists 

of vertical double cylindrical vessels (one is a fluid 

vessel and the other is an insulating vessel cover) made 

of acrylic material (Fig. 2).  The cap and bottom of the 

inner fluid vessel are made of Teflon. The inner fluid 

vessel for a blood sample is covered with the insulating 

vessel cover.  The temperature of the inner fluid vessel 

is controlled at 310.15 K using a constant temperature air 

circulation by Peltier effect system within an uncertainty 

of 0.5 K. Constant temperature air is circulated in the 

space between the fluid vessel in the insulating cover.  

The diameter of the inner fluid vessel is 8.0 mm, and the 

height of the vessel is 90 mm. The total volume of the 

inner fluid vessel is about 4cm
3
. A needle collector for 

the collection of the falling needles is connected to the 

bottom of the inner fluid vessel via a needle-fluid 

separator made of Teflon. The needle-fluid separator is a 

slender cylindrical tube, and its diameter is 2.2 mm, 

which is similar to the needle diameter (2 mm) shown in 

Fig. 2.  

Fig. 2 Schematic diagram of the compact-sized falling needle

rheometer for measurement of human blood viscosity

Fig. 1 Photograph of the compact-sized falling needle rheometer

for measurement of fresh blood viscosity
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  When a sample fluid (human or rabbit blood) is 

introduced into the fluid vessel, the sample fluid does not 

leak into the space of the needle collector because the 

pressure in the needle collector is controlled at 

atmospheric pressure. After the operation of the first 

needle dropping automatically using needle falling 

system, the needle stopped at the bottom of the fluid 

vessel shown in Fig. 2 and is rapidly manually moved 

into the space in the needle collector by the guidance of a 

small magnet from outside the vessel. This movement of 

the falling needle from the bottom of the fluid vessel to 

the needle collector is important and indispensable for 

rapid measurement of fresh blood within 2 min. It was 

found in the preparatory experiment that the leakage of 

sample fluid into the needle collector from the fluid 

vessel is very little. 

 As each of the parts of the experimental apparatus such 

as the fluid vessel, the needle collector, the insulating 

vessel cover and a vessel stand shown in Fig.2 can be 

taken apart easily, the collection of falling needles after 

the experiment can be very rapid and easy. This 

experimental apparatus is considerably compact for 

measurement of the viscosity of human blood compared 

with previous apparatuses. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The details of the falling needle used in this experiment 

is also given in Fig.2(a) and (b). This falling needle is a 

slender hollow cylindrical tube made of polypropylene. 

The diameter of the needle is 2 mm and its total length is 

20 mm.  The shape of both sides of each needle is 

hemispherical. Eight falling needles with different 

densities shown in Table 1 are used in this experiment. 

The density of each falling needle is controlled by the 

mass of a sinker (iron) enclosed inside the needle tube. 

This sinker is fixed at the bottom of the needle tube so 

that the center of gravity is at a lower position. The 

density is calculated by the volume and mass of each 

needle, and its uncertainty is estimated to be within ± 

0.5x10
-3

g cm
-3

. Table 1 shows measured needle 

densities used in the experiment, they are determined in 

consideration of average blood density (1.000g cm
-3

 to 

1.100 g cm
-3

).  .  

In order to lead the falling needle to the center of the 

sample fluid, a needle inlet and needle launcher is 

equipped at the top of the fluid vessel. The needle 

launcher is a slender cylindrical tube as shown in Fig. 2. 

A pair of magnetic sensors is also installed at the middle 

part of the fluid vessel as shown in Fig. 2. The distance 

between magnetic sensors is 10 mm vertically. The 

passing time of each falling needle between magnetic 

sensors is automatically measured by a programmable 

controller manufactured by Sumitomo Metal Co., LTD. 

This magnetic sensor unit can be applied not only to clear 

liquids but also to opaque liquids. The programmable 

controller is connected to the personal computer via an 

amplification unit. It is possible to evaluate the falling 

velocity of each needle, and flow analysis such as a flow 

curve, apparent viscosity, and yield stress of the sample 

fluid can be measured automatically.  

 

3 Experimental Method 

 

Just after taking a blood sample from a vein, the blood 

(human blood or rabbit blood) is introduced into the fluid 

vessel shown in Fig. 2 and the top of the fluid vessel is 

covered with the Teflon cap in which the needle launcher 

is installed. This fluid vessel is equipped in the insulating 

vessel cover with two magnetic sensors. The vertical 

distance between the two magnetic sensors is 10 mm, and 

the fluid vessel is placed vertically on the vessel stand 

using a water level. Constant temperature air is circulated 

through the space between the fluid vessel and insulating 

vessel cover. The temperature of the fluid sample is kept 

at 310.15 K within an uncertainty of 0.5 K.  Eight 

needles with different densities as shown in Table 1 are 

dropped down vertically in the sample fluid 

automatically using mechanical operation. The flow 

analysis is carried out using the observed passing time 

(terminal velocity) of the falling needles, needle densities, 

and blood density. Eight falling needles with different 

densities are used for measurement of the viscosity. 

Densities of blood are measured by the portable 

density/specific gravity meter (Kyoto Electronic 

Manufacturing Co., Ltd.) within an uncertainty of 10
-4 

g

cm-3. The calibration of the presented falling needle 

viscometer is carried out using a standard liquid for 

calibrating a viscometers (JS5, JS10) manufactured by 

Nippon Grease Co., Ltd. EDTA-2Na manufactured by 

Wako Pure Chemicals Co. Ltd., is used as an 

anticoagulant for both bloods.
 

 

4 Fluid Analysis using Compact-Sized Falling Needle 

Rheometer 

 

Figure 3a and 3b show the model for flow analysis and 

velocity distribution in the compact-sized falling needle 

rheometer. This model is based on the flow analysis 

around the falling circular cylinder (falling needle) in the 

static fluid introduced into the cylindrical vessel. In order 

to apply this model to the motion of a falling needle and 

the mass transfer, the following four conditions are 

assumed [12].  

Needle No.               Density (103 kg m-3)

1

2

3

4

5

6

7

8

1.090

1.118

1.212

1.278

1.360

1.400

1.438

1.563

Table 1   Densities of falling needles used for viscometry of

human blood and rabbit blood
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(1)  Fluid is an incompressible liquid. 

(2)  Slipping between the falling needle surface  

and container wall is negligible. 

(3)  Flow in the cylindrical vessel is laminar flow. 

(4) The falling needle free-falls in the center of the 

vessel with a terminal velocity. 

 

These assumptions and the constitution equation of fluid 

are used for flow analysis.  This flow model can be 

applied for many types of constitution equations shown 

in Fig. 4. In this work, the constitution equations of 

Newtonian and non-Newtonian fluids are applied for 

blood analysis. The flow model of a falling needle in a 

static fluid according to the above assumptions is given 

in Fig. 3a. This model shows that the falling needle falls 

at a terminal velocity (Ut) in the static fluid introduced 

into the cylindrical fluid vessel.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The fluid vessel diameter is R, and k is the ratio of the 

needle diameter to fluid vessel diameter.  

The minute circular cylinder core shown in Fig. 3a is 

assumed as the fluid model for theoretical analysis. The 

inner diameter and outer diameter of this core are r and 

r+dr, and the total length is L. The shear stresses on the 

inside and outside surfaces of the minute circular 

cylinder core are τ and τ+dτ, respectively. The pressures 

at the top and bottom of the minute circular cylinder core 

are P1 and P2. When the falling needle falls at a terminal 

velocity in the static sample fluid, the momentums 

affected on four surfaces of the minute circular cylinder 

core shown in Fig. 3a are balanced with each other, and 

they are balanced while the needle is falling at the 

terminal velocity. Therefore, this force balance can be 

described by the following equation: 

 

 

 

 

 

When P=P1 P2 is less than 0, Eq.1 is arranged as 

follows: 

 

 

 

 

Furthermore, while the needle falls at the terminal 

velocity in the sample fluid, the force balance of gravity, 

buoyancy, pressure and shear stress affected on the 

needle surfaces are given as 

 

 

 

 

In this equation, ρf and ρs are the fluid and needle density, 

respectively. The left-hand side first term of Eq.3 is the 

force of gravity and buoyancy, and the second term is the 

force of the pressure difference.  The right-hand side 

term is the shear stress. This balance can be simply 

described by  

 

 

 

Figure 3b illustrates the velocity distribution of the 

sample fluid due to falling of the needle. The amount of 

fluid (Q) to transfer between the falling needle surface 

and the container wall due to falling of the needle can be 

calculated by  

 

 

 

 

Figure 3b shows that the sample fluid around the falling 

needle is pulled downward with falling of the needle in 

the static sample fluid.  On the other hand, the fluid near 

the container wall rises with the falling needle.  The 
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maximum velocity in the sample fluid is that on the 

needle surface.  The maximum velocity is equal to that 

of the falling needle velocity. On the other hand, the 

velocity on the container wall becomes zero according to 

the above assumptions. Therefore, the boundary 

conditions of the velocity distribution can be described 

by  

 

 

 

 

In order to obtain the relationship between the shear rate 

and shear stress for the sample fluid, the Eqs. 2, 4, 5, 6a, 

and 6b and a constitution equation of the sample fluid are 

used simultaneously for flow analysis [6].   

  The constitution equation for a Newtonian fluid based 

on the law of viscosity is given by 

 

 

 

 

where µ is the viscosity, τ is the shear stress, and γ is the 

shear state. The viscosity of the fluid sample can be 

calculated by the following equation from combining Eqs.

2, 4, 5, 6a, 6b, and 7. 

 

 

 

 

As R and k in Eq. 8 are fixed values according to the size 

of the fluid vessel and falling needle, they are arranged 

by the following equation using the geometric constant 

G: 

 

 

 

 

Therefore, the viscosity of a fluid can be simply 

described by 

 

 

 

 

The shear rate of the sample fluid on the falling needle 

surface can be obtained from Eqs. 7 and 9 as 

 

 

 

 

The shear rate distribution for the radius direction can 

also be calculated by this equation.The shear stress of the 

sample fluid on the falling needle surface can also be 

described by the following equation by substituting Eqs. 

8 and 11 for Eq. 7: 

 

 

Equations 11 and 12 become fundamental data for flow 

analysis of the sample fluid.  In this experiment, eight 

needles with different densities are used for the flow 

analysis. A flow curve of the sample fluid is obtained 

from the relationship the between shear stress and shear 

rate for eight needles [6]. 

 

5 Results and Discussion 

 

5.1 Accuracy of the Compact-Sized Falling Needle 

Rheometer 

 

The accuracy and the reproducibility of the presented 

rheometer are ascertained by viscosity measurements of 

the standard liquid for calibration of viscometers 

manufactured by Nippon Grease Co., Ltd.. The standard 

liquids of JS10, and JS20 were chosen after careful 

consideration of the blood viscosity range (3.0 mPa•s to 

7.0 mPa•s). Flow curves of standard liquid show in Fig. 5 

and comparison of measured values with standard value 

are given in Table 2. Good uncertainty within 0.5 % and 

reproducibility within ±1.0 % are confirmed by 

comparison with reference data(Japnease Standard ; JS10, 

JS20), and this experimental apparatus is improved from 

previous work (previous uncertainty was 1.25 %) [6]. It 

is thought that this improvement of accuracy was caused 

by the manufacturing method of falling needles, that is, 

the presented needle is manufactured using a model made 

of metal with high accuracy. 
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Table 2 Comparison of measured viscosity of standard liquids for 

calibration of vicometers with standard values at 310.15K

JS 10

JS 20

This work

Viscosity[ mPa s]

Standard values Deviation[%]

4.987

9.006

4.982

8.963

0.11

0.48

Standard liquid

Fig. 5   Flow curve of Standard liquids of JS10 and JS20 at 310.15K

JS-10, JS-20: Standard liquid for calibration of viscometers
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5.2 Flow Analysis of Human and Rabbit Bloods 

 

Flow analysis of fresh human blood for female and male 

was carried out using a compact-sized falling needle 

rheometer using anticoagulant. Each result was evaluated 

as a flow curve, an apparent viscosity and hematocrit 

values. These rheological properties were compared 

between female and male blood.  

In the experiment, fresh human brood of 20 cm
3
 was 

taken from human veins, about 4cm3 of whole blood was 

rapidly introduced into the fluid vessel without 

anticoagulant. The temperature of the fresh human blood 

was kept at 310.15 K using a constant temperature water 

bath. The anticoagulant (EDTA-2Na) was added to the 

other blood (17 cm
3
), and that blood was kept at 278.15 

K and sent to a medical center for the measurement of 

the hematocrit value.  

At first, the first needle was introduced into the needle 

launcher shown in Fig. 2, and the passing time of the 

needle between two magnetic sensors was measured by a 

programmable controller. After this operation, the falling 

needle stopped at the bottom of the fluid vessel and was 

rapidly moved into the space in the needle collector by 

the guidance of a small magnet from outside the vessel 

through manual operation. Next, the second needle was 

also introduced into the needle launcher as soon as 

possible. When the final needle (eighth needles) was 

introduced into the needle launcher and the passing time 

was measured, the rheometric operation was finished. 

Densities of fresh human blood were measured by a 

portable density/gravity meter manufactured by Kyoto 

Electric Co., Ltd., within an uncertainty of 10
-4

g m
-3

 as 

soon as possible. Human blood densities for females and 

males are listed in Table 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The experimental treatment of the fresh human blood 

with anticoagulant was carried out within 120 s except 

for the time needed for taking the blood ( about 60 s), 

that is, the total time needed for this operation for each 

person was finished within 3 min.  

The observed flow curve for male blood with 

anticoagulant was shown in Fig. 6. This flow curve 

showed a linear relationship between the shear stress and 

shear rate in a high shear stress range (150 s
-1

 to 400 s
-1

). 

However, non-Newtonian behavior (Casson behavior) 

was confirmed in a low shear stress range (0 to 150 s
-1

).   

The observed flow curve of fresh blood showed the three 

typical fluid regions, that is, the non-Newtonian fluid 

region for the low shear rate range, and the transition 

region and Newtonian fluid region for the high shear rate 

range. Figure 7 shows the flow curve of female human 

blood with anticoagulant and a similar tendency with Fig. 

6 as non-Newtonian fluid was obtained.  

This flow curve also shows a linear relationship between 

the shear stress and shear rate in the high shear stress 

range (130 s
-1

 to 400 s
-1

). However, non-Newtonian 

behavior (Casson behavior) was confirmed in the low 

shear stress range (0 to 130 s
-1

).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Mail       42.8                 1.0531                           5.96

Female        38.1                 1.0511                           4.96

Rabbit I          40.5                 1.0402                           3.65         

Rabbit II         45.0                 1.0541                           4.84

Sex
(%) 

anticoagulant

Fresh blood
+

aHematocrit value: the volume percentage of red cells included in whole blood

Hta

(mPa s)

Density 

(103 kg m-3)
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Fig. 7   Flow curve of fresh human blood for female 

with anticoagulant at 310.15 K
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Table 3  Apparent viscosity, hematocrit value, and density of  

human blood and rabbit blood at 310.15 K

Fig. 6   Flow curve of fresh human blood for male with 

anticoagulant at 310.15 K
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Figure 8 is showing the flow curve of rabbit blood. 

Similar tendency for flow curve with human blood was 

obtained. Figure 9 gives the behavior of non-Newtonian 

regain of low shear ranges in the flow curve for rabbit 

blood without anticoagulant. This data was obtained from 

the experiments using special needles controlled similar 

density with rabbit blood density. It is found that this 

rheometer can measure flow curve for blood without 

anticoagulant. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10 shows the relationship between the apparent 

viscosity and shear rate for fresh human blood and rabbit 

blood with anticoagulant at 310.15 K, and the rheological 

parameters that were obtained are listed in Table 3.   

Figure 10 and Table 3 show a comparison between the 

flow properties of male and female blood. In the case of 

the apparent viscosity with anticoagulant, the blood 

viscosity of male blood was higher than that of female 

blood.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11 shows the relationship between the apparent 

viscosity for human blood for 21 person and hematocrit 

values that are the percentage of red cells included in 

whole blood.  

A linear relationship with the hematocrit values was 

obtained. However, this linearity of apparent viscosity 

shows down with increasing of hematcrit value. 

It was found that the viscosity for blood was closely 

connected with the hematocrit values. 
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Fig. 9   Flow curve of fresh rabbit blood without   anticoagulant 

at 310 .15K
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(c) Rabbit
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Fig. 11  Relationship between average viscosity and hematocrit

values of fresh human blood  at 310.15 K

Fig. 8   Flow curve of fresh rabbit blood with

anticoagulant at 310.15 K

Fig.10 Relationship between apparent viscosity and shear rate for 

fresh human bloods and rabbit bloods at 310 .15K
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6 Conclusion 

 

A compact-sized falling needle rheometer with quick 

operation and automatic flow analysis has been 

developed for the viscometry of human blood and rabbit 

blood with anticoagulant. The volume of a fresh blood 

sample only needs to be 4 cm3 and the measuring time is 

within 3 min after taking a blood sample from the vein. 

The measured flow properties of both bloods are 

evaluated as a flow curve, that is, the relationship 

between the shear stress (τ) and shear rate (γ). Observed 

flow curves of fresh human blood show the three typical 

fluid regions, that is, the non-Newtonian fluid region for 

the low shear rate range, and the transition region and 

Newtonian fluid region for the high shear rate range.  

Flow properties of blood such as the apparent viscosity 

(µ) in the Newtonian fluid region are measured, and they 

are compared between male and female blood. It is found 

that the human blood viscosity of males (6.0 mPs s to 

6.4 mPs s) shows a higher value than that of females (4.8 

mPs s to 5.3 mPs s). A linear relationship between the 

hematocrit value, which is the volume percentage of red 

corpuscles in the human blood, and the apparent 

viscosity is observed for male and female blood. Rabbit 

blood viscosities with anticoagulant were also measured 

using this falling needle rheometer. It is found that the 

compact-sized falling needle rheometer presented in this 

work is very useful for rheometry studies of fresh human 

blood without anticoagulant. 

Nomenclature 

 

d needle diameter, m 

fe yield stress of a Casson fluid, Pa 

g gravitational acceleration, m s
-2

 

G geometric needle constant, 1 m
-2

 

K fluid consistency, Pa s-n 

k ratio of container to needle diameter  

kR needle radius, m 

L total needle length, m 

n fluid index  

P1,P2 pressure of the upper and lower end of aminute 

circular cylinder, Pa  

P pressure difference ( P=P1 P2), Pa 

Q net flow rate of fluid pushed aside by the 

needle, m3 s-1 

r radius coordinate, m 

R container radius, m 

u velocity in the system length direction, m s-1 

Ut terminal velocity of a falling needle, m s
-1

 

γ shear rate, s
-1

 

µ Newton viscosity, Pa s 

π circular constant  

ρf fluid density, kg m
-3

 

ρs needle density, kg m-3 

τ shear stress, Pa 

τy yield stress, Pa 
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ABSTRACT 

This paper provides an overview of the needed 

capabilities for current road traffic simulators and 

wireless sensor networks simulators intended to 

cooperate to solve common problems in Intelligent 

Transport Systems. Intelligent Transport Systems 

simulators have tended to be domain specific. In 

this work we present the needed capabilities of 

combining a simulator for wireless sensor 

networks and a simulator for road traffic scenarios. 

In future if the suggested capabilities are 

implemented within the simulators, researchers 

will quickly solve more pressing problems in 

Intelligent Transport Systems. 

Keywords: Intelligent Transport Systems, 

Wireless Sensor Networks, Simulators. 

1. INTRODUCTION 

Simulation tools are emerging and have 

started assisting in understanding of Intelligent 

Transport Systems (ITS) models, algorithms, 

designs and requirements among others [1]. 

Current road traffic simulation tools [2] [3] [4] 

tend to specialize in simulation of road 

networks and the traffic that move on them.  

Wireless Sensor Networks (WSNs) simulators 

[5] [6] also tend to specialize in simulation of 

WSN scenarios.  The  deep  specialization    of 
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simulators has made them to be too domain 

specific, this has limited the gains one would see 

by combining them.  

Some attempts to combine road traffic simulators 

with wireless sensor network simulators have 

been made [1] [7] with many unexplained 

assumptions.  

We explore the capabilities that will enhance 

simulators to easily solve more compelling 

Intelligent Transport Systems problems. The rest 

of this paper is arranged as follows; in section II 

we discuss related work, section III we present 

wireless sensor network simulators, section IV we 

present road traffic simulators, section V we 

discuss the needed capabilities for combining 

simulators, and finally we conclude in section VI. 

2. RELATED WORK 

In [1] a Traffic Control Interface (TraCI) is used 

to interconnect Simulation of Urban Mobility 

(SUMO) with TinyOS SIMulator (TOSSIM) to 

have the two simulators exchange information, in 

this research there are many assumptions that 

were not clarified. In their work of Mobility 

Support for Wireless Sensor Networks 

Simulations for Road Intersection Safety 

Applications, it was assumed that the simulated 

vehicles running on a SUMO road network were 
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automatically carrying the sensor nodes to 

form a Car2Car sensor node communication 

but this is not practically supported by SUMO.

The authors in [7] built an Adaptive Traffic 

Light Control with Wireless Sensor Networks. 

In their work, they used Green Light District 

(GLD) simulator to simulate the road network 

with junctions, GLD is a microscopic road 

network simulator. They also used 

magnetometer sensors to form a sensor 

network for detecting vehicles at a junction. 

Their paper does not show how the 

magnetometer sensor network they used 

communicates with GLD simulator. The 

Green Light District simulator does not have 

an inbuilt support for simulating WSNs.

3. WIRELESS SENSOR NETWORK 

SIMULATORS

Wireless Sensor Networks have started 

gaining more ground on the stage of computer 

networks. Given the need of deploying many 

sensor nodes in a WSN, simulations become a 

more realistic choice in researching and 

understanding of their Application, Protocols, 

Design, Topologies, Security among others. 

These simulators help researchers to avoid the 

otherwise large and expensive real hardware 

network deployment. A considerable number 

of simulation tools have been developed. 

These tools tend to differ in many features, 

such as programming language, visual 

environment, supported protocols, freely 

available or with costs [1]. Below we give an 

overview of the common ones. 

Ns2

Network Simulator (NS2) [6], is based on two 

languages: C++ for the simulator 

environment, and OTcl (Object oriented Tool 

Command Language) for executing user 

command scripts. Via OTcl scripts, the user is 

able to define particular network topologies, 

specific protocols, Applications he wishes to 

simulate and the form of output he wishes to 

obtain from the simulator. NS2 is a discrete 

event simulator, where the advance of time 

depends on the timing of events which are 

maintained by a scheduler. The Network 

Animator (NAM) application is used to 

graphically visualize the designed network and 

how the sensor nodes communicate. 

Omnet++

OMNeT++ [8], is an extensible, modular, 

component-based C++ simulation library and 

framework, primarily for building network 

simulators. "Network" is meant in a broader sense 

that includes wired and wireless communication 

networks, on-chip networks, queuing networks, 

and so on. Domain-specific functionality such as 

support for sensor networks, wireless ad-hoc 

networks, Internet protocols, performance 

modeling, photonic networks, etc., is provided by 

model frameworks, developed as independent 

projects. OMNeT++ offers an Eclipse-based IDE, 

a graphical runtime environment, and a host of 

other tools. 

Tossim

TinyOS Simulator (TOSSIM) [9], is a discrete 

event simulator for TinyOS sensor networks. 

Instead of compiling a TinyOS application for a 

mote, users can compile it into the TOSSIM 

framework, which runs on a PC. This allows users 

to debug, test, and analyze algorithms in a 

controlled and repeatable environment. TOSSIM 

replaces low-level components of a TinyOS 

application by simulation-specific code to 

simulate radio chip, Analogue-to-Digital 

Converter (ADC) components and timer hardware 

[1]. The extension TOSSIM-SF is a serial 

forwarder extension which allows communication 

from outside to single nodes while simulation is in 

progress. Under TinyOS the compiler can be 

forced to produce code for TOSSIM by just 

adding the option sim or sim-sf respectively to the 

compiler call. TOSSIM allows simulation of very 

large networks (thousands of nodes), network 

links are simulated at bit level and it also allows 

asymmetric links. 

Other popular Wireless Sensor Network 

Simulation tools are JiST/SWANS [10] and 

OPNET [11]. 
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4. ROAD TRAFFIC SIMULATORS 

Simulation of road traffic usually caters for 

simulating, road networks, mobility of 

individual participants, rules followed by the 

participants and sometimes, rules for traffic 

lights control at intersections. Road traffic 

simulators support either of the following 

traffic models: macroscopic, mesoscopic and 

microscopic. 

Macroscopic simulation models analyze 

traffic flow in which the description of reality 

is shifted from individuals to “averaged” 

variables like flow and density.

Mesoscopic simulation models use methods of 

statistical mechanics to provide a probability 

function which expresses the probability to 

have a certain vehicle at a certain position.

Microscopic simulation, simulates each entity 

(car, train, person) of reality individually by 

considering all relevant properties. A number 

of microscopic simulation environments have 

been developed [12]. Below is an overview of 

some common mobility simulators. 

Sumo

Simulation of Urban Mobility (SUMO) [3], is 

an open source, highly portable, microscopic 

road traffic simulation package designed to 

handle large road networks. It can perform 

GUI or Command line based simulations, 

import various types of maps, consider 

multiple lanes, traffic signs and right-of-way 

rules and configure individual routes for 

vehicles [1]. It does not have inbuilt sensor 

network modules though it allows 

communication with such networks via TraCI. 

SUMO, uses poison distribution to generate 

vehicles which are injected into the road 

network. XML scripts are written to generate 

nodes, links, routes and the network files 

among others, finally basing on the network 

file, a configuration file is generated for the 

simulation scenario.  

Fig. 1. Simulated T-Junction 

With a simulation scenario like in Fig. 1, SUMO 

provides inbuilt Traffic Light Control (TLC) 

models on how the traffic lights handle the 

vehicles that are in or out bound of the T-

Junction. With a WSN for detecting vehicles 

along the T-Junction lanes, the TLC models 

supported by SUMO would achieve more 

meaningful results. 

Green Light District

GLD allows us to edit infrastructures using the 

mouse, to set different spawning frequencies 

creating different traffic patterns, to compare a 

large number of implemented controllers (new 

ones can be easily added), and to evaluate the 

controllers using different statistical measures 

(such as average waiting time of cars). The 

simulator itself is based on a cellular automaton 

model [13], and therefore a microscopic model 

which can be used for modeling various amounts 

of detail forexample the road user could be a car, 

bus, police car.

Infrastructures: An infrastructure 

consists of roads and nodes. A road connects two 

nodes, and can have several lanes in each 

direction (see Fig. 2). The length of each road is 

expressed in units. A node is either a junction 

where traffic lights are operational (although 

when it connects only two roads, no traffic lights 

are used), or an edge-node. 

Agents: There are two types of agents that 

occupy an infrastructure; vehicles and traffic 

lights. All agents act autonomously, following 

some simple rules, and get updated every time-
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step. Vehicles enter the network at the edge-

nodes.

Each edge-node has a certain probability of 

generating a vehicle at each time step. Each 

vehicle that is generated is assigned a 

destination, which is one of the other edge-

nodes. The distribution of destinations for 

each edgenode can be adjusted. There are 

several types of vehicles, defined by their 

speed, length, and number of passengers. The 

state of each vehicle is updated every time 

step. It either moves with the distance given 

by its speed, or stops when there is another 

vehicle or a red traffic light ahead. At a 

junction, a car decides to which lane it should 

go next according to its driving policy. Once a 

car has entered a lane, it cannot switch lanes. 

Controllers: Every junction is 

controlled by a traffic light controller (TLC) 

that decides on the best configuration of red 

and green lights. A TLC will only consider 

safe configurations, that is, configurations in 

which moving cars do not intersect. A TLC 

can share information with other controllers to 

improve global performance. GLD has several 

built in TLCs, and allows for custom TLCs. 

GLD lucks standardized interface for 

communicating with other outside 

applications. 

Other common mobility simulators are 

Sparamics [15], VISSIM [14], JSim [16], 

among others. 

5. NEEDED CAPABILITIES FOR 

COMBINING INTELLIGENT TRANSPORT 

SYSTEMS SIMULATORS 

Fig. 2. Simple Road Network 

Currently mobility simulators and WSNs 

simulators are domain specific. Each of them tries 

to perfect modules in its domain without direct 

support of the other. For road traffic simulators to 

communicate with WSNs simulators, one has to 

newly hard-code a module or interface to enable 

data to be shared among them. The following are 

some of the needed capabilities that we feel future 

simulators should automatically support in order 

to realize smooth data sharing. 

Inbuilt Sensor Nodes

The road traffic simulators like SUMO among 

others should have and support inbuilt sensor 

nodes.

Fig 3: T-JunctionFig. 3. Proposed Simulator 

As depicted in fig.3 above, road traffic simulators 

should allow a research to graphically overlap a 

WSN on top of the designed road network. In the 

above case the blue nodes show the WSN nodes 

that are placed alongside the lanes forming a T-

Junction, the WSN can be used to detect the 

vehicles on the lane and more efficient 

models/algorithms for controlling traffic lights 

basing on the data from the network developed. 
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Topology Aware Sensor Nodes

With road traffic simulators, researchers are 

able to quickly design simple and very 

complex road networks. If there is need of 

applying WSNs on such road networks to solve 

certain ITS problems, the researchers find it hard 

and time consuming in simulating and adjusting 

corresponding WSNs. Like from Fig. 3 above, the 

road traffic simulator should automatically 

calculate and specify the topology of the deployed 

sensor nodes according to the pre-designed road 

network.

Multiple Virii Sensing 

Some ITS require sensor networks that can sensor 

multiple virii. By virii we mean the kind of data a 

sensor node is able to sense and send on the 

network. Some sensor networks support Acoustic, 

Magnetometer, Light, Temperature, Humidity 

sensing among others. WSNs simulators should 

support multiple virii sensing and should easily 

sense such data from the traffic that is on the 

designed road network. 

Analysis

Currently road traffic simulators produce analysis 

of their data and display it separately, so do WSNs 

simulators even if the two simulators are 

cooperating to solve the same problem. It will be 

easier for the researcher to access analysis of 

WSNs directly from or when within mobility 

simulators. This avoids switching between two 

simulators as one carries out the simulation. 

6. CONCLUSION 

This paper has largely highlighted the needed 

capabilities for both mobility and WSNs 

simulators. We have also given the overview of 

current road traffic simulators and WSNs 

simulators. The aim was to show that the current 

ITS simulators have tended to be exclusive, 

domain specific and yet more often than not 

researchers wish to combine them to solve a 

common problem. This paper is by no means 

exhaustive of the needed capabilities for future 

ITS simulators. Our future work will expound on 

this and venture more on practically achieving 

some of the suggested capabilities on some 

selected simulators. 
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Abstract— In this paper, we propose a multicast routing protocol
for ad-hoc networks to reduce packet collisions. Packet collisions
are one of the degradation factors in wireless communications.
In the ad-hoc multicasting, some forwarder nodes forward data
packets from a source node to a lot of destination member
nodes. Moreover, forwarding timing of data packets is almost
same instance because forwarder nodes with a same hop count
receive data packets at same instance from their an upstream
node. Therefore, the ad-hoc multicasting tends to suffer from
packet collisions due to multiple forwarding of data packets at
same instance. In the proposed routing protocol, each forwarder
node informs a number of its downstream nodes. Then, neighbor
downstream nodes select a forwarder node with maximum num-
ber of downstream nodes to aggregate multicast routes. Hence,
the proposed protocol can reduce redundant packet forwarding
due to a lot of existence of forwarder nodes. Additionally,
forwarder nodes control transmission power of data packets
according to information from downstream nodes. As the results,
the proposed protocol can reduce packet collisions due to hidden
terminal problems. From the simulation results, we can find
that the proposed protocol can reduce the packet collisions and
improver the delivery ratio.

Keywords— Ad-hoc networks, Routing protocol, Multicast,
Collision, Hidden terminal problems, transmission power control

I. INTRODUCTION

In wireless ad-hoc networks, each node behaves as a router
as well as an end host. Hence, end-to-end communication
is performed by multi-hop communication. Routing protocols
are most important mechanisms for multi-hop communication
because packet forwarding is decided by routing protocols. In
conventional researches, several routing protocols have been
proposed for ad-hoc networks [1].

In ad-hoc networks, various applications have been pro-
posed. Meanwhile, these applications can be categorized into
three types: unicast communication, multicast communication,
and broadcast communication. In this paper, we focus on
the multicast communication because multicast communica-
tion is required for new type applications such as a video
streaming, an Internet radio, etc. In conventional multicasting
researches, several challenges due to changes in network

topology and features in wireless communication environment
are performed. Since conventional multicast routing protocols
for wired networks cannot apply to ad-hoc networks, new
routing protocols for ad-hoc networks have been proposed [2],
[3].

IEEE 802.11 is a well-known wireless device to achieve ad-
hoc networks [4]. IEEE 802.11 has special mechanisms named
RTS (Request To Send) / CTS (Clear To Send) for hidden node
problems. Meanwhile, RTS/CTS mechanisms are not used for
multicast communication because multicast communication
employs broadcast modes in IEEE 802.11 systems. Therefore,
it is difficult to avoid collisions due to hidden node problems
because nodes only perform channel sensing in the broadcast
modes [5], [6], [7]. Moreover, some data packets are forwarded
hop by hop from a source node. Therefore, some forwarder
nodes with a same hop count transmit the data packets at
almost same instance. Hence, multicast communication tends
to suffer from packet collisions due to hidden node problems.
Additionally, almost all multicast routing protocols construct
a tree-based topology. As the result, packet collisions at up-
stream nodes cause many packet loses on their all-downstream
nodes in multicast communication[8].

In order to achieve reliable broadcast communication, some
Media Access Control protocols for multicasting have been
proposed [9], [10]. In these researches, authors extended
RTS/CTS mechanism in IEEE 802.11 for broadcast commu-
nication. Meanwhile, these extensions require modifications
of frame formats or hardware. In addition, few researches of
routing protocols have been proposed for solving these issues
[11].

In this paper, we propose a multicast routing protocol for ad-
hoc networks to reduce packet collisions due to hidden node
problems. In the proposed routing protocol, each forwarder
node informs a number of its downstream nodes. Then,
neighbor downstream nodes select a forwarder node with the
maximum number of downstream nodes to aggregate multicast
routes. Hence, the proposed protocol can reduce redundant
packet forwarding due to a lot of existence of forwarder nodes.
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Additionally, forwarder nodes control transmission power of
data packets according to information from downstream nodes.
As the results, the proposed protocol can reduce packet
collisions due to hidden node problems. From the simulation
results, we can find that the proposed protocol can reduce the
packet collisions and improver the delivery ratio.

II. ODMRP

In the proposed routing protocol, we employ an On-Demand
Multicast Routing Protocol (ODMRP) [12] as a base multicast
routing protocol. ODMRP is a well-known mesh based routing
protocol for ad-hoc multicasting. ODMRP constructs tree-
based routes from source nodes to some destination member
nodes. Then, a soft-state approach is taken to maintain multi-
cast members.

When a multicast source node has packets to send, it broad-
casts a Join-Query message to an entire network. Join-Query
messages are periodically broadcast to inform its multicast
service and to refresh membership information and to up-
date routes. When intermediate nodes receive the Join-Query
messages, they store a source node address and a sequence
number in their message cache to detect any duplicate Join-
Query messages. An upstream node address of the Join-Query
message is registered into the routing table for a reverse
path back to the source node. If Join-Query packets are not
duplicate and a Time-To-Live (TTL) value is greater than zero,
they will be rebroadcast to neighbor nodes.

When destination nodes, which are multicast member, re-
ceive Join-Query messages, they create and transmit a Join-
Reply message to their upstream node. When intermediate
nodes receive the Join-Reply messages, they check whether
their own node address matches the next hop node address
within the Join-Reply messages. If they can confirm that the
Join-Reply messages are transmitted to own node, they should
be forwarding group nodes, which forward data packets from
the source node. The Join-Reply messages are propagated by
each forwarding group nodes until they reach the multicast
source node.

Figure 1 shows the example of route construction in
ODMRP. In the example, one source node exists, and ten
multicast group member nodes also exist in the network. The
locations between node N1 and N4, node N4 and N5, and
node N4 and N3 are hidden nodes situation. Therefore, each
node cannot sense the other node’s signals due to hidden
node problems. Solid arrows mean the constructed routes
by ODMRP. Dot arrows mean the interference signals from
corresponding hidden nodes. Dot circles mean the transmission
region of full transmission power.

S
N1

N 2

N 3

N 4 N 5
N 6

N 7

N 8
N 9

N10

Hidden nodes

Hidden nodes Hidden nodes

Packet collisions

Packet collisions

Packet collisions

Selected routes

Interference signals

Transmission range

Fig. 1. Example route construction in ODMRP

In ODMRP, nodes select an upstream route for first ar-
riving Join-Query message. As the results, several routes are
constructed in the network. In the example, node N6 selects
node N1, node N7 selects node N4, node N8 selects node
N2, node N9 selects node N5, and node N10 selects node
N3 as the upstream node. In data delivery phase, nodes N1,
N2, N4, N5 and N3 forward same data packets at almost
same instance because the hop count of these nodes is same.
Moreover, node N6 can receive signals form nodes N1 and N4,
node N8 can receive signals from nodes N2, N4 and N5, and
node N10 can receive signals from nodes N5 and N3. As the
results, nodes N6, N8 and N10 suffer from packet collisions
due to interference from hidden nodes. In multicast delivery,
packet collisions at upstream nodes mean packet losses at all
corresponding downstream nodes. Therefore, packet collisions
at upstream nodes become one of the serious degradation
factors in multicast delivery.

III. PROPOSED PROTOCOL

In order to reduce hidden nodes in ad-hoc networks, we
focus on number of FG nodes and transmission area. Hence,
the proposed protocol intends to aggregate routes from a
source node to reduce the number of FG nodes. Moreover,
each node controls transmission power according to desired
signal-to-interference and noise power ratio (SINR) to reduce
redundant transmission area. As the results, the proposed
protocol can reduce the number of hidden nodes.

Meanwhile, the proposed protocol extends the frame for-
mats of Join-Query and Join-Reply messages to carry the
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ReservedType Hop Count

Multicast Group IP Address

Sequence Number

Last Address

Time To Live

Source IP Address

Previous Hop IP Address

Previous Hop X Coodinate

Previous Hop Y Coodinate

Previous Hop Moving Speed Previous Hop Moving Direction

Minimum Link Expiration Time

Number of Downstream Nodes

Route Transmission Power

Fig. 2. Frame format of Join-Query messages

CountType R F Reserved

Multicast Group IP Address

Previous Hop IP Address

Sequence Number

*

*

*

Last Address

Required Transmission Power

Sender IP Address[1]

Next Hop IP Address[1]

Route Expiration Time[1]

Route Expiration Time[n]

Next Hop IP Address[n]

Sender IP Address[n]

Hop Count

Fig. 3. Frame format of Join-Reply messages

required information. Figure 2 shows the frame format of Join-
Query messages. In the extensions, the fields for the number of
downstream nodes and the route transmission power are added.
Figure 3 shows the frame format of Join-Reply messages. In
the frame format, the fields for the required transmission power
and the hop count are added.

In order to reduce the number of FG nodes, the proposed
protocol employs the number of candidate downstream nodes
at FG nodes as the selection criteria of upstream nodes. Figure
5 shows the flowcharts for Join-Reply messages.

When nodes receive Join-Reply messages, they confirm
that the own hop count is greater than the hop count of
the received Join-Reply message. If the Join reply messages

Receive a Join-Query message

Sequence number
is updated ?

Clear the transmission power list 

Increment the hop count &
decrement the TTL

The TTL is 
larger than 0

Yes

No

Rebroadcast the Join-Query message

Calculate route transmission power 
per candidate downstream nodes

Add Pnode and next hop address 
into own transmission power list

Select the minimum Pnode from own transmission list
and update the next hop address in own routing table

Estimate a SINR value of the Join-Query message

Calculate required transmission power : Preq

Multicast member
node ?

Proute = Proute + Ptx

Timer is expired ?

Transmit a Join Reply message to
a node with minimum Preq

No

Yes

Yes
No

Yes

No

Discard the Join-Query message

Fig. 4. Flowchart for Join-Query messages

are transmitted from downstream nodes, nodes update the
candidate downstream nodes list, which include node address
of own downstream nodes. Then, they update the number of
candidate downstream nodes, which is informed to neighbor
downstream nodes via Join-Query messages.

When nodes confirm that the received Join-Reply messages
are transmitted to own node, they should become FG nodes,
and rebroadcast the Join-Reply messages to their upstream
node with the minimum route transmission power per down-
stream nodes.

Figure 4 shows the flowchart for Join-Query messages.
When intermediate nodes receive Join-Query messages, they
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Yes
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Update the number of candidate downstream nodes

No

Fig. 5. Flowchart for Join-Reply messages

confirm the sequence number. If the sequence number is
updated, clear the transmission power list and the node list to
refresh the conventional routes. Then, they calculate the route
transmission power per candidate downstream nodes Pnode,
and add Pnode and next hop address into own transmission
power list. They select the minimum Pnode, which is the most
effective forwarding node, and update the next hop address in
own routing table. Next, they estimate a SINR value of the
received Join-Query messages. Then, they calculate required
transmission power according to the estimated SINR value. In
order to inform the own route transmission power, they add the
own transmission power to the route transmission power in the
received Join-Query message. Finally, the received Join-Query
messages are rebroadcasted.

When the nodes are multicast member, they collect some
Join-Query messages to explore the better candidate upstream
nodes for certain period. After the certain period, they transmit
a Join-Reply message to their upstream node with the mini-
mum required transmission power Preq .

IV. EXAMPLE OPERATIONS

Figure 6 shows the example route construction in the
proposed protocol. The assumed situation in Fig. 6 is same as
Fig. 1. In the proposed protocol, nodes constructs the different
route by following procedures.

• The source node S broadcasts Join-Query messages to

S
N1 N 3

N 4 N 5
N 6

N 7

N 8
N 9

N10

Hidden nodes

Hidden nodes Hidden nodes

Selected routes

Interference signals

Transmission range

N 2

Fig. 6. Example route construction in Proposed protocol

the whole network. The Join-Query messages include the
initial route transmission power Proute(S) and the initial
number of downstream nodes Ndown(S). The initial value
of Proute(S) is the full transmission power of the node
S. The initial value of Ndown(S) sets to 1.

• The nodes N1, N2, N3, N4, and N5 receive the broad-
casted Join-Query messages from the source node S. They
estimate the SNR of the received Join-Query messages,
and calculate the required transmission power Preq . Ad-
ditionally, they calculate the route transmission power per
candidate downstream nodes Pnode according to the route
transmission power Proute(S) and the number of down-
stream nodes Ndown. Then, they register Pnode, Preq , and
corresponding upstream node into the transmission power
list.

• The nodes N1, N2, N3, N4, and N5 select the minimum
Pnode from own transmission list and update the next hop
address in own routing table. Then, they reply the Join-
Reply messages to the selected upstream node when they
are member of multicasting.

• The nodes N1, N2, N3, N4, and N5 calculate the new
route transmission power Proute by adding Proute(S)
and the own transmission power Ptx. For example,
Proute(N1) = Proute(S) + Ptx(N1). Then, they broad-
cast the own Join-Query messages including the new
route transmission power Proute and the own number of
downstream nodes Ndown.

• The nodes N6, N7, N8, N9 and N10 receive the Join-
Query messages from the nodes N1, N2, N3, N4 and
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N5. They proceed in the same operations such as the
operations of the nodes N1, N2, N3, N4 and N5. Finally,
they reply the Join-Reply messages to the upstream node.

• The nodes N1, N2, N3, N4 and N5 can receive the Join-
Reply messages from the nodes N6, N7, N8, N9 and
N10. Therefore, they can count the candidate number
of downstream nodes, and update Ndown. Additionally,
nodes, that receive the Join-Reply messages including
own address, can update the own transmission power Ptx

according to the Preq of the downstream nodes. If the
number of downstream nodes is not one, they select the
maximum Preq for the own transmission power Ptx.

• The nodes N1, N2, N3, N4 and N5 can update the route
transmission power Proute(S) when the source node
rebroadcast the next Join-Query messages. As the results,
Pnode(N4) and Pnode(N5) are less than Pnode(N1),
Pnode(N2) and Pnode(N3). Therefore, nodes N6, N7 and
N8 can select the node N4 as their upstream node, and
nodes N9 and N10 can select the node N5 as their up-
stream node. Finally, multicast routes can be aggregated
through the nodes N4 and N5. Then, packet collisions at
the nodes N6 and N10 can be avoided according to the
route aggregation.

• In the data delivery phase, the nodes N4 and N5 trans-
mit data packets with the minimum transmission power
Ptx(N4), and Ptx(N5). As the results, the transmission
regions of the nodes N4 and N5 are reduced like as Fig.
6. Then, packet collisions at the nodes N8 can be avoided
according to the transmission power control.

V. NUMERICAL RESULTS

In this section, we compare the performance for the pro-
posed protocol with that for the conventional ODMRP proto-
col. The simulations are performed by the network simulator
QualNet[13]. In the simulations, we assume the IEEE 802.11g
as the wireless communication device, and the transmission
rate is fixed at 54 [Mbps]. 100 nodes are placed randomly in
1000 × 1000 [m] area. The source and the member nodes are
selected randomly. The application is CBR (Constant Bit Rate)
and data packets with the length of 1 [KB] are transferred
for 300 [s]. We consider the additive white gaussian noise
(AWGN) environment and the free space propagation model.
A target SINR in the proposed protocol is set to 20 [dB]. The
simulation results are an average of 100 simulation trials.

Figure 7 shows the number of collisions per member nodes.
From the results, we can find that our proposed protocol can
reduce the packet collisions. This is because, the proposed pro-
tocol can reduce FG nodes by aggregating multicast delivery
routes and control transmission power to avoid hidden node

TABLE I

SIMULATION PARAMETERS

Simulator Qualnet 4.5
Simulation period 300 [s]
Simulation area 1000 × 1000 [m]

Number of nodes 100
Node position Random

Mobility None
Data packet length 1048 [byte]

Transmission interval 65 [ms]
Wireless device IEEE 802.11g

Transmission rate 54 [Mbps]
Wireless environment Free space

Application CBR 128 [kbps]
Routing protocol ODMRP, Proposed
Simulation trials 100

Buffer period of Join-Query messages 10[ms]
Target SINR 20[dB]

problems.

Figure 8 shows the packet delivery ratio at member nodes.
From the results, the proposed protocol can improve the packet
delivery ratio because our protocol can reduce hidden nodes
and improve performance degradation due to hidden node
problems.

Figure 9 shows the number of route change per data packets.
From the results, we can find that the proposed protocol can
also reduce the number of route change. This is caused by
the aggregation mechanisms of the proposed protocol. On
the contrary, ODMRP select some neighbor nodes randomly.
Therefore, the number of route change in ODMRP increases.

Figure 10 shows the average number of FG nodes in the
network. From the results, we can find that the number of FG
nodes is reduced in the proposed protocol. The reason is that
the proposed protocol can aggregate multicast route according
to the route transmission power per candidate downstream
nodes.

VI. CONCLUSIONS

This paper proposed the new multicast routing protocol
for ad-hoc networks. The proposed protocol is based on the
ODMRP, which is the most well-known multicast protocol.
The features of the proposed protocol are to improve hidden
nodes problems by aggregating multicast routes and con-
trolling transmission power. From the simulation results, we
confirmed that the hidden node problem is the one of the
degradation factors for ad-hoc multicasting, and our protocol
can improve the packet delivery ratio and route stability.
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Abstract— In this paper, we propose a traffic aware routing
protocol for ad-hoc networks. In the proposed protocol, nodes
estimate the utilizable wireless resource for constructing routes.
Moreover, they consider the neighbor traffic according to the
route requested connection. In order to achieve the above objects,
nodes always sense a wireless channel to confirm the channel
condition. Then, they remove the traffic of route requested
connection from measured data to estimate the utilizable wireless
resource without own connection traffic. To construct routes
based on the measured traffics, nodes select forwarding delay
period according to the utilizable wireless resource. From simu-
lation results, we can find that the proposed protocol can improve
the packet delivery ratio according to dispersed traffic.

Keywords— Ad-hoc networks, Traffic aware, Interference
reduction, Routing protocol

I. INTRODUCTION

In wireless ad-hoc networks, same frequency band is shared
by all wireless nodes. Therefore, sharing mechanisms of wire-
less resource are important factors to achieve ad-hoc networks.
Carrier sense multiple access (CSMA) is the most well-known
mechanisms for media access control. If nodes employ the
CSMA, they sense a wireless channel first when they try to
transmit a data packet. Then, they transmit the data packet
when the wireless channel is not used.

In the ad-hoc networks, some nodes may try to communicate
simultaneously. Meanwhile, nodes cannot transmit a data
packet due to CSMA mechanisms when neighbor nodes are
transmitting data packets. Therefore, traffic distribution is an
important factor to realize simultaneous communication in ad-
hoc networks.

The conventional routing protocols for ad-hoc networks are
classified into three categories: minimum hop count protocols,
consumed power aware protocols, and traffic aware protocols
[1]. Ad Hoc On-demand Distance Vector Routing (AODV)
[2] and Dynamic Source Routing (DSR) [3], [4] are well-
known protocols in the minimum hop count category. The
minimum hop count routing protocols can construct minimum
distance routes. Meanwhile, the performance degrades due
to traffic concentration. 　 Consumed power aware routing

protocols can construct routes with minimum consumed power
for communication [5], [6], [7]. 　 Therefore, it is useful to
extend lifetime of wireless nodes. 　 Traffic aware routing
protocols can construct routes with low traffic [8].　 Hence
traffic distribution can be achieved, and throughput is also
improved.

In this paper, we focus on the traffic aware routing protocols
to achieve reliable simultaneous communication in ad-hoc
networks. In the conventional traffic aware routings, some
factors such as number of transfered data packets [9], number
of links to neighbor nodes [10], [11], busy ratio of physical
wireless channel [12], [13], etc. are considered as an indicator
of traffic.

Moreover, collecting schemes of traffic information are
classified into two categories. First one is to collect all traffic
information in whole networks [9], [10], [11], [12], [13]. In
this category, nodes can find an optimum route to detour heavy
traffic area. On the contrary, an overhead for collection of
traffic information becomes especially large. Second one is
to collect partial traffic information in whole networks [14],
[15], [16], [17], [18]. In this category, nodes can find a sub
optimum route. But, an overhead will be smaller than that of
first category.

In CSMA mechanisms, nodes transmit data packets when
they confirm that wireless channel is not used by neighbor
nodes. Moreover, wireless signals spread in a circular pattern
at the center of a transmitting node. Therefore, to detour heavy
traffic area, nodes should confirm the wireless channel status.

In multi-hop communication, neighbor traffic of own con-
nection affect to own communication, because some data
packets are forwarded hop by hop over the route [19], [20].
Additionally, routes may be reconstructed due to link losses,
movement of nodes, etc. in ad-hoc networks. Therefore, rout-
ing protocols should consider the traffic of own connection
not to detour own traffic.

In this paper, we propose a new traffic aware routing
protocol for ad-hoc networks. The proposed protocol employs
the channel busy ratio, which is a utilizable ratio of wireless
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according to the channel busy ratio

Reply a route reply message

Discard the route request message

Yes

Fig. 1. Flowchart for route request messages.

channel, as an indicator of traffic. Then, nodes consider the
own connection traffic to calculate the channel busy ratio.
Meanwhile, the proposed protocol employs AODV as the base
routing protocol. Therefore, nodes achieve prioritized route
construction by changing forwarding delay period according
to the channel busy ratio. From numerical results, we can
find that the throughput performance can be improved when
simultaneous communication is performed.

II. PROPOSED TRAFFIC AWARE ROUTING

A. Prioritized route construction

The proposed routing protocol is designed based on the
AODV protocol. AODV is one of the reactive routing protocols
for ad-hoc networks. Nodes transmit a route request (RREQ)
message to whole networks when the nodes try to transmit
data packets. Neighbor nodes rebroadcast the received RREQ
message to achieve flooding. A destination node replies a route
reply (RREP) message to the source node when it receives the
RREQ message to own node.

Figure 1 shows the flowchart for route request messages.
When nodes receive a route request message, they check
the destination address in the route request message. If the
destination address matches own address, nodes reply a route
reply message to the host of the source address in the route
request message. If not, nodes check the sequence number in
the route request message. If the sequence number is updated,
nodes start to calculate the channel busy ratio. In the route
construction of AODV, destination nodes select a route, which

Pick up a detected signal by latest order from the signal cache

If the SINR of 
detected siganal is 

larger than threshold

Registre the detected signal into the candidate signal list

Yes

No

If the connection 
information is

obtained ?

No

Calculate the channel busy ratio according to 
the candidate signal list

Yes

If detected signal
is own connection 

traffic ?

Yes

No

If arrival time of
the detected signal 

is measurement 
period?

Yes

No

Fig. 2. Flowchart for calculation of channel busy ratio.

conveys the first arrival route request message. Therefore, the
proposed protocol controls the forwarding delay period of the
route request messages. Hence, nodes set the forwarding delay
period of the route request message according to the calculated
channel busy ratio. In the procedure of prioritization, long
delay period is set for high channel busy ratio not to be
selected as a route.

B. Calculation algorithms for channel busy ratio

The feature of the proposed scheme is to consider the
own connection traffic to calculate channel busy ratio(CBR).
Figure 2 shows the flowchart for calculation of channel busy
ratio. In the proposed protocol, nodes are always sensing a
wireless channel to collect traffic information. The collected
traffic information is registered into the signal cache. When
nodes start to calculate a channel busy ratio, nodes pick up
detected signals by latest order from the signal cache for
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Fig. 3. Example network for calculation of channel busy ratio.

certain period. If the SINR of the detected signal is larger
than the sensing threshold in IEEE 802.11 systems, nodes try
to check the connection information such as a source address
and a destination address in the packet. When the connection
information is obtained, nodes checks the detected signal is a
part of connection, which is requested in the received route
request message, through the own node. If the detected signal
is other traffic, nodes register the detected signal into the
candidate signal list. Above-described processes are repeated
for certain measurement period. Finally, nodes calculate the
channel busy ratio from the candidate signal list.

C. Example calculation of channel busy ratio

Figure 3 shows the example network for channel busy ratio,
and Fig. 4 shows the example calculation of channel busy
ratio. In the example network, node IS communicates with
node ID through node IM . Node S has communicated with
node D through node M1 and M2, and it tries to find a new
route to node D due to a route failure. Node M1 exists in the
transmission ranges of node IS and node IM , and node M2

exists in the transmission ranges of node IM and node ID.
In Fig. 4, node S transmits the data packet to node D through

node M1 and node M2. Therefore, node M1 and node M2

receive the data packets. Then, node IS transmits the two data
packets to node ID. Since node M1 and node M2 exist in
the transmission regions, they receive the data packets of the
communication between node IS and node ID.

When node M1 receives the RREQ message from node S,
it starts to calculate the channel busy ratio for the certain
measurement period. In the example, first data packet is
ignored for the channel busy ratio because it is the data packet
of own connection from node S. On the contrary, successive
four data packets are targeted for the channel busy ratio
because they are the data packets of other connection. By the
same token, node M2 can calculate the channel busy ration
for the the certain measurement period.

III. EXAMPLE OPERATIONS

Figure 5 shows the example route construction procedures,
and Fig. 6 shows the packet flow of routing control messages.
In the example, constant bit rate with 128 [Kbps] is performed
between node IS and ID as the interference connection.
Additionally, bandwidth is assumed to 2 [Mbps]. When node
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Fig. 6. Example flow of control messages.

S tries to construct a route to node D, the following procedures
are performed.

• Node S broadcasts the RREQ message to whole network
in order to find routes to node D.

• Node M1 and node M4 receive the broadcasted RREQ
message from node S. They calculate the channel busy
ratio, and pick up detected signals by latest order from the
signal cache for certain period. Node M1 does not receive
any signals from neighbor nodes. Therefore, the channel

busy ratio (CBR) of node M1 is 0. On the contrary,
node M4 receives signals from node IS . Since node IS
transmits data with 128 [Kbps] and the bandwidth is 2
[Mbps], the CBR of node M4 is 0.06. Then, they set the
forwarding delay according to the CBR. Therefore, the
forwarding delay of node M1 is set to 0 [ms], and the
forwarding delay of node M4 is set to 6 [ms]. As the
results, node M1 forwards the RREQ message without
the forwarding delay. Meanwhile, node M4 forwards the
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TABLE I

FORWARDING DELAY PERIOD.

Channel busy ratio(CBR) Delay [ms]
0 - 0.2 0 - 20
0.21 - 600

TABLE II

SIMULATION PARAMETERS.

Simulator QualNet
Simulation time 500 [s]
Simulation trials 50 times
Number of nodes 200
Simulation area 11000 × 11000 [m]
Node placement Uniform
Node mobility None
Communication system IEEE 802.11g
Transmission rates 6[Mbps]
Propagation pathloss model Free space
Wireless environment AWGN
Routing protocol AODV, Proposed protocol
Application CBR 64 [Kbps]
Data packet size 1 [KB]
Call arrival rate, 1/20 - 1
Average call-holding time, exponential with 20 [s]
Measurement period, 3 [s]

RREQ message with the 6 [ms] forwarding delay.
• Node M2 receives the RREQ message from node M1,

and node M5 receives the RREQ message from node
M4. Node M2 does not receive any signals from neighbor
nodes. Therefore, the channel busy ratio (CBR) of node
M2 is 0. On the contrary, node M5 receives signals from
node IS and node IM . Therefore, the CBR of node M5

is 0.12. As the results, the forwarding delay of node M2

is set to 0 [ms], and the forwarding delay of node M5 is
set to 12 [ms].

• Node M3 receives the RREQ message from node M2, and
node M6 receives the RREQ message from node M5. By
the same token, they set the forwarding delay according
to the CBR. Therefore, the forwarding delay of node M3

is set to 0 [ms], and the forwarding delay of node M5 is
set to 6 [ms].

• Node D receives the RREQ message from node M3

earlier than the RREQ message from node M6. Therefore,
it replies the RREP message to node S through node
M3, M2, and M1. Finally, the route without neighbor
traffic can be constructed without exchange of traffic
information between nodes.
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Fig. 7. Packet delivery ratio.

IV. NUMERICAL RESULTS

In this section, we compare the performance for the pro-
posed protocol with that for the conventional AODV protocol.
The simulations are performed by the network simulator
QualNet[21]. In the simulations, we assume IEEE 802.11g as
the wireless communication device, and the transmission rate
is fixed at 6 [Mbps]. 200 nodes are placed uniformly in 11000
× 11000 [m] area. The source and the destination node are
selected randomly. The application is constant bit rate with
64 [Kbps] and data packets with the length of 1 [KB]. We
consider the additive white gaussian noise (AWGN) environ-
ment and the free space propagation model. The simulation
results are an average of 50 simulation trials. Detail simulation
parameters are shown in Table II.

Figure 7 shows the delivery ratio of data packets. From
the results, we can find that the proposed protocol can keep
the higher delivery ratio even if the number of connection
increases. The reason is that the proposed protocol can select
routes in unoccupied area by prioritized route construction
according to the channel busy ratio. On the contrary, the
performance of AODV degrades with increasing in the number
of connections. This is because, nodes construct a minimum
hop route in AODV, and some constructed route may be
overlapped. Therefore, neighbor connections affect each other.

Figure 8 shows the normalized link failures per data packets.
The results show that the proposed protocol can reduce the link
failures. When nodes employ the IEEE 802.11 systems, route
failures are usually detected by transmission failure in data-
link layer. Therefore, interference between neighbor traffics
causes the increasing of link failures.

Figure 9 shows the normalized number of route request
messages per data packets. From the results, we can find that
the proposed protocol can reduce the number of route request
messages. This is because, our protocol can reduce the number
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of link failures by detouring heavy traffic area. Therefore, route
reconstruction is also reduced in the proposed protocol. On
the contrary, nodes try to reconstruct routes in AODV, and the
number of route request messages also increases.

V. CONCLUSIONS

The traffic aware routing is one of the performance improve-
ment schemes for ad-hoc networks. Especially, communication
in ad-hoc networks performs simultaneously. Moreover, same
connection traffic affects each other in ad-hoc networks. In
this paper, we proposed the traffic aware routing, which focus
on the unused wireless channel resource and traffic of own
connection. From the simulation results, we confirmed that the
interference between connections is the one of the degradation
factors for ad-hoc networks, and our protocol can improve the
throughput performance with a few control messages.
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Abstract— This paper proposes a reliable multicast delivery
system using base station diversity and error-correcting codes for
cellular systems. Conventional cellular systems use single wireless
communication to achieve multicast delivery. Additionally, they
retransmit lost frames to realize reliability of communication. In
cellular systems, received signal intensity declines in cell edge
areas because distance between a base station and a wireless
terminal becomes long. Hence, wireless terminals in cell edge area
suffer from many transmission errors due to low received signal
intensity. The proposed system utilizes multiple wireless link com-
munication and error-correcting codes to improve transmission
performance. The utilizing multiple wireless links improve packet
error ratio, and error-correcting codes contribute to reduce a
number of retransmission frames and delivery delay. In the
proposed system, base stations transmit encoded frame data
by error-correcting codes. Each wireless terminal communicates
with some neighbor base stations, and receives frame data by
combining some frames from different neighbor base stations.
Then, it decodes the received frame data by error-correcting
codes. As the results, the proposed system can utilize the diversity
effect by using multiple base stations and frame data recovery
by error-correcting codes. The numerical results show that the
proposed system can achieve reliable multicast data delivery with
a short transmission period and can reduce consumed wireless
resource due to frame retransmission.

Keywords— Cellular systems, Multicasting, Base station diver-
sity, Error-correcting codes

I. INTRODUCTION

Multicast communication, that delivers same data to many
terminals, has drawn attention with widespread of the Internet.
Reliable multicast is the one of the recent research topics
for multicast communication to achieve reliable data delivery.
Some researchers proposed retransmission schemes, in which
a source terminal and forwarding terminals retransmit lost
data packets[1]. Additionally, some researchers employ error-
correcting codes to recover transmission failures at receiver
terminals[2].

Recently, reliable multicast communication in wireless net-
works has been studied according to development of wireless

communication technologies[3], [4], [5], [6], [7]. A base
station can deliver same data packets to many wireless ter-
minals with single transmission in wireless networks. On the
contrary, wireless terminals suffer from packet losses due to
transmission errors over wireless links. Packet losses due to
transmission errors occur independently at wireless terminals
because each wireless link between a base station and a wire-
less terminal has different characteristics. As the results, a base
station should retransmit the same data packets repeatedly due
to several requests from wireless terminals. Therefore, wireless
resource is also consumed and communication performance
is also degraded due to redundant retransmission of the data
packets.

A base station usually controls transmission power to deliver
data packets to wireless terminals in general cellular networks.
However, the base station should transmit data packets with
maximum transmission power in multicast communication
because many wireless terminals exist in whole cell area. As
the results, wireless terminals in cell-edge areas suffer from
weak signal power compared with wireless terminals in cell-
center areas. Therefore, wireless terminals in cell-edge areas
request retransmissions of data packets several times.

Micro-cellular systems which operate small scale com-
munication areas have been considered for high-speed and
low-power operation[8]. In micro-cellular systems, cell ar-
eas are small in size and many base stations are provided.
Therefore, wireless terminals should be able to receive some
signals from multiple base stations. Additionally, wireless
terminals can combine some signals from different base sta-
tions, and can improve transmission performance[9], [10],
[11]. Especially, wireless terminals in cell-edge areas tend
to improve transmission performance because they receive
some signals from different base stations with almost equal
received power. Therefore, authors have been studied about
base station diversity systems to improve multicast commu-
nication performance[12]. From the previous studies, we can
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confirm that the base station diversity is effective mechanisms
to achieve reliable multicasting in cellular systems. On the
contrary, the number of retransmission frames is still large
number because many wireless terminals request different
frame retransmission.

In this paper, we propose a new base station diversity system
that employs error-correcting codes for multicast communi-
cation. There have already been studies of error-correcting
codes for multicast communication in wired networks[1]. In
wired networks, same IP datagram is generally lost because IP
datagrams are lost due to congestion. Therefore, they employ
error-correcting codes for many IP datagrams to recover lost IP
datagrams. Then, receivers should wait for receptions of all IP
datagrams which are encoded by error-correcting codes. As the
results, the increase of waiting period increases delivery delay.
Additionally, performance with base station diversity and
error-correcting codes has not been considered in conventional
works.

In wireless networks, different frames are lost according
to channel condition between a base station and a wireless
terminal. Additionally, some wireless terminals request differ-
ent frame retransmission. Therefore, base stations should re-
transmit almost all frames to wireless terminals to recover lost
frames. Hence, an object of this paper is to reduce consumed
wireless resource due to packet retransmission by improving
transmission performance through diversity effect and error-
correcting codes. In the proposed system, improvement is
made possible especially for transmission errors of wireless
terminals, which exist in cell-edge areas. The proposed mech-
anisms employ error-correcting codes for some frames, which
consist of an IP datagram. As the results, receivers need not
to wait for receptions of some IP datagrams, and only wait
for receptions of all frames, which consist of an IP datagram.
In numerical results, we evaluate performance by using com-
puter simulations, and the results show that reliable multicast
delivery can be performed with a few wireless resources by
using the proposed system. Moreover, the proposed system can
achieve multicast communication with short delivery delay.

II. PRINCIPLES OF THE PROPOSED SYSTEM

In this paper, we evaluate the multicast delivery system
which employs base station diversity and error-correcting
codes. The proposed system consists of the base station
controller, some base stations, and many wireless terminals.
Source terminals are assumed to exist in the Internet. There-
fore, all internet protocol (IP) datagrams arrive at the base
station controller from the Internet. As the results, the base

station controller can manage all multicast communication to
wireless terminals in the proposed system.

Figure 1 shows the proposed system that employs the base
station diversity and error-correcting codes. An IP datagram is
fragmented to many wireless frames in wireless systems, when
we aim reliable multicast over IP networks. Wireless terminals
should receive all wireless frames, which consist of an IP
datagram, to serialize the fragmented wireless frame. In the
general wireless systems, error-correcting codes are applied to
each frame. Therefore, the proposed system can also apply
error-correcting codes to each frame to improve frame error
ratio. Additionally, our system employs error-correcting codes
for through the all frames, which consist of an IP datagram, to
improve packet error ratio. Hereinafter, we focus on the error-
correcting codes to improve packet error ratio. In the proposes
system, the error-correcting code generates k original frames,
which consist of an IP datagram, and n − k error-correcting
frames. Wireless terminals can reconstruct an IP datagram
when they can receive k frames among n generated frames
because the error-correcting code is applied to through the all
frames.

Similar techniques have been proposed in wired
networks[1]. Meanwhile, conventional mechanisms employ
error-correcting codes for many IP datagrams. Therefore,
receivers should wait for receptions of all IP datagrams
which are encoded by error-correcting codes. As the results,
the increase of waiting period increases delivery delay.
Additionally, performance with base station diversity and
error-correcting codes has not been considered in conventional
works. On the contrary, the proposed mechanisms employ
error-correcting codes for some frames, which consist of
an IP datagram. Therefore, receivers need not to wait for
receptions of some IP datagrams, and wait for receptions of
all frames, which consist of an IP datagram. Additionally, the
number of retransmission frames can be reduced because base
stations transmit a redundant frame to recover lost frames. As
the results, the proposed mechanisms can obtain improvement
of packet delivery without increasing of delivery delay.

III. OPERATIONS IN PROPOSED SYSTEM

In this paper, we assume that wireless terminals join a
multicast group, and a source terminal on the Internet transmits
data packets to the multicast group. Therefore, all data packets
arrive at the base station controller, and they are delivered
to wireless terminals via downlinks. Additionally, negative
acknowledgement (NACK) is replied to base stations via
uplinks by wireless terminals.
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A. Data delivery to wireless terminals

• Selection of base station by wireless terminals
Wireless terminals measure received signal intensity for
neighbor base stations. They determine to communicate
with some base stations when the highest signal intensity
is lower than a threshold. The selected base stations
are registered to the base station controller via uplink
communication.

• Duplication and forwarding of IP datagrams by base
station controller
When the base station controller receives IP datagrams
from a source terminal on the Internet to a multicast
group, it duplicates the IP datagrams for base stations and
forwards the duplicated IP datagrams to the base stations.

• Generation of redundant frames and transmission of
frames by base stations
When the base stations receive the IP datagrams from
the base station controller, they divide the IP datagram
into some wireless frames, which are 37 frames in
simulations. Then, they generate redundant frames for
retransmission due to frame errors by error-correcting
codes. As the results, the base stations store k original
frames which consist of the IP datagram, and n − k

redundant frames for retransmission. Finally, they start
to transmit k original frames for initial transmission.

• Frame reception by wireless terminals
The wireless terminals wait for frame receiving from
neighbor base stations. They estimate SNR of the re-
ceived frames from neighbor base stations and temporar-
ily store soft decision values of each bit. When the frame
receiving from all of the desired base stations is com-
pleted, the frame data are decoded by MRC (Maximal
Ratio Combining) based on stored SNRs of the frames
and soft decision values. As the results, the wireless

terminals can obtain diversity effect through the neighbor
base stations, and improve packet error ratio.

B. Operations of retransmission for lost frames

• Request for frame retransmission by wireless terminals
The wireless terminals check received frame data. Since
they need k frames, which are original or redundant
frames, to decode an IP datagram by error-correcting
codes, they count the number of received frame data.
Then, wireless terminals request frame retransmission
to the base stations by transmitting NACK frames that
include the number of additional number of frame data
if they detect frame data errors.

• Transmission of redundant frames by base stations
After frame transmission to the wireless terminals, the
base stations wait for NACK frames, which request frame
retransmission. After receptions of the NACK frames
from the wireless terminals, the base stations tally up
requested frames by checking the number of additional
number of frame data in the NACKs for retransmission
process. Then, they count the maximum number of frame
losses r. Finally, they transmit r redundant frames, which
is the same number of maximum lost frames. These
procedures are performed until the number of retransmis-
sions becomes the maximum retransmission number or
the all n−k prepared redundant frames are retransmitted.

• Frame decoding by wireless terminals
The wireless terminals can decode the IP datagram
when the number of received frames becomes more
than the number of original frames, which equals to k.
Finally, they can utilize redundant frames by using error-
correcting codes to improver performance of IP datagram
delivery. These procedures are performed for each IP
datagram. Therefore, the delivery delay does not increase
by employing the proposed system.

IV. NUMERICAL RESULTS

In this section, we evaluate the performance of reliable
multicast delivery on the proposed system by using com-
puter simulations. The results are calculated from averages of
100000 wireless terminal’s results and the number of wireless
terminals is set to 10, 100, 1000 and 10000, and all wireless
terminals are located randomly within 18 cell’s area in the
simulations. In the simulations, each wireless terminal joins
the same multicast group. The source terminal exists on the
wired network, and transmits CBR traffic to the multicast
group. Therefore, almost all data traffic is transferred over
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TABLE I

SIMULATION PARAMETERS

Transmitting power 90[dB] at 1[m] from BS
Path loss exponent 3.5
Channel Rayleigh fading
Modulation scheme BPSK
Bandwidth 11[Mbps]
Number of cell 18
Cell radius 250[m]
Number of channels 4
Frame size 127 [bit]
FEC Reed Solomon Code (255, 37)
Datagram size 576[Byte]
Wired network latency 25[ms]
Application CBR 512[kbps]
Wireless terminal distribution Uniform
Number of user 10 - 10000
Mobility None
Diversity combining MRC
Number of 3
connected base stations
Retransmission limit 9 times
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Fig. 2. Channel allocation.

the downlink, and only NACK traffic is transferred over the
uplink.

Figure 2 shows channel allocation in the simulations. In the
simulations, we assume one of the four channels is allocated
to each cell. Meanwhile, two adjacent cells do not share the
same channel. Hence, we consider the inter-cell interference
between same frequency channel allocated not adjacently in
the simulations. Additionally, each base station has two types
of channel resources that are used for uplink and down-
link communications. Therefore, both uplink and downlink
communications perform simultaneously without interference.
Additionally, all wireless terminals in each cell share the same
channel. Therefore, the channel access is controlled by each
base station. In order to evaluate fundamental performance,

mobility of wireless terminals is not considered. However, the
proposed system can apply to mobility environment. In the
simulations, we consider the three type conventional systems,
which are cellular systems with only single link, cellular sys-
tems with single link and error-correcting codes, and cellular
system with multiple links. Detail simulation parameters are
shown in Table I.

Figure 3 shows the frame transmission ratio versus the
number of retransmissions. The frame retransmission ratio
means the ratio of retransmitted frames per 37 frames, which
consist of one IP datagram. Therefore, 1 means that base
stations transmit 37 frames, which consist of one IP datagram.
The number of retransmission means times of retransmission.
Therefore, 0 means an initial transmission process and 1 means
a first retransmission process. From the results, base stations
of the conventional system retransmit many wireless frames
repetitively. Additionally, those of the base station diversity
system also retransmit many wireless frames repetitively. On
the contrary, those with error-correcting codes retransmit a few
wireless frames because only redundant frames are transmitted
for lost frames. From the results, error-correcting codes are
effective to reduce the number of transmitted frames in cellular
systems.

Figure 4 shows the reception ratio of IP datagrams. From
the results, we can confirm that eight times of retransmission
are required to deliver IP datagrams to all wireless terminals
in the conventional system. Moreover, more than nine times
of retransmission are required in the conventional system
with error-correcting codes. On the contrary, we can find that
less than four times of retransmission are enough to deliver
IP datagrams to all wireless terminals in the base station
diversity systems. As the results, the proposed system can
improve the reception ratio of IP datagrams with a fewer
numbers of transmitted frames. Additionally, the reduction
of the retransmission times means the reduction of delivery
delay. Therefore, the proposed system also effective to reduce
delivery delay in reliable multicasting.

Figure 5 shows the ratio of the total frame transmission
versus the number of wireless terminals. It is a value that
total transmitted wireless frames are normalized by 37 frames,
which consist of one IP datagram. Therefore, the value is
one if the error-free wireless link can be assumed. From the
results, we can confirm that required wireless resource of
the conventional system increases with increasing numbers of
wireless terminals because the number of requested frames
increases when many wireless terminals communicate. In
contrast, the number of transmitted frames can be reduced in
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the proposed system because almost all wireless frames can
be received at the initial transmission. Moreover, redundant
frames are common retransmission frames for lost frames.
Therefore, the number of frame transmission can be reduced.

Figure 6 shows the delay performance versus the number of
wireless terminals. The delay is the required period to achieve
100% delivery of the IP datagram. Therefore, the delay period
is about 0.43[ms] according to the simulation parameters if
there is no transmission error. From the results, we can find
that the delay of the systems without error-correcting codes
increases. On the contrary, we can confirm that the delay
of the systems with error-correcting codes can reduce the
delay period. Moreover, the base station diversity with error-
correcting codes can keep the short period even if the number
of wireless terminals increases.
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V. CONCLUSIONS

In this paper, we proposed the new reliable multicast
delivery system which employs base station diversity tech-
niques and error-correcting codes. In the proposed system,
wireless terminals receive some wireless signals from neigh-
bor different base stations, and decode received frames by
MRC method. Additionally, base stations generate redundant
frames by error-correcting codes for retransmission due to
frame errors. Therefore, base stations can transmit redundant
frames in retransmission for lost frames. The numerical re-
sults showed that the proposed system maintained the better
performance compared to the conventional cellular system.
Moreover, the proposed system can reduce the occupancy of
wireless resource by improving transmission performance by
base station diversity and reduction of retransmission frames
by error-correcting codes.
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Abstract— Passive optical networks (PONs) are drawing atten-
tion to provide high-speed network services. PONs consist of only
passive elements such as optical fibers and splitters. Some optical
network units (ONUs) share a single optical fiber to communicate
with an optical line terminal (OLT). In the conventional works,
some monitoring schemes for optical fibers have been proposed.
Optical time domain reflectometers (OTDRs) are special equip-
ment to sense optical fibers by using reflect waves. Therefore, a lot
of studies employ OTDRs to monitor the optical fibers. However,
OTDRs suffer from lack of dynamic range after splitter in tree-
structured PONs. Additionally, implementation cost of OTDRs is
generally expensive to be installed into large size networks.

In this paper, we propose a new failure estimation technique
for optical access networks based on ONU information and
topology information. The feature of the proposed technique is to
utilize information about optical fibers collected by ONUs. Some
ONUs connecting to the same optical fiber detect link down when
link failures occur over the optical fiber. Therefore, the system
tallies up the number of ONUs that detect link failures at each
device by referring to the topology information. Then, it estimates
devices that have relations with the link failures.

Keywords— Optical fiber, Passive optical networks, Monitor-
ing, Failure estimation

I. INTRODUCTION

Passive optical networks (PONs) are new network tech-
nologies providing fiber-to-the-home (FTTH) services. Only
passive elements between an optical line terminal (OLT) and
some optical network units (ONUs) are installed in PONs.
ONUs share an optical fiber and communicate with an OLT
[1], [2], [3].

In real devices of ONUs and OLTs, they support to check
their devices by self maintenance mechanisms. Therefore, de-
vice failures can be detected by special management software
provided by device makers. On the contrary, failures over
optical fibers are not maintained by the management software
in general systems for PONs. It is clear that reliable monitoring
systems are required for practical implementation of PONs[4].

As the results, monitoring technologies for PONs have been
proposed [5], [6].

Several physical layer monitoring schemes using optical
time domain reflectometers (OTDRs) have been proposed [7],
[8], [9], [10]. OTDRs can sense optical fibers by using reflect
waves. Therefore, it can estimate a position of failures over
optical fibers. However, OTDRs suffer from lack of dynamic
range after splitter in tree-structured PONs. Additionally,
implementation cost of OTDRs is generally expensive to be
installed into large size networks.

Meanwhile, a computer aided design (CAD) has been used
to design practical PONs. Therefore, topology information can
be obtained in real PONs. In this paper, we propose a new
failure estimation technique for optical access networks based
on ONU information and topology information. The feature of
the proposed technique is to utilize information about optical
fibers collected by ONUs. Some ONUs connecting to the same
optical fiber detect link down when failures occur over the
optical fiber. Additionally, many optical fibers are installed as
an optical fiber cable containing many optical fibers and a
wire rope. Therefore, damages to optical fiber cables cause
some failures over some optical fibers. As the results, some
ONUs connecting to the optical fiber cables detect link down
at almost same instance. In the proposed technique, the system
tallies up the number of ONUs that detect link down at
each device by referring to the topology information. Then,
it estimates devices related to the link failures.

II. PRINCIPLES OF THE PROPOSED SYSTEM

Figure 1 shows the system model of the proposed technique.
In the proposed system, the topology information of PONs is
assumed to be obtained from the CAD information and Sub-
scriber Management System (SMS) information beforehand.
In the assumed PONs, ONUs can detect link down of their
optical fibers. Additionally, OLTs can collect the information
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Fig. 1. System model.
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Fig. 2. Assumed optical networks in principle examples.

about link down by using vender implemented mechanisms.
Finally, the proposed failure estimation system can obtain
the link down information of optical fibers, that each ONU
detected. Then, the failure estimation system tallies up the
number of ONUs that detect link down for each device and
optical fiber. As the results, the system can estimate positions
related to the link down of optical fibers.

Figure 2 shows the assumed optical network in principle
examples. In the example network, the two optical fibers are
connected to the OLT. These optical fibers are contained by
the optical fiber cable. Optical fiber cables are connected at

TABLE I

EXAMPLE NUMBER OF ONUS AT DEVICES.

Device Number of ONUs ONUs
OF1-1 8 ONU1-8
OF1-2 4 ONU5-8
OF1-3 4 ONU1-4
OF1-4 4 ONU5-8
OF2-1 8 ONU9-16
OF2-2 8 ONU9-16
OF2-3 4 ONU9-12
OF2-4 4 ONU13-16
S1 8 ONU1-8
S2 8 ONU9-16
OC1 16 ONU1-16
OC2 12 ONU5-16

closures. Additionally, Splitters for PONs are equipped in
closures. Therefore, the optical fiber OF1-1 is connected to
the OLT and the splitter S1, and the optical fibers OF1-2 and
OF1-3 are connected to the splitter S1. Finally, the ONUs 1,
2, 3 and 4 connect to the optical fiber OF1-3, and the ONUs
5, 6, 7 and 8 connect to the optical fiber OF1-4. In a similar
fashion, the ONUs 9, 10, 11 and 12 connect to the optical
fiber OF2-3, and the ONUs 13, 14, 15 and 16 connect to the
optical fiber OF2-4.

Table I is the number of ONUs at the devices in Fig. 2.
From the table, we can obtain the number of ONUs through
each device. For example, the number of ONUs through the
optical fiber OF1-1 is 8 because the ONU 1-8 are through the
optical fiber OF1-1. In this paper, we can obtain the number of
ONUs by checking topology information from CAD systems
beforehand.

Figure 3 shows the principle example with a damaged
optical fiber. In the example, the optical fiber OF1-2 has
some damages by extrinsic compression. As the results, the
ONUs from 5 to 8 detect link down of their optical fibers.
In PONs, failure information about link down is informed
to an OLT. Therefore, the proposed monitoring system can
obtain the failure information from the ONUs from 5 to 8.
Finally, the failure estimation system confirms that the ONUs
from 1 to 4 and from 9 to 16 are available in service and
the ONUs from 5 to 8 are unavailable in service. Then, it
calculates the link down ONUs in the similar fashion of Tab. I.
As the results, it can obtain the number of link down ONUs in
Tab.II. In Tab. II, it can obtain the link down ratio by checking
the number of ONUs and the number of link down ONUs.
Then, it can detect devices containing all link down ONUs.
In this example, OF1-1, OF1-2, OF1-4, S1, OC1 and OC2
contain all link down ONUs. Therefore, it estimates that these
devices are the candidate damaged devices. From the results,
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Fig. 3. Principle example with the damaged optical fiber.

TABLE II

LINK DOWN RATIO WITH THE DAMAGED OPTICAL FIBER.

Device Number of ONUs Number of Link down ratio Link down ONUs Containing Estimated
link down ONUs all link down ONUs damaged devices

OF1-1 8 4 0.5 ONU5-8 *
OF1-2 4 4 1 ONU5-8 * *
OF1-3 4 0 0 None
OF1-4 4 4 1 ONU5-8 * *
OF2-1 8 0 0 None
OF2-2 8 0 0 None
OF2-3 4 0 0 None
OF2-4 4 0 0 None
S1 8 4 0.5 ONU5-8 *
S2 8 0 0 None
OC1 16 4 0.25 ONU5-8 *
OC2 12 4 0.33 ONU5-8 *

the system confirms that the link down ratio of OF1-2 and
OF1-4 equals to 1. Therefore, the system can detect that all
ONUs through the OF1-2 and the OF1-4 are unavailable in
service. As a consequence, the optical fibers OF1-2 and OF1-
4 are the final candidate damaged devices according to the
collected link down information. Finally, the system informs
the estimated damaged devices as the optical fibers OF1-2 and
OF1-4.

Figure 4 shows the principle example with a damaged
optical fiber cable. In the example, the optical fiber cable OC2
has some damages by extrinsic compression and the optical
fibers OF1-2 and OF2-2 are also damaged. As the results, the
ONUs from 5 to 16 detect link down of the optical fibers.
The failure information about the link down is informed to

the monitoring system. Finally, the failure estimation system
confirms that the ONUs from 1 to 4 are available in service
and the ONUs from 5 to 16 are unavailable in service. Then,
it calculates the link down ONUs in the similar fashion of
Tab. I. As the results, it can obtain the number of link down
ONUs in Tab.III. From the results, the link down ratio of OF1-
2, OF1-4, OF2-1, OF2-2, OF2-3, OF2-4, S2 and OC2 equal
to 1. Therefore, the system can detect that all ONUs through
these devices are unavailable in service. Then, it can detect
devices containing all link down ONUs. In this example, OC1
and OC2 contain all link down ONUs. Therefore, it estimates
that these devices are the candidate damaged devices. Hence,
it can detect that the optical fiber cable OC2 has the 100% link
down ratio. Finally, it informs the estimated damaged devices
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Fig. 4. Principle example with the damaged optical fiber cable.

TABLE III

LINK DOWN RATIO WITH THE DAMAGED OPTICAL FIBER CABLE.

Device Number of ONUs Number of Link down ratio Link down ONUs Containing Estimated
link down ONUs all link down ONUs damaged devices

OF1-1 8 4 0.5 ONU5-8
OF1-2 4 4 1 ONU5-8
OF1-3 4 0 0 None
OF1-4 4 4 1 ONU5-8
OF2-1 8 8 1 ONU9-16
OF2-2 8 8 1 ONU9-16
OF2-3 4 4 1 ONU9-12
OF2-4 4 4 1 ONU13-16
S1 8 4 0.5 ONU5-8
S2 8 8 1 ONU9-16
OC1 16 12 0.75 ONU5-16 *
OC2 12 12 1 ONU5-16 * *

as the optical fiber cable OC2.

III. ESTIMATION OF FAILURE POSITION

Figure 5 shows the flowchart of the proposed system. In
order to estimate failure position in PONs, the following
procedures are performed.

• Initialization of the topology information in PONs
The system tallies up the number of ONUs through each
device between OLT and ONUs by checking the CAD
information and SMS information. As the results, the
system can obtain the list that includes the total number
of ONUs at each device.

• Detection of link failures
ONUs detect link down when some failures occur over

the PONs. The detected link down information is in-
formed to the monitoring system for PONs by using ven-
dor maintenance mechanisms. For example, notification
methods are assumed to be simple network management
protocol (SNMP). item Aggregation of link failure infor-
mation In order to separate reasons of the link failures,
the system aggregates the link failure information by
using detected time stamp information. As the results,
link failure information detected nearly simultaneously is
aggregated to one failure event.

• Tallying up the number of link down ONUs
In order to evaluate relationship of each device to the de-
tected link down event, the system tallies up the number
of link down ONUs through each device in PONs.
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Fig. 5. Flowchart of the proposed system.

• Calculation of link down ratio
In this paper, we define a link down ratio, in which the
number of link down ONUs is divided by the number of
total ONUs for each device. The link down ratio with 1
means that all ONUs through the device detect link down.

• Find devices containing all link down ONUs
In order to find devices that effect all link down ONUs,
the system find devices containing all link down ONUs.
As the results, the system estimates the devices that have
some relations to all link down ONUs.

• Find devices with the maximum link down ratio
In order to detect devices which are a main cause for
link down at all link down ONUs, the system picks up
devices with the maximum link down ratio.
As the results, it estimates the damaged devices that cause
the link down at all link down ONUs.

IV. EXAMPLE ESTIMATION

Figure 6 shows the assumed example network. The four
optical fibers are connected to the OLT. These optical fibers
are contained by the optical fiber cables. Additionally, some
optical fibers are aggregated as the tapes in the optical fiber

cables. Each optical fiber cable is connected at closures.
Splitters for PONs are equipped in closures. Each optical fiber
is connected to eight ONUs.

In the example, the tape T2-1 in the optical fiber cable OC2
has damages from extrinsic compression. Generally, some
optical fibers are bonded as tapes in optical fiber cables.
Therefore, damages to the tape cause failures of optical fibers
in the damaged tape. As the results, the ONUs from 5 to 16
detect link down in the example.

Table IV shows the summary of the total number of
connected ONUs, the total number of link down ONUs, the
calculated link down ratio, the ONUs detecting link down,
the devices containing all link down ONUs and the estimated
damaged devices. From the summary, the system can find that
T1-1, T2-1, OC1 and OC2 contain the all link down ONUs.
Additionally, it picks up the maximum link down ratio among
these devices. As the results, it estimates that the tape T2-1 is
the candidate damaged device for link down at ONU5-16.

Figure 7 shows the assumed example network. In the
example, the tape T1-1 in the optical fiber cable OC1 has
damages from extrinsic compression. In this example, we
consider the partial damages in tapes. Therefore, the partial
damages in the tape T1-1 cause the link down at ONU1-16.
On the contrary, ONU17-24 are available in service even if
they through the tape T1-1.

Table IV shows the summary of the total number of
connected ONUs, the total number of link down ONUs, the
calculated link down ratio, the ONUs detecting link down,
the devices containing all link down ONUs and the estimated
damaged devices. From the summary, the system can find that
T1-1, and OC1 contain the all link down ONUs. Additionally,
it picks up the maximum link down ratio among these devices.
As the results, it estimate that the tape T1-1 is the candidate
damaged device for link down at ONU1-16.

V. CONCLUSIONS

In this paper, we proposed the new failure estimation
technique for optical networks. The proposed technique uti-
lizes information about optical fibers monitored by ONUs
and topology information obtained from CAD systems. The
proposed system can estimate locations or devices that cause
link failures by tallying up a number of total ONUs through
each device and a number of total ONUs that detect link down.
As the results, the proposed system can achieve the novel
monitoring scheme without any additional equipment such as
OTDRs into PONs.
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TABLE IV

LINK DOWN RATIO WITH THE DAMAGED TAPE.

Device Number of ONUs ONUs Number of Link down ratio Link down ONUs Containing Estimated
link down ONUs all link down ONUs damaged devices

T1-1 24 ONU1-24 12 0.5 ONU5-16 *
T1-2 8 ONU25-32 0 0
T2-1 12 ONU5-16 12 1 ONU5-16 * *
T2-2 16 ONU17-32 0 0
T3-1 12 ONU13-24 4 0.33 ONU13-16
T3-2 8 ONU25-32 0 0
T4-1 4 ONU21-24 0 0
T4-2 8 ONU25-32 0 0
T5-1 4 ONU29-32 0 0
S1 8 ONU1-8 4 0.5 ONU5-8
S2 8 ONU9-16 8 1 ONU9-16
S3 8 ONU17-24 0 0
S4 8 ONU25-32 0 0
OC1 32 ONU1-32 12 0.375 ONU5-16 *
OC2 28 ONU5-32 12 0.429 ONU5-16 *
OC3 20 ONU13-32 4 0.2 ONU13-16
OC4 12 ONU21-32 0 0
OC5 4 ONU29-32 0 0
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ABSTRACT

In this paper, firstly, a ZigBee-based sensor network is real-

ized and evaluations are carried out in order to clarify the

fundamental performance of this sensor network. The following

evaluations are carried out: first one is an evaluation of the effect

on communication time by the co-channel interference, and

second one is an evaluation of relationship between throughput

and distance. Next, the life recording and management system

as an application of ZigBee-based sensor networks is developed

based on the results of evaluations, and the system is introduced

into the mobile WiMAX network in Azumino city in order to

solve some medical problems in local cities. Finally, this paper

shows both some examples of visualized physical condition data

and the results of field trial test; and the effectiveness and future

works of this system are clarified.

Keywords: Life recording and management system, Wearable

sensor terminal, ZigBee, Mobile WiMAX, Data visualization.

1. INTRODUCTION

Recent drastic advancements in wireless technology are real-

izing the environment allowing us to connect to networks at any

time and from anywhere. Wireless sensor network technology

plays an important role as one of the technologies which realize

the above-mentioned environment.

Although wireless sensor networks do not require high speed

communication of sensors or control devices, the following

characteristics are required to easily develop systems allocated

a lot of devices; Low power, Low cost and Interconnectivity.

IEEE802.15.4 (ZigBee)[1] satisfying the above characteristics

has been formulated by ZigBee alliance[2]. Products complying

with ZigBee are provided by various vendors[3][4].

ZigBee-based wireless networks are applied to disaster pre-

vention, security, transportation, logistics, medical services, pub-

lic welfare, information appliance and so on. In this paper, life

recording and management system is introduced as one of the

ZigBee applications.

In recent year, Japanese people have concerned about the

lifestyle diseases, since the law concerning introduction of

medical check and health direction for the prevention of lifestyle

diseases came into force in April 2008. They begin to consider

it important that they record and manage their own physical

condition. However, to record and manage their own physical

condition is a troublesome task. Here, this paper introduces the

life recording and management system that physical condition

is measured by sensors automatically, and the measured data are

stored on servers through sensor networks. If these data can be

shared with medical experts, people can not only escape from

the troublesome task, but they can also correctly comprehend

their own physical condition.

Firstly, following evaluations are carried out using a ZigBee-

based sensor in order to clarify the fundamental performance of

the sensor.

• Evaluation of the effect of the co-channel interference on

communication time

• Evaluation of the throughput performance at each distance

Next, the life recording and management system is deployed

in the mobile WiMAX network in Azumino city[5] in order to

solve some medical problems in local cities. Finally, from some

examples of visualized physical condition data and the results of

field trial test, the effectiveness and future works of this system

are clarified.

The rest of this paper consists of the following five sections.

Section II denotes the overview of the life recording and man-

agement system. Then, in Section III, performance evaluation

results are denoted. Section IV shows the network configuration

of the system. Section V shows examples of visualized physical

condition data. Section VI shows the results of field trial test.

Finally, Section VII concludes this paper.
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TABLE I
CONFIGURATION OF LIFE RECORDING AND MANAGEMENT SYSTEM.

Parameters Contents Quantity

Wristwatch-type sensor terminal ZigBee-based sensor 2
Hitachi Ltd. AirSense02Plus

Base station for ZigBee Linux-BOX 1
1. Data receive and
accumulation software
2. Ethernet LAN interface
3. USB-type receiver 1

Life recording and management Linux-BOX 1
system server 1. Life information

visualization software
Client PC Web browser 1

(for displaying life data)

2. OVERVIEW OF THE LIFE RECORDING AND

MANAGEMENT SYSTEM

The developed system can manage physical condition data

recorded by “Hitachi Ltd. AirSense02Plus[6][7][8]” via TCP/IP

network. The system provides the following functions.

• Measurement of temperature and amount of activity (ac-

celeration)

• Visualization of daily life rhythm

• Share of physical condition data via TCP/IP network

The system consists of the elements shown in Table I; Table I

shows the configuration of life recording and management

system. A base station for ZigBee can distinguish up to 2

wristwatch-type sensors. It is a Linux-BOX customized for

data receive and accumulation software. A life recording and

management system server is also a Linux-BOX customized for

life information visualization software.

Wearable wristwatch-type ZigBee sensor

Wearable wristwatch-type ZigBee sensor is employed for

measuring various physical condition data, because users can

wear it like a wristwatch. Thus, to wear the sensor is not a

burden for users.

Table II shows the specification of the wristwatch-type Zig-

Bee sensor. Besides, Fig. 1 shows the pictorial image of the

wristwatch-type ZigBee sensor. The wristwatch-type sensor

equips triaxial acceleration and temperature sensors. Various

physical condition data can be measured by these sensors.

Measured data by the sensors are automatically stored on life

recording and management system server via wireless network.

The reason why the battery life and data storage capacity

depend on usage environments is that “differential compression”

is employed for store of the measurement data. Thus, measured

data size depends on the amount of changing of activity. Battery

life become shorter by transmitting the all data stored on the

internal data storage of wristwatch-type sensor.

Visualization of physical condition data

Measured data by a wristwatch-type sensor are analyzed by

the life recording and management system server, and these data

can be displayed by web browsers. This system can display the

amount of activity for a day, a week and three months. Examples

of visualized data are shown in the following section.

Fig. 1. Wearable wristwatch-type ZigBee sensor.

Fig. 2. Effect of co-channel interference on communication time.

3. FUNDAMENTAL PERFORMANCE OF

ZIGBEE-BASED WRISTWATCH-TYPE SENSOR

Evaluations are carried out in order to clarify the fundamental

performance of a wristwatch-type sensor complying with Zig-

Bee. Firstly, an evaluation is carried out in order to clarify the

effect of the co-channel interference on communication time.

Next, the relationship between the communication distance and

the throughput is evaluated.

Evaluated is the effect of co-channel interference of wireless

LAN, which is based on IEEE802.11g, to the wristwatch-type

sensor on communication time. Channel of wireless LAN is

fixed to 6ch (2.437GHz) during the evaluation; besides the

transmission power is 10dBm. On each channel of wristwatch-

type sensor between 13ch (2.415GHz) and 21ch (2.455GHz),

communication time until the end of transmission of all data

stored on the data storage of wristwatch-sensor is measured.

Figure 2 shows the communication time. The abscissa of Fig. 2

denotes the channel frequency[GHz] and the ordinate denotes

the communication time[min]. From this figure, it can be seen

that the communication time becomes longer when the channel

frequency of wireless LAN is close to that of wristwatch-type

sensor.

The effect of the distance between a wristwatch-type sensor

and a receiver on throughput is evaluated under an indoor non-

line-of-sight condition. Channel frequency is fixed during this

evaluation. Throughput is measured at each position where the

distance between a wristwatch-type sensor and a receiver is

between 1m and 7m by 1m. Here, the throughput is calculated

from the communication time until the end of transmission of

all data stored on the data storage of wristwatch-sensor. Figure 3

shows the measurement result. The abscissa of Fig. 3 denotes

the communication distance[m], and the ordinate denotes the

throughput[kbps]. From this figure, although throughput is con-

stant when the communication distance is between 1m and 6m;

throughput measured at the distance of 7m is decreased because
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TABLE II
SPECIFICATION OF WRISTWATCH-TYPE ZIGBEE SENSOR.

Parameters Contents Remarks

Wireless communication system IEEE802.15.4
Channel 16ch(2405MHz∼2480MHz) Communication distance ∼20m(Indoor)

Communication speed 250kbps Maximum speed
Transmission power 0dBm

Sampling interval for triaxial acceleration measurement 20samples/s
Sampling interval for temperature measurement 1sample/s

Data storage capacity 14-day data (Maximum) Capacity depends on usage environments.
Power supply Internal battery（Rechargeable） Charging time is about 2 hours.
Battery life 14 days (Maximum) Battery life depends on usage environments.

Fig. 3. Throughput vs. communication distance.

the communication link capacity is getting small.

Comparing the transmission power of ZigBee with that of

wireless LAN, it is clear that the transmission power of ZigBee,

or wristwatch-type sensor, is smaller than that of wireless LAN.

Thus, wristwatch-type sensor which has small transmission

power is easily affected by the co-channel interference. As a

result, communication time becomes longer, and the communi-

cation link is easy to be disconnected when the distance between

a wristwatch-type sensor and a receiver is over 7m.

4. NETWORK CONFIGURATION OF LIFE

RECORDING AND MANAGEMENT SYSTEM

In Japan, the 2.5GHz frequency band has been allocated to

two telecommunication carriers for wireless broadband systems

at the end of 2007. Also, 10MHz frequency band called “local

band” has been allocated to local carriers in order to improve

public services or to eliminate digital divides. An experimental

system connecting with the Internet using the “local band” has

been deployed in Azumino city. Base stations complying with

mobile WiMAX are deployed in 2009 and 2010, respectively.

Problems in local cities are solved using the mobile WiMAX

system. Concretely, current problems of informatization in local

cities are shown as follows:

P1: Expansion of the services demanded by citizens

P2: Increase of the Internet utilization rate at home and

edification of the effectiveness of Internet services

P3: Elimination of digital divides

P4: Improvement of information literacy

The following services will be provided using the mobile

WiMAX network in order to solve the above-mentioned prob-

lems.

S1: High speed Internet access service

Fig. 4. Network architecture of the mobile WiMAX network in
Azumino city.

S2: Mobile VoIP (Voice over IP) telephonic service

S3: Mobile VoD (Video on Demand) service

S4: High quality image transmission service using live

cameras

S5: Life recording service

S6: ICT disaster prevention system

Figure 4 shows the network architecture of the mobile WiMAX

network deployed in Azumino city[5]. In this paper, the life

recording and management system as one of the above services

is introduced.

The life recording and management system consists of two

networks as shown in Fig. 5. One is a ZigBee-based sensor

network for collecting the data measured by a wristwatch-type

sensor; the other one is a WiMAX-based infrastructure network

for transferring the collected data to a server and for visualizing

them.
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Fig. 5. Network architecture of the life recording and management
system.

Fig. 6. Web pages for the life recording and management system.
(Underlied figures indicate the existance of physical condition data)

ZigBee-based sensor network

The network rounded by dotted line in Fig. 5 is a ZigBee-

based sensor network. Communication between a wristwatch-

type sensor and a USB-type receiver attached with a base station

is performed by ZigBee. Amount of activity and temperature

as physical condition data are transmitted to a base station.

The base station for ZigBee connects by cable to a terminal

for WiMAX, and the measured data are transmitted to a life

recording and management system server via WiMAX network.

WiMAX-based infrastructure network

The network rounded by solid line in Fig. 5 is a WiMAX-

based infrastructure network. In this network, a base station

complying with IEEE802.16e is employed. The frequency is

2587MHz which is an open frequency band for local commu-

nities and the band width is 10MHz. Transmission power of

the base station is 33dBm per an antenna. The base station

consists of two antennas for transmission and four antennas

for reception and can perform antenna beam-forming and space

diversity. The frame structure is OFDMA-TDD with 47 OFDM

symbols per a frame. Frame interval is 5ms. Moreover, the

symbol ratio between down link and up link is 29:18. A sub-

channel allocation method is employed PUSC (Partial Usage of

SubChannels). In a down link frame, 720 sub-carriers are split

into 30 sub-channels. On the other hand, in an up link frame,

560 sub-carriers are split into 35 sub-channels.

Fig. 7. An example of various physical condition data and sensor
information (Upper: one week data, Bottom: daily data).

Firstly, a base station for WiMAX receives the physical

condition data transmitted from a base station for ZigBee. Next,

these data are stored on the life recording and management

server; and life tapestry etc. are generated by the life information

visualization software. Finally, users can confirm their own

physical condition data by web browsers.

5. REPRESENTATIVE EXAMPLES OF VISUALIZED

PHYSICAL CONDITION DATA

Measured data by a wristwatch-type sensor are analyzed by

the life recording and management system server, and these data

can be displayed by web browsers. Figure 6 shows web pages of

the life recording and management system. In this page, users

can check the daily data, weekly data and the life tapestory.

Figure 7 shows an example of various physical condition data

and sensor information of one week, upper, or one day, bottom.

The bottom graph of Fig. 7 shows various physical condition

data. The abscissa of this graph denotes the time, the left

ordinate denotes the amount of activity which is displayed by

a value between 0 and 300, and the right ordinate denotes the
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Fig. 8. Four examples of life tapestries.

temperature between -20 degrees and 40 degrees. The line plot

indicates the temperature, and the bar graph indicates the amount

of activity. From this graph, it can be seen that there is high

correlation between the temperature and the amount of activity.

Moreover, it can be seen that user removed the wristwatch-type

sensor between 12:00 and 13:00 and between 18:30 and 22:30

because the temperature drops and there are little amount of

activity.

The bottom graph of Fig. 7 also shows the sensor information.

The abscissa of this graph denotes the time, the left ordinate

denotes the voltage between 0 and 5.0, and the right ordinate

denotes both the number of transmitted data samples between

0 and 700 and the Lqi (Link quality indicator) between 0 and

255.

Figure 8 shows four examples of life tapestries. Life tapestry

indicates the amount of activity for 3 months, and it is painted by

5 colors. The abscissa denotes the time and the ordinate denotes

the date for 3 months. From each life tapestry, the following

things are clarified.

(a) Regular life: It can be seen that the user sleeps between

22:00 and 6:00 every day because the color of life

tapestry is dark.

(b) Irregular life: It can be seen that the user stays awake

until midnight because the light color exists at mid-

night.

(c) Active: It can be seen that the user spends active life

because the light color exists more than (a) between

6:00 and 23:00.

(d) Time difference by overseas trip: It can be seen that the

user went to overseas trip during a week surrounded

by circle because the user acts between 0:00 and 6:00,

sleeps between 10:00 and 18:00.

If users wear the wristwatch-type sensor every day, they can

correctly comprehend their own life rhythm[9][10][11]．

6. RESULTS OF THE FIELD TRIAL TEST BY

CITIZENS

In this section, results of the field trial test on the life

recording and management system are shown. Total 151 citizens

participated in the trial test. Firstly, the result of five-grade

TABLE III
EVALUATION RESULTS OF 151 CITIZENS.

Evaluation Rate (%)

5 Very good 15
4 Good 35
3 Normal 38
2 Poor 12
1 Very poor —

Fig. 9. Positive and negative comments from citizens.

evaluation is shown in Table III. From Table III, the average

evaluation score is about 3.5; consequently it is clear that

citizens satisfy with the life recording and management system.

Figure 9 shows comments from citizens which are largely

classified into five types. From Fig. 9, about 55 % of the

comments is positive one; on the other hand, about 45 % of them

is negative one. The function of the system which was highly

evaluated by citizens is to be able to confirm the history of

physical condition data via the Internet. The secondly evaluated

function is to be able to accumulate the measurement data for

14 days to the sensor terminal. On the other hand, some requests

from citizens are to increase the contents sensed by the sensor

terminal, to realize the more close-fitting sensor terminal and to

accelerate the communication speed of sensor network.

7. CONCLUSION

In this paper, ZigBee-based life recording and management

system is developed; and the overview, network structure and

fundamental performance of the system are denoted. ZigBee-

based life recording and management system automatically

collects daily physical condition data, and it can visualize these

data. Users can easily comprehend their own physical condition.

On the other hand, some problems for practical use have

been clarified by evaluations. Firstly, the communication time

becomes longer when the channel frequency of wireless LAN

is close to that of wristwatch-type sensor. Secondly, wristwatch-

type sensor which has small transmission power is easily
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affected by the co-channel interference. As a result, com-

munication time becomes longer. Finally, when the distance

between a wristwatch-type sensor and a receiver is over 7m,

the communication link is easy to be disconnected because the

transmission power of a wristwatch-type sensor is small. Hence,

users need to care about the distance from the appliance which

emits the signal having same frequency with a wristwatch-type

sensor. Or, users have to set the different channel frequency to

each appliance.

In this paper, we realized the life recording and management

system using the wearable wristwatch-type sensor as the sensing

technology, both ZigBee and WiMAX as the wireless technol-

ogy and the data visualization technology. The system fulfills

three operational modes of wearable computing [12]. The first

one is constancy. The system is always ready to interact with the

user because the system can accumulate the physical condition

data to the server using wireless technologies automatically

within the range where the sensor can communicate with the

base station. On the other hand, the system can also accumulate

the sensor data for 2 weeks to the sensor even if the sensor

cannot communicate with the base station. The second one is

augmentation. In this system, the user is not required to control

the sensor to sense and to transmit the physical condition data.

Moreover, the user can wear the sensor as same feeling as when

the user wears the wristwatch. So, the user gets relief from

stress, and users can be doing something else at the same time

as doing the computing. The third one is mediation. The system

plays a role as mediator between a user and the outer world.

In this system, the user’s physical condition data, or internal

data, is collected by the sensor automatically. And the system

visualizes the user’s physical condition data, and shares them

through the Internet among the user and the people of the outer

world, for example medical experts.

Currently, in Japan, PHR (Personal Health Recorder) project

has been conducted by the Ministry of Internal Affairs and

Communications; the Ministry of Health, Labor and Welfare;

and the Ministry of Economy, Trade and Industry. This project

aims to develop an infrastructure of electronic health record

system. The data collected by the system includes the health

information recorded at hospitals, pharmacies and homes. In

this project, the life recording and management system shown

in this paper is corresponding to a system which records the

personal physical condition data at each home.

In the future, aging societies will increase the demand for

systems like a life recording and management system. Thus, we

will improve the system to be able to sense the various physical

data through some wearable computer, and we will realize a

system which can help the personal health care.
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Abstract 

In its short career the Faculty of Commercial and 

Business Sciences (Celje, Slovenia) has created an 

important place in the Slovenian higher education 

space. Every year, more students enrol in the 

Faculty, which offers more courses. Today we have 

about 500 full time and 2500 part time students 

enrolled in three courses at all levels.  Who are the 

Faculty’s students? How successful are they in their 

studies and employment? What are their study 

experiences in the educational process at the 

Faculty?  Does the study meet their expectations? 

These are questions which we try to analyze and 

answer in our paper. 

The faculty held separate databases on the 

performance of students, successfulness of 

graduates and the satisfaction of students with their 

studies. Analysts preparing evaluation reports and 

using these resources have neither a single method 

nor the technology for extracting the relevant 

information. Reports are therefore non-transparent 

and do not say much about the quality of school 

work.  

In the paper we will explain the applicability of the 

instrument (the expert model), as well as the 

methodology of its use. The instrument and the 

methodology may be useful for internal or external 

evaluation of studies at the Faculty.  

Key words:  faculty quality, evaluation of studies, 

expert model 

 

 

 

1 INTRODUCTION 

The Faculty collects numerous data and information 

about the study performance of students and 

graduates as well as about the satisfaction of 

students with their studies. These are separate 

databases. Analysts have problems compiling 

evaluation reports and analyses. They do not have 

the instruments or computer tools to prepare quality 

reports.  

Reports and analyses are not related, as they contain 

data from separate databases. It cannot be deduced 

from them, for example, how study performance of 

students is related to successful and timely 

graduation or the satisfaction of students at the 

faculty. In order to be able to effectively monitor the 

quality of the organizational and educational work, 

it is necessary to establish how the the following 

three parameters influence the quality of work: 

performance of students, successfulness of 

graduates and the satisfaction of students with their 

studies.  

We will therefore present an expert model designed 

in the computer programme Dexi [2], which enables 

to link data from different databases and present 

uniform information about the quality of studies at 

the faculty. It needs to be emphasized that the data 

reflects the opinion of students.  

 

2 DATA SOURCES 

The sample for the analysis comprised students who 

enrolled in the Faculty of Commercial and Business 

Sciences for the first time in the years 2007/2008, 

2008/2009 and 2009/2010. The analysis included 
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206 full time and 1271 part time students. A profile 

of students at the Faculty was based on these data. 

The data were collected from the student database 

[5]. 

The sample for the analysis of graduates comprised 

students who graduated from the Factuly in the 

period between October 2007 and September 2009, 

i.e. in the study years 2007/08 and 2008/09. The 

analysis included 787 graduates. The data were 

collected from the graduate database.  

The satisfaction with the Faculty's organization and 

management, the implementation of the education 

process, with teachers and other staff and with other 

activities of the Faculty is evaluated by students 

with the help of survey questionnaires. The 

satisfaction with the Faculty’s organization and 

management is evaluated in respect of the adequacy 

of the Faculty's facilities, the work of the student 

affairs office, information on the Faculty's website, 

the organization of exams and the computer 

equipment in lecture rooms. The satisfaction with 

educational work is measured in respect of the 

quality of the student timetable, study contents and 

the quality of the implementation of lectures and 

practical classes (lecturers and other teachers). 

Some other factors also influence the satisfaction: 

integration of the faculty into the environment, 

motivation of student, coordination of work etc. The 

analysis took into account the survey results from 

2007/2008 and 2008/2009 [6] and [7]. For the 

purpose of evaluating the Faculty’s organization and 

management we analysed 220 questionnaires in the 

study year 2007/2008 and more than 3000 in the 

next study year.  

2.1 Profile of students   

We wanted to establish a profile of the students 

enrolled in our Faculty, which would take into 

account the following: gender, status (full time or 

part time), study year, the period between the 

completion of previous education and the enrolment 

in our Faculty, the school completed prior to 

enrolling in our Faculty and the results achieved in 

previous education.  

In the analysed years the majority of full time 

students are female and their share is increasing by 

almost 10% each year. The ratio between female 

and male student is much more balanced among 

part-time students. A more balanced ratio in both 

study groups is desirable.  

From year to year the enrolment in full time study is 

decreasing, which is the result of the decrease of 

enrolment in secondary schools (dwindling 

population). The enrolment in part time studies, 

however, is increasing (the result of life-long 

learning). The number of students enrolled in the 

first year is also on the increase, which indicates 

that less students transfer from other institutions of 

higher education. In the light of financial effects, 

this is desirable.  

From the data for enrolled full time students we 

concluded that at least one year passes on average 

between the completion of previous education and 

the enrolment in our studies. The average grade of 

final examinations at previous education is 

improving, which means that each year better 

performing student enrol in our Faculty. On 

average, students enrol in part time studies two 

years after completing their previous education, but 

the actual data are much more dispersed than the 

data for full time students (some decide to study 

even after a 10-year break). The data on the grade of 

final examination at previous education are kept 

very inconsistently (21% of the sample includes this 

information), and can thus not be taken into account 

as a relevant indicator of the part time students 

profile.   

Full time students enrol from 26 secondary and 

higher schools in the region, most of them from 

secondary schools of economics. Part time student 

enrol from a wide range of secondary schools in 

Slovenia (the records include 151 different 

secondary and higher schools).  

2.2 Profile of graduates  

The majority of graduates are female (71.4%), 

which is understandable, as 2/3 of the student 

population are female. On average, the study at our 

faculty lasts 2.5 years, which shows that many 
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students enrol directly to the second year (graduates 

of higher schools). The average final thesis grade is 

9.31, while the grade point average is 8.18. In order 

to be able to provide quality remarks on the grade, a 

comparison with a similar faculty and comparable 

study programme would be needed. However, the 

final thesis grade is very high.  

The analysis shows that approximately half of the 

graduates are employed, which is less than 

expected, bearing in mind the full time/part time 

students ratio at the faculty (14% full time and 86% 

part time students in the graduates sample).  

Around 70% of graduates in the observed period 

graduated according to plan. 25% graduate in less 

than 2 years, 49 % in less than three and 5 % later.   

Average final thesis grades are very high: 47.4% get 

the grade 10, 37.6% the grade 9, and 15% the 

grades 7 and 8. Grade point average is more evenly 

distributed: 46.6% score between 8 and 8.99, 36.7% 

between 7 and 7.99, and 16.7% get other grades. In 

comparison with final thesis grades, the grade point 

average is more realistic.  

 

2.3 Data from student questionnaires 

Educational work was assessed by around 2000 

students in 2007/08 and by more than 3000 students 

in 2008/09. The average grade for teachers and 

study courses are almost identical in the observed 

period; 1.8 and of 2.3 respectively (on a scale from 

1 to 4, where 1 is the highest and 4 the lowest 

grade). The grade for other teaching staff (teaching 

assistants, instructors, invited lecturers) varies more: 

1.7 in 2007/08 and 1.6 in the next year.  

The satisfaction with the Faculty’s organization and 

management was assessed with the grade 1.9 by 220 

student in 2007/08 and with the grade 2 by 357 

student in 2008/09.   

The other criteria, e.g. the integration of the faculty 

in the environment, motivation of full-time students, 

coordination of work, support of the management to 

the students, teacher training and adequacy of study 

literature, were assessed with the grade 1.8 in 

2007/08 and 1.6 in 2008/09.  

3 EXPERT MODEL  

After processing the student questioners and 

analysing the data from the student database we 

were able to establish who our students and 

graduates are and how satisfied they are with the 

faculty. However, the interpretations of analysis 

results for individual study years are unrelated and 

non-transparent. Analysts lack the tool for 

comparing the results, examining the characteristic 

statistical differences in the evaluation of individual 

criteria and for simulating the desired conditions.   

In what follows, we will present the expert model 

for evaluating the studies at our Faculty, which was 

designed with the computer programme Dexi 

(Decision Expert), we will make a sample 

evaluation for two observed periods, interpret the 

results and propose the use of the method.  

Dex [3]  is the shell of the expert system, intended 

for multi-parameter assessment. It provides 

effective assistance for decision-making regarding 

more complex problems [1]. DEXi is a derivate of 

the tool used in education. We evaluate individual 

study years according to criteria in the model, which 

are hierarchically structured; the grades for primary 

criteria are calculated by aggregation of grades for 

subordinate criteria according to decision-making 

rules. Besides an in-depth report, which can be 

compiled in Dex, the graphs and the so-called 

»what-if« analysis can help make simple 

simulations of the desired conditions.  

In our case we built a model (prototype) for 

evaluating the studies at the Faculty, based on key 

criteria like: student profile, graduate profile, 

satisfaction of students (Figure 1). Criteria for 

establishing the profile of students (Par. 2.1), the 

profile of graduates (Par. 2.2) and the satisfaction 

based on the student questionnaires (Par. 2.3) were 

used as subordinate criteria. Average grades for 

criteria, calculated from previous analyses for the 

years 2007/08 and 2008/09, will be included in the 

model; grades for individual years present an 

individual variant assessed in the model.  

The model prototype was tried out by a 

questionnaire among the faculty workers (model 
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validation). The sample included teachers, other 

Faculty staff and the management of the Faculty. 

The questionnaire was completed and handed in by 

85.71% of the respondents. The discussion about 

the model validation can be extended and the model 

can be appropriately corrected. According to the 

collected opinions and suggestions, the Dex model 

may remain in the proposed form (Figure 1).  

The grades for criteria in the years 2007/08 and 

2008/09 were included in the model as variants. 

Two variants are enough to explain the usability of 

the method based on the interpretation of 

assessment results (Figure 2).  

The evaluation of studies for both years is positive. 

However, there are certain differences which 

indicate whether or not the observed parameters are 

improving. Comparing the year 2008/09 with the 

previous one, the following differences may be 

established: the share of part time students increased 

(this is, according to employees, less favourable), 

the enrolment in the first year increased (which is 

desirable in the light of education work and the 

owners' interests), half of the graduates are 

employed and the other half are not (the previous 

year more graduates were employed), the 

integration of the faculty in the environment 

improved, as did the cooperation between teachers 

and students and between the management and 

students etc. If we were to examine grades for 

subordinate criteria, differences between both 

variants would be established. If the number of 

evaluated periods was higher (more variants) a trend 

could be observed – whether the evaluation of the 

study at the Faculty is improving or not; which 

differences demand special attention etc.   

Figure 1  

Figure 2 

 

4 CONCLUDING REMARKS 

This paper presents the method of evaluation of 

studies at the Faculty with the help of expert 

modelling. We used the computer programme Dexi, 

which is a simple programme in public domain, but 

any other comparable tool could also be used.  

Expert model is a knowledge database, which can 

be used for establishing, monitoring and assuring 

quality at the Faculty. It collects data from dispersed 

databases at a single location, thus making the 

interpretation of results more transparent and 

enabling direct comparison of evaluations for 

different evaluated periods. The transparency of the 

evaluated variants (study years) makes it possible to 

react quickly and introduce improvements or 

changes.  

The model may always be corrected by changing 

the relations and influences of individual criteria 

(correct decision-making rules). It would be 

reasonable to name a team of experts responsible for 

quality of studies, which would deal with such 

researches.  

The presented method does not aim to automate the 

procedures and tasks related to the evaluation of 

quality at the Faculty. It present a sample support 

system for decision making, which collects data at a 

single location and helps experts to observe 

information which could previously be overlooked 

due to the dispersion of data. This is the significance 

and the value of the method.  

References 

[1]  Adelman, L. 1992. Evaluating decision support 

and expert systems. New York: John Wiley. 

[2] Dexi, Computer program for expert modelling, 

available at   

http://kt.ijs.si/MarkoBohanec/dexi.html.  

[3] Jereb, E., Bohanec, M., Rajkovič,  V.  2003. Dexi: 

računalniški program za večparametrsko odločanje; 

uporabniški priročnik. Kranj: Moderna organizacija. 

[4] Kovač, T. 2010. Analysis of students and graduates 

at FKPV. Celje: Faculty of Commercial and Business 

Sciences.  

[5] Educational records. 2010. Celje: Faculty of 

Commercial and Business Sciences.  

[6] Šuster Erjavec, H. 2008. Students survays. Celje: 

Faculty of Commercial and Business Sciences. 

[7] Šuster Erjavec, H. 2009. Students survays. Celje: 

Faculty of Commercial and Business Sciences. 

 

 

64

Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation: IMETI 2011

http://kt.ijs.si/MarkoBohanec/dexi.html


The tree of criteria                      Description of the criteria 
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Drevo kriterijev
 
Kriterij Opis
 Evaluation the study on Faculty Evaluation the study on Faculty, the view of students

Student profile Students who enroll in Faculty

Full time students Full time students
Percentage Percentage of students
Entry properties Properties of students that enter the Faculty

Continuing education Number of years from the end of previous school
Success of previous school Success of previous school
Enrollment in the class Enrollment in the class; in the 1st  or 2nd class 

Part time students Part time students
Percentage Percentage of students
Entry properties Properties of students that enter the Faculty

Continuing education Number of years from the end of previous school
Success of previous school Success of previous school
Enrollment in the class Enrollment in the class; in the 1st  or 2nd class 

Graduate Profile Graduate Profile of the Faculty
Percentage Percentage of graduates in a year
Success Success of diplomas and study

Years of study Years of study
Assessment of study Average assessment of study
Assessment of diploma Assessment of diploma

Employment Student employment
Student satisfaction Student satisfaction; estimates from surveys

Organization and Management Organization and Management; estimates from surveys
Pedagogical process Evaluation of pedagogical work; estimates from surveys

Evaluation of subjects Evaluation of study subjects
Evaluation of teachers Evaluation of teachers; estimates from surveys
Evaluation of others Evaluation of others in teaching process; estimates from surveys

Other criteria School and community collaboration, student motivation, student and teacher collaboration,  ...
  

Figure 3: The model of evaluation studies at the Faculty, made in computer program Dexi.  
 

 

 

Criteria                                      The year 2007/08           The year 2008/09 

DEXi 13.2.2011 Stran 1

 
Rezultati vrednotenja
 
Kriterij 2007/08 2008/09
 Evaluation the study on Faculty good good

Student profile desirable desirable

Full time students desirable desirable
Percentage planned to small
Entry properties desirable desirable

Continuing education immediately after 1 year
Success of previous school good very good
Enrollment in the class equally into 1st and 2nd class mostly into 1st class

Part time students desirable desirable
Percentage planned to big
Entry properties desirable desirable

Continuing education between  6 and 10 years between 3 and 5 years
Success of previous school good good
Enrollment in the class mostly into 2nd class equally into 1st and 2nd class

Graduate Profile very desirable desirable
Percentage planned planned
Success good good

Years of study less than 3 years less than 3 years
Assessment of study 8-8,99 8-8,99
Assessment of diploma 9 9

Employment mostly employed half employed-half unemployed
Student satisfaction good good

Organization and Management good good
Pedagogical process good good

Evaluation of subjects acceptable good
Evaluation of teachers good good
Evaluation of others good exellent

Other criteria good exellent
 

 

Figure 4: The result of evaluation of two consecutive academic years. 
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ABSTRACT

In  this  paper  we  present  a  method  to  solve  a  problem  of 
brightness  changes  within  a  stack  of  images  obtained  by 
confocal microscope. A result of specimen scanning is a series 
of  2D images.  Consecutive  images  show deeper  sections  of 
stained  tissue.  Within  a  stack  of  images  a  light  attenuation 
increases  with  the  depth  of  imaged  focal  planes.  This  well 
known physical phenomenon is a major obstacle that stands in 
the  way  of  any  CLSM  image  based  analysis.  Because  light 
attenuation  can  be  compensated  by  histogram  modeling 
techniques, a straightforward solution is reached by histogram 
equalization of  all  images in  a  stack.  The aim is  to  remodel 
shapes of histograms in such a way that the intensity histograms 
of  the  resulting  images  become  uniform  within  all  possible 
brightness  values.  Numerous  histogram equalization  methods 
have  been  developed  in  the  last  decade.  In  this  paper  we 
propose  a  novel  3D  histogram  equalization  algorithm.  It  is 
tuned to balance contrast and brightness of images within one 
stack.  In  this  approach  we  assume  a  linear  correlation  of 
brightness  among  adjacent  stack  slices.  Unlike  other  known 
algorithms our approach concentrate  more on preservation of 
information than improvement of visual aspects. 

The presented algorithm was tested on real data as a module 
embedded  in  the  system  for  automatic  3D reconstruction  of 
brain glial cells. Because this novel method is a powerful and 
effective tool  for  contrast  enhancement  and achieving evenly 
balanced luminescence of confocal stack images it substantially 
contributes  to  the  quality  of  fully  dimensional  cell 
reconstruction. 

Keywords: computer  vision,  pattern  recognition,  image 
processing, 3D reconstruction, confocal microscopy

1. INTRODUCTION

Confocal Laser Scanning Microscopy (CLSM), due to its ability 
of non-invasive optical sectioning is considered to be one of the 
most  important  advances  in  optical  microscopy.  The  sample 
analysis not only protects the specimen from damage but also 

creates  images  corresponding to  a  variety of  optical  sections 
within a certain volume of the sample [1]. Image information 
generated by CLSM does not contain signals originating from 
remote locations of the sample. This results in a highly precise 
plan of the acquired images.

Changes  in  cells'  morphologies  are  observed  in  various 
pathological conditions such as neurodegenerative diseases or 
tumor  transformations  [2].  Therefore,  methods  that  allow for 
more  accurate  quantitative  analysis  of  such  changes  can  be 
useful both in research into the mechanisms of development of 
such diseases, as well as in medical diagnostics. The attempt to 
explain the etiology of  these phenomena requires  analysis  of 
each cell separately, yet with the context of surrounding tissues.

In medical examination, every day diagnoses and prognoses are 
based on visual evaluation of the analyzed specimen. Due to its 
increasing accessibility,  CLSM is a device frequently used to 
gain  insight  into  the  characteristics  of  cell  compartments  or 
specific  cell  structures.  Some  of  the  main  drawbacks 
encountered  when  using  fluorescent  CLSM  are  for  example 
changed  intensity  information  or  certain  restrictions  in 
generating images. Improvement of the CLSM technique itself 
is therefore highly recommended. 

In confocal microscopy one of the main problems encountered 
is noise [3]. As shown by Ortiz de Solorzano and coworkers [2] 
and Rodenacker and coworkers [4] if the objects that scatter and 
absorb  light  rays  before  those  can  reach  the  focal  plane  are 
present,  image  stacks  obtained  using  confocal  optical 
microscopy have lower intensities and tend to be more blurred. 

Intensity inequality is even a bigger problem than noise when 
conducting  a  3D  analysis  [5].  There  are  many  factors  that 
influence  spatial  intensity  heterogeneity  like  fluorescent 
attenuation  along  the  confocal  axis  [6],  image  acquisition 
factors  [7,  8,  9,  10],  photobleaching  [11,  12],  variations  of 
illumination exposure rate, spatially uneven distribution of dye, 
spatial  characteristics  of  illumination  beams  [13]  and 
fluorochrome microenvironment [14]. It remains uncertain how 
to define the contribution of all the factors to the lower photon 
intensity effect for each individual image and study [15].
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Losing  image  intensity  is  a  generally  recognized  problem, 
however there is no single 3D correction method known that 
can be used and enable a truthful quantitative analysis for all  
studies  [3,  16].  It  remains  a  challenge  to  find  such  a 
compensation  method  that  would  help  solve  both  spatial 
intensity heterogeneity and intensity noise problems and lead to 
the improvement of image acquisition steps.

A way to overcome light intensity attenuation in CLSM is to use 
histogram modeling techniques which change images in such a 
way that their histograms have a desired shape [17]. Histogram 
Equalization  method  (HE)  is  one  of  the  easiest  and  most 
commonly used histogram modeling techniques known. In this 
method, gray levels of the equalized image are made as close as 
possible leading to a better contrast effect and a more detailed 
image of dark or bright regions. Pixel values are also modified 
by HE. The intensity histogram of the image becomes uniform, 
therefore the contrast of the output image is enhanced.

There are many various HE methods established [18, 19, 20, 21] 
and used to, e.g., correct spatial intensity heterogeneity in the 
lateral  plane  [17].  One  of  HE modifications  called  Adaptive 
Histogram  Equalization  (AHE)  has  applications  in  adjusting 
intensity variations locally by computing local histogram within 
spatially different focal planes [22]. Still, AHE remains highly 
sensitive  to  noise.  An  improved  AHE  method,  the  Contrast 
Limiting Adaptive Histogram Equalization (CLAHE),  reduces 
noise amplification present in AHE. 

In our method it is assumed that distribution of voxels for the 
ideal  image  is  very  similar,  i.e.  it  has  the  same  degree  of 
brightness. This means that in an ideal case, all the 2D images 
within a stack should have a similar histogram. The greater part 
of  each  of  the  sections  of  the  stack  in  the  XY plane  is  the 
background with the same resolution regardless of the depth of 
the cross section, so this assumption is quite close to reality.

2. MATERIALS AND METHODS

In order to test  the brightness balance algorithm presented in 
this  paper,  specimens  from  rat  brain  were  used.  They  were 
prepared in the following way. The animals were anesthetized 
and  perfused  transcardially  with  4%  paraformaldehyde  in 
phosphate-buffered saline. Brains were removed and post-fixed 
in  the  same  fixative  as  before.  Sections  of  50–150  µm  in 
thickness  were  cut  with  a  vibratome  (Leica  VT1000S)  and 
stained  immunohistochemically  with  antibodies  against  glial 
fibrillary acidic protein (GFAP is a marker of brain astrocytes) 
and counterstained with DAPI to visualize cell nuclei. Details of 
the staining method were described in [23].

The confocal laser scanning microscope, Zeiss LSM 510 Meta, 
was used to examine the prepared specimens. The 3D images 
presented in this paper were obtained by a scanning series of 
1024 x 1024 sections with 0.28 µm steps. During the scanning 
process,  the  Plan-Apochromat  63/1.4  Oil  DIC  objective  was 
used and the pinhole diameter was set to 96 µm. The obtained 
stack consisted of 67 slices and was acquired as 12-bit depth 
images  with  resolution  equal  to  0.14  µm  per  pixel.  Each 
scanning process was conducted two times, first one for GFAP 
fluorochrome  excitation  and  second  one  for  DAPI 
fluorochrome.

During image processing both stacks (DAPI and GFAP) were 
processed independently. In order to equalize the brightness of 
images  within  a  stack  approach  proposed  in  this  paper  was 
tested. The method described below was  implemented in the 
C++ language.

Method of Linear Scaling with Histogram Matching 
(LSHM)
The  proposed  approach  focuses  on  the  characteristics  of  the 
histograms.  Method  presented  below  is  based  on  two 
assumptions: 

• Histograms  of  neighbouring  2D  images  should  be 
very similar, since these represent neighbouring cross 
sections of the stack.

• All the factors that affect the final brightness of the 
image are linear and operate on each pixel in the same 
way,  regardless  of  the  values  of  other  pixels.  The 
relationship between the values of pixels in the ideal 
image  and  the  image  obtained  in  the  scanning  can 
then be written as a linear function:

L j  p=a j⋅pb j (1)

The values of the coefficients  aj and  bj are different 
for  each image  Ij.  The variable  p is  the value of  a 
point on the resulting image which corresponds to a 
point of the value of Lj(p) of the ideal image. 

Based on these assumptions, we can conclude that differences in 
the histograms of two neighboring images Ij and Ij+1 are caused 
by the fact that each of them is the result of the transformation 
of the actual (ideal) image by another linear function Lj

-1. This 
function is the reciprocal of  Lj. Moreover, we assume that the 
ideal  histograms  should  be  almost  identical.  The  described 
method relies on setting the transformation Lj for each image Ij.

The number of pixels in image Ij of a value p will be denoted by 
the function hj(p) that is defined for integer arguments and takes 
integer values. It is a well-known definition of the histogram. 
Similarly, the cumulative histogram will be denoted by  Hj. In 
this work it is assumed, that Hj is defined as follows:

H j:ℝℝ

H j p=∑
i=0

⌊ p ⌋

h ji p−⌊p⌋⋅h j⌊ p ⌋1
(2)

The function  Hj is  a  non-decreasing function.  This  allows to 
define the inverse function Hj

-1:

H j
−1 :ℝℝ

H j
−1
v=min p H j p= v

(3)

Knowing the transformation of the image Lw=aw*p+bw, which is 
known or calculated in advance, we wish to find an analogous 
transformation Lj=aj*p+bj for the adjacent image Ij. The aim is 
to find such values of  aj and  bj coefficients, that the image  Ij 

after  transformation  by  the  function  Lj has  the  most  similar 
histogram to the histogram of the ideal image Iw which has been 
transformed  by  the  function  Lw.  The  problem  that  must  be 
addressed  is  the  manner  of  determining  the  values  of 
coefficients  aj and  bj.  The  proposed  solution  is  based  on 
comparison of cumulative histograms Hj and Hw. For the pixel 
values p for which the histogram has a nonzero value, we try to 
match the corresponding pixel  value from the second image. 
Then, for the designated in this way pairs of pixel values we 
seek for  best  fitted values  aj and  bj.  For  the solution of  this 
problem  a  global  minimum  of  the  following  function  was 
adopted:
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Ea j ,b j= ∑
p∈ℤ

h j p0∧H j p≤0,9⋅N

∣L jp−Lw Hw
−1
H jp∣

 ∑
p∈ℤ

hw p0∧Hw p≤0,9⋅N

∣Lw  p−LjH j
−1
Hw  p∣

= ∑
p∈ℤ

h j p0∧H j p≤0,9⋅N

∣a j⋅pb j−aw⋅Hw
−1
H j p−bw∣

 ∑
p∈ℤ

hw p0∧Hw p≤0,9⋅N

∣aw⋅pbw−a j⋅H j
−1Hw  p−b j∣

 (4)

The  variables  aj and  bj are  the  only  searched  values  in  the 
described equation. The values of coefficients aw and bw for the 
reference ideal image Iw must already be known beforehand. In 
the above formula the only values p that are taken into account 
are  the  ones  of  which  cumulative  histogram  value  has  not 
exceed 90% of the pixels in the image. In this way the voxels 
with the highest values are omitted, i.e. those representing the 
objects. If for the analyzed image Ij more than 90% of the pixels 
in  that  image  have  the  same value,  the  value  of  this  image 
coefficient values aj and bj are appropriate coefficients aw and bw  

of the reference image. 

To  compensate  the  brightness  of  images  in  the  stack,  it  is 
necessary  to  select  one  of  the  images  as  a  model  image,  to 
which the other  images will  be adjusted.  For  each processed 
stack  a  picture  of  the  highest  quality  was  chosen  the  model 
image. The values of its coefficients are taken aw = 1 and bw = 0. 
For  the  image  lying  directly  under  the  proceeding  one,  the 
coefficients  aj and  bj are  calculated.  After  coefficients 
assignation, this image becomes the reference image for another 
image below, for which the new coefficients  aj and bj are then 
calculated.  This  operation is  repeated for  consecutive images 
until  the  end  of  the  stack is  reached.  A similar  procedure is 
applied to the images lying above the first reference image. The 
overall  scheme  of  brightness  equalization  algorithm  is  as 
follows: 

1. One  of  the  slices  from  a  stack  is  selected  as  a 
reference image and assumed as the primary model 
image  Iw (aw =  1,  bw =  0).  To  select  the  most 
appropriate image, the algorithm described in [20] is 
used.

2. The image lying beneath the image Iw is considered to 
be the image Ij.

3. The  comparison  of  histograms of  images  Iw and  Ij, 
followed by designation of coefficients aj and bj – as a 
global minimum of the formula (4).

4. If the picture is not the last image of the stack, it is 
then considered to be the image Iw with coefficients aw 

= aj  and bw = bj, and the algorithm returns to step 2.

5. The image selected in step 1 becomes again a primary 
model image Iw (aw = 1, bw = 0).

6. The image lying above the image Iw is considered to 
be the image Ij.

7. The  comparison  of  histograms of  images  Iw and  Ij, 
followed by designation of coefficients aj and bj – as a 
global minimum of the formula (4).

8. If the picture is not the first image of the stack (j > 0), 
it  is  then  considered  to  be  the  image  Iw with 
coefficients  aw =  aj and  bw =  bj,  and  the  algorithm 
returns to step 6.

As a result  of the algorithm for each image  Ij we obtain the 

coefficients aj and bj of a stack through which the image should 
be transformed into. The operation of assigning new values of 
the pixels is performed on floating point numbers. The resulting 
stack of images with the actual pixels is transformed back to the 
input pixels' type.

The cost function presented as formula (4) may be rewritten as 
the following formula:

            
F a, b=∑

i=1

n

∣c i0a c i1b∣

a∈[amin ,amax ]
(5)

Variable n is equal to the number of addends from formula (4). 
The variables denoted as  ci1 and ci0 are constants. Their values 
are calculated from cumulative histograms Hw and Hj   as it was 
described in formula (4). The searching solution corresponds to 
the  global  minimum  of  function  F(a,b).  An  additional 
assumption was made to simplify the problem – the value a is 
assumed to take values from interval [amin, amax]. It corresponds 
to the brightness quotient between neighboring slices, so it may 
be safely constrained to values from interval  [0, 50].  Several 
methods of minimization function presented at formula (5)  are 
known, for example [24, 25, 26 or 27].

3. RESULTS

To verify the effectiveness of the method proposed in this paper, 
its results were compared with results of two other well-known 
algorithms. As the first of the reference methods the Histogram 
Equalization algorithm was chosen, denoted hereinafter as HE. 
Histogram equalization is intended to spread image gray levels 
over the entire scale and to allocate an equal number of pixels to 
each gray level. The effect of histogram equalization for human 
observers  is  usually  a  more  balanced  and  better  contrasted 
image. Applying this approach to solve the problem presented 
in the work, that is brightness alignment within the image stack, 
the HE algorithm is performed independently on each of the 2D 
images. The other method used for comparative purposes was 
the  CLAHE  method,  known  as  Contrast  Limited  Adaptive 
Histogram  Equalization,  as  described  in  [24].  Like  HE 
algorithm,  CLAHE is  aimed to match the histogram of  each 
cross section within a stack. However, the CLAHE algorithm 
preserves the local  contrast  of  processed image well,  so that 
generally provides visually better results than HE.

One of the properties, which demonstrates the high quality of 
the resulting image is contrast. In the present study to assess the 
quality of applied methodology the coefficient defined in [25], 
which is a measure of contrast per pixel, was applied. Its value 
is determined by the following formula: 

C=

∑
x , y ∈ I

∑
i , j∈{−1,0,1}

∣I  x , y− I  xi , y j ∣

N

 (6)

This coefficient is calculated for each slice independently. Its 
value corresponds to the average difference between adjacent 
pixels.  For  each  images'  pixel  neighborhood,  defined  by  a 
window of  3x3 pixels,  is  analyzed.  We assume here that  the 
value of pixels lying outside the image equals 0.

To  verify  the  method  proposed  above  raw stacks  of  images 
obtained from CLSM were processed. Values of coefficient  C 
(contrast per pixel) calculated for following slices of obtained 
stacks were collected on graphs presented at Figure 1. Images of 
cross sections from original and processed stacks were depicted 
at  Figure  2.  Images  processed  by  HE  algorithm  are  of 
incomparably high contrast when compared with images of the 
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Figure 1. Contrast per pixel coefficient (formula (6)) calculated for DAPI (on the left) and GFAP (on the right) stacks.

Original                            LSHM CLAHE                                  HE      

   

   

   Figure 2. Images from GFAP staining stack (10th, 35th and 60th) before and after processing by LSHM, CLAHE and HE algorithm.
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other stacks. It is caused by the fact that this method tends to 
equalize  the histogram within each image.  A side effect  is  a 
strong reinforcement of image noise of cross sections most of 
which is their background. This causes a big difference in the 
value of the coefficient C in comparison to the original stack 
(blue line) as well as to the stacks obtained by other methods.  
This is particularly clear for the stack of DAPI staining, which 
contains  several  nuclei  distinctly  separated  against  relatively 
uniform background. Application of HE algorithm for such a 
stack resulted in a strong differentiation of the background pixel 
values, representing the vast majority of the image, as reflected 
by the very high contrast ratio compared to the input stack.

Application of the CLAHE method to both tested stacks also 
caused explicit  increase in  the contrast,  but to  a much lesser 
degree. Unfortunately, the resulting shape of the graph is very 
similar to the one calculated for the original stack. This raises 
suspicion whether the application of this method does correct 
the difference in  brightness of  consecutive images within the 
stack or not.

Stacks  processed  with  the  use  of  the  proposed  method  (red 
graph) have the lowest per-pixel contrast ratio. It is caused by 
the  fact  that  our  method  places  emphasis  on  preserving  the 
shape of the input histogram. Both image stacks obtained by 
applying  our  algorithm  are  preferably  aligned  with  contrast 
along the Z (depth) axis.

To verify the quality of processed stacks, they were binarized by 

a well known Otsu algorithm [28] and then visualized as a 3D 
image.  In  the Figure  3,  the  comparison between binarization 
results of unprocessed and processed stacks is presented. The 
green  color  marks  voxels  from  GFAP stack,  the  blue  color 
corresponds to voxels from DAPI stack. DAPI and GFAP stacks 
were processed independently and then merged.

As  shown  in  Figure  3,  binarization  performed  on  the  stack 
processed  by  our  algorithm  provides  the  best  results.  The 
quality of resulting 3D image is clearly better than the input  
image.  The  GFAP  staining  stack  obtained  by  the  CLAHE 
method  also  includes  more  details  than  the  input  stack. 
Nonetheless,  due  to  large  disproportions in  the brightness  of 
individual cross sections a huge fragment of the background is 
present in the result of binarization, causing a struggle with any 
further image processing. The DAPI staining stack was properly 
restored. The worst result was achieved by the use of the HE 
method.  Because  of  strong  deformation  of  histograms  of 
consecutive images within a  stack,  the results of  binarization 
incorporate a large amount of noise – that is in both the DAPI 
and GFAP staining stacks.

4. CONCLUSIONS

We  have  developed  an  intensity  heterogeneity  correction 
technique that adjusts the intensity heterogeneity of 3D image 
stacks  and  preserves  fine  structural  details.  The  proposed 
method seems to be a promising alternative to initial processing 

Figure 3. The results of Otsu binarization carried out on stacks: raw original data (top left), proposed algorithm of Linear Scaling with  
Histogram Matching (top right), CLAHE (bottom left), and HE (bottom right).
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applied to CLSM image stacks. According to its exemplary use 
shown  in  the  article,  our  method  enabled  significant  quality 
enhancement of 3D images obtained from the processed stacks. 
It is true that its use may cause a deterioration of contrast to 
some sections of the processed stack. However, we expect this 
to do no harm in the context of three-dimensional processing, 
such as a full structure reconstruction. A big advantage of the 
proposed method is the simplicity of its application – it requires 
no ad hoc parameters settings nor any interaction with the user.
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ABSTRACT 

Automatic identification and classification of objects being the 

results of image recognition algorithms became more and more 

popular in many aspects of human activity. On the other hand, 

manual stereological methods and conventional image analyzer 

are more often than not difficult and time-consuming tool to 

obtain the informative data especially for complicated 

microstructures. To solve these problems, a computer assisted 

quantitative metallographic analysis was explored. The input 

data for the proposed analysis was a set of digital 2D images of 

metal microstructures of the technical aluminum cast Al-Si 

alloys. Images were obtained by high quality cameras 

embedded in optical microscopes. The objects of interest were 

the precipitates of intermetallic phases of various morphological 

shapes.  

Traditionally, descriptions of microstructures have been based 

on measurements of topological relationships between the three-

dimensonal space and two-dimensional microsections, such as 

grain size, the average volume of particles, volume fraction, 

size of particles in unit volume, etc. We consider these features 

to be insufficient for the process of classification which permits 

differentiation. Therefore, the computational methods of pattern 

recognition have been applied to both the statistical particle 

shape analysis and topological characterization of dendritic 

structures. Several examples of designed and implemented 

algorithms, including the measurements of compactness, scale 

and rotation invariant moments, fractal dimension, convex hull, 

lacunarity and many other parameters are presented. The key to 

this quantitative analysis is the manner of interpretation of 

aluminum alloys' planar microsections. It provides practical 

techniques for extracting quantitative information from 

measurements. It is these features that determine the mechanical 

properties, and any advanced understanding of microstructure-

property relations requires their quantitative description. 

The presented approach is aimed at designing a system for 

identification and classification of microstructures occurring in 

multiphase cast alloys. Image data representing diverse samples 

was taken into investigation. Within each sample alloys’ 

features were determined based on a cast modeling process. 

Due to the fact that the presence of specific microstructures 

determines mechanical properties of cast alloys, an automated 

image based classification system may be an invaluable tool for 

developers of modern casting technology. 

Keywords: computer vision, pattern recognition, image 

processing, identification of metal phases, quantitative 

metallography 

1. INTRODUCTION 

Polyphase metal alloys are still the most common structural 

materials in the production of many goods. Increasing demands 

regarding on one side, the quality of the products and on the 

other saving costs and environmental friendly technology are 

opening the wide fields for advanced methods of material 

investigations. The starting points of prospective material 

modification are always very well-known relationships {C,T} 

↔ {UP} (where C- chemical composition, T- technology, UP – 

utilizable properties) [1-6]. However, the another relationships 

{M} ↔ {UP} (where: M- microstructure) represents a more 

close and direct interaction which can be implemented into 

physical or statistical material models [7]. The term ‘material 

microstructure’ in material science means a 3D construction 

composed of the particular elements differing in physical, 

chemical and morphological properties. Light microscopy 

investigations relate to the 2D representatives of the 

microstructure constituents, revealed on the metallographic 

plane cross sections with special preparation procedures. The 

known stereology relationships allow direct matching of the 2D 

quantitative global parameters for some microstructure models 

to their 3D equivalents [8-10]. However, the general description 

rules for the local features of the material constituents, 

important from the point of view of its model behavior have not 

been until yet established [11-13]. Especially, in the case of 

concave dendritic particles an anticipated 2D ↔ 3D 

morphology relationship can be univocal and even contradictory 

(Fig.1). 

The quantitative description of the local microstructure features 

as shapes of particular elements is one of the most important 

and difficult problems in microscope image analysis. A 
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computer assisted microscope image analysis has been explored 

in order to solve this problem [8, 9, 14, 15]. 

In the multi component eutectic microregions during alloy 

crystallization the phase constituents solidify into very 

morphologically complicated forms. Commonly, concave solid 

figures of a well-developed surface are found, sometimes 

similar to either dendrite or fractal forms. On the basis of the 

metallography knowledge, the characteristic morphology forms 

are correlated to a particular phase constituent identified 

univocally by its crystal structure [16, 17]. Local 

crystallography phase identification is more time-consuming 

than microscopic observation, thus the quantitative procedure 

for classifying and discriminating observed morphology forms 

will be a very useful examination tool.  

shape phase crystal element 

needle 

β-AlFeSi 

Al3Fe 

Al7Cu2Fe 

monoclinic 

tetragonal 

Al, Si, Fe,Cu 

branch 

Al3Ni 

Al9FeNi 

Al6Cu3Ni 

orthorhombic 

cubic 

Al, Ni, Fe, Cu 

Chinese script 

α-AlFeSi 

α-AlMnSi 

Mg2Si 

hexagonal 

cubic 

Al, Si, Fe, 

Mn, Mg 

Table 1. Morphology forms established as shape standards for 

chosen intermetallic phases [16, 17] 

Three morphology groups of the intermetallic phase precipitates 

occurring in the eutectic solidifying in the Al alloys have been 

chosen for the examinations. They have been named by with 

using wide analogies as needles, branches, Chinese script. Each 

of them is specific for a particular intermetallic phase group 

(Tab. 1), therefore the establishment of the quantitative 

coefficient allowing their separation on the microstructure 

images will be considered an important progress in the solution 

of the problem formulated above. 

2. MATERIALS AND METHODS 

Material preparation 

The analyzed images represent microstructures of the technical 

aluminum cast Al-Si alloys. The microstructure examinations 

have been carried out on metallographic microsections, polished 

with 0,25mm diamond suspensions and etched with 10% 

NaOH. 

Metallographic specimens of alloys' samples are subjected to 

digestion, which reveals the overall picture of the structure and 

enables identification of individual structural components. 

Reagents reveal the structure of etched phases and grain 

boundaries. Having a selective reagents’ stain or dissolving 

certain components of the structure allows their identification.  

The microstructure observation has been carried out by means 

of the light metallographic microscope either Neophot 32 or 

Axio OZm1. Microstructure pictures have been recorded in the 

digital form as jpg files. 

Image acquisition 

Materials of examinations were series of the laboratory cast 

multicomponent Al alloys. Microstructure images have been 

revealed with the standard metallographic procedures on the 

random plane cross sections. The pictures have been recorded in 

RGB standard with 36bit color depths by means of the light 

metallography microscope AxioObserver oZm combined with 

high resolution Axiocam ICc3 camera of CCd basic resolution 

2080x1540.  

(a)     

(b)     

Figure 1. Results of the 3D reconstruction of the microstructure constituents shape: (a) sequence of the localized cross sections, 

intermetallic phase in the Al-Si alloy [12], (b) FIB in SEM, flake graphite in the cast iron [13] (1- LM, plane cross section (FRI 

microstructure archives), 2- SEM, deep etched cross section (FRI microstructure archives), 3- 3D reconstruction)  
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The quality of images depends on the use of light source, filters, 

way of lighting the cross sections and choice of lenses mounded 

in the microscope. Pictures of microstructures taken at various 

magnifications include structural components (objects) which 

differ from the matrix by luminance and chroma. The analysis 

of such structures can be additionally impeded by uneven 

illumination and low contrast. It requires balancing of global 

and local histograms of images. Another problem is the lack of 

continuity of grain boundaries and phase brightness due to the 

heterogeneous matrix and the presence of noise in the image. 

Finding the location of boundaries between the phases in the 

image of the microstructure requires the use of various methods 

of detection depending on the nature of the structure and the 

lighting conditions.  

Image analysis 

Computer analysis of digital images requires finding a solution 

to many problems. There is no methodology that allows to 

approach each issue in the same way. For the analysis of 

microstructures of aluminum alloys, it is necessary to carry out 

a series of image operations, which result in the calculation of 

parameters describing the structural components.  

On the base of the previous works [7, 16, 17], the morphology 

class of the observed microstructure constituents has been 

arbitrarily established. The real material constituents, 

represented on the microphotographs, i.e. specific image fields 

recognized as particular intermetallic phase precipitate 

representatives, have been attributed to the particular 

morphology class according to their a priori visual pattern 

recognition. The geometry of each morphology class of the 

objects ought to be recognized and univocally described by 

means of either one or another chosen group of the quantitative 

coefficients. 

The analyzed objects are characterized by different structural 

shapes. It is important to describe shapes using parameters 

(features) whose values do not depend on the microscope 

magnification. From a mathematical point of view, it is 

insufficient to describe the shape only by a single feature. From 

the need to reduce the accuracy of shape description, it is 

required to propose and design certain shape specifications. 

These must be parameterless, easy to interpret and give values 

reflecting differences in the shape of a specific type of structure. 

For such purposes the use of so-called moments of inertia, 

topological parameters and objects boundaries analyzes seems 

promising. For each image these parameters can be calculated 

by finding coherent components and skeletons of the images’ 

objects. 

Description of shapes with a high degree of complexity causes 

some of the parameters to be similar for various classes of 

objects. In such cases, it is necessary to analyze a large sample 

of images so that the classification is carried out by using the 

average expected values. 

Moments of inertia 

In the process of image analysis the moments of inertia are very 

widely used [18]. They describe the image content or its 

distribution relative to the coordinate system. Moments reflect 

the change of global and local geometry of the structure. By 

analogy to the mechanics, image properties are characterized by 

moments. Assuming a two-dimensional image as a continuous 

function of the density distribution f(x, y), the moment of order 

(p+q) for the entire image area Ω is defined as:  

m pq=�
Ω

x
p

y
q

f �x , y�dxdy
                        (1)  

for p, q = 0,1,2, ... . As can be seen of Eq. (1) in the case of 

image processing, the moment is a special feature of the 

weighted average intensity of pixels. For binary images Eq. (1) 

is converted into a discrete form. For simplicity it is assumed 

that the image area is divided into squares of size 1x1, where 

the value of the density function is constant. To an image 

recorded in grayscale of brightness of pixels f(x,y), the moment 

of ij is calculated as:  

M ij=∑
x

∑
y

x
i
y

j
f �x , y�

                         (2)  

where x and y are the coordinates of successive pixels in the 

image. For images of alloys microstructures analyzed in the 

presented study, the moments were calculated according to 

Eq. (2). Because the microstructures were digested with various 

reagents and the light settings in the microscope were not 

constant the binarization was performed. Specific moments of 

binary image are: surface area, center of mass, orientation. For 

example, the image property described by moments expressed 

as: 

� M00 – the object's surface 

� M10 / M00 – coordinate xc of gravity center of an 

object 

� M01 / M00 – coordinate yc of gravity center of an 

object 

Central moment pq for the image stored in the grayscale is 

defined as: 

µ pq=∑
x

∑
y

�x− xc�
p
�y − yc�

q
f �x , y�

               (3)  

where f(x, y)=1 for pixels representing objects of a binary 

image. 

Central moments of the third row are calculated by formulas:  

µ00= M 00

µ01= µ10= 0

µ11= M 11− xc�M 01= M 11− yc�M 10

µ20= M 20− xc�M 10

µ02= M 02− yc�M 10

µ21= M 21− 2�xc�M 11− yc�M 20�2�xc

2
�M 01

µ12= M 12− 2�yc�M 11− xc�M 02�2�yc

2
�M 10

µ30= M 30− 3�xc�M 20�2�xc

2
�M 10

µ03= M 03− 3�yc�M 02�2�yc

2
�M 01

        (4)  

Based on the above mentioned central moments Hu [19] 

proposed the two-dimensional image set of invariant moments. 

Seven independent moments can be used to identify and classify 

objects regardless of their size, position and rotation. For this 

purpose, normalized central moments ƞij are defined: 

ƞij=
µij

µ00

�1�
i� j

2
�                                        (5)  

Moments regardless of scale, position and rotation Φi are 

recorded as a combination of moments ƞij: 
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Φ1= ƞ20+ ƞ02

Φ2= (ƞ20+ ƞ02)
2
+ (2ƞ11)

2

Φ3= (ƞ30− 3ƞ12)
2
+ (3ƞ21− ƞ03)

2

Φ4= (ƞ30+ ƞ12)
2
+ (ƞ21+ ƞ03)

2

Φ5= (ƞ30− 3ƞ12)�(ƞ30+ ƞ12)�((ƞ30+ ƞ12)
2
− 3�(ƞ21+ ƞ03)

2
)

+ (3ƞ21− ƞ03)�(ƞ21+ ƞ03)�(3�(ƞ30+ ƞ12)
2
− (ƞ21+ ƞ03)

2
)

Φ6= (ƞ20− ƞ02)�((ƞ30+ ƞ12)
2
− (ƞ21+ ƞ03)

2
)

+ 4ƞ11�(ƞ30+ ƞ12)�(ƞ21+ ƞ03)

Φ7= (3ƞ21− ƞ03)�(ƞ30+ ƞ12)�((ƞ30+ ƞ12)
2
− 3�(ƞ21+ ƞ03)

2
)

− (ƞ30− 3ƞ12)�(ƞ21+ ƞ03)�(3�(ƞ30+ ƞ12)
2
− (ƞ21+ ƞ03)

2
)

 (6)  

3. RESULTS 

Acquired images of specimens' sections were binaryzed with 

the use of Otsu algorithm [20]. From obtained images  21 

largest structures were chosen and classified by expert. Each 

object was assigned to exactly one of the following classes: 

needles, branches or Chinese script. 

The aim of this study was to propose quantitative indicators 

describing the phases of the microstructure that will allow you 

to assign it to one of the above classes. Due to the shape of the 

phases occurring in the various structures, the best parameters 

should be such, that their value of which strongly depends on 

the shape. For each analyzed object moments Φ1-Φ6 were 

calculated. However, no combination of these parameters 

(a) (b) (c) 

(d) (e) (f) 

(g) (h) (i) 

Figure 2. Overview of microscopic images of aluminum alloys at a magnification of 500x and images resulting from their processing. The 

first row comprises of pictures of microstructures such as: (a) Chinese script, (b) branches and (c) needles. The binarization process results 

in images presented in the second row (d, e, f). The last line contains images generated by segmentation process (g, h, i). Color indicates a 

blue background while further objects are marked with contrasting colors. The resulting images include information on: the objects gravity 

center position, the main axes, values of the first scale independent moment Φ1 and moments of inertia with respect to the main axis MC. 
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allowed classification of analyzed structural components. 

Therefore, it became necessary to introduce a parameter 

sensitive to the morphological differences of metal phases. In 

this paper, a new morphological parameter moment of inertia of 

objects according to their main axis was introduced. This value 

was calculated by formula:  

M C=∑
x

∑
y

d c

2
�x , y�f �x , y�

                  (7)  

where dc(x,y) is the distance from the object pixel with 

coordinates (x,y) from its main axis, and f(x, y)=1 for object 

pixels in the image binary. 

The examples of structures from different classes and results of 

their processing are presented on Fig. 2. The best results in 

terms of their use in identifying the components of phase 

microstructures give: first moment Φ1 and moment of inertia 

with respect to the main axis of the objects MC. 

Fig. 3 is a graphic summary of the results of measurements of 

parameters Φ1 and MC for all 21 processed structures. Each 

marker was labeled by color that corresponds to one of the class 

assigned by expert: Chinese script (blue), branch (violet) or 

needle (red). Selection of the largest structural elements for each 

type of microstructures allowed to find a range of values for 

different parameters and minimize the measurement error value. 

The outlined areas, typical for ranges of values of particular 

structures parameters are depicted in Fig. 3. 

 

Figure 3. Summary of measurement results of parameters for 

the largest structures of the phases such as: Chinese writing 

(blue), branches (violet) and needles (red). 

4. CONCLUSIONS 

The aim of this study was to propose such quantitative 

indicators that describe the phase microstructure and allow to 

assign it to one of the three types of structures. 

The results of the carried out quantitative microscope image 

analysis have revealed that more complicated morphology 

forms, present in the microstructure images of the cast Al alloys 

cannot be univocaly described with only one geometry shape 

factor used for tested images sets. Nevertheless, the presented 

experiment has shown the possibility of particular morphology 

class discrimination according to complex coefficients 

combining particular geometry shape factor with one of the 

binary image momentum. This result exposes to view the new 

field of quantitative microstructure description as a very 

important stage of the material model simulation and its 

technical application.  

The positive verification of the assumed attribution of the 

morphology classes parameters to the particular microstructure 

constituents provides a new tool of computer aided microscope 

image interpretation.  

Strong influence of both image quality (i.e. either metallography 

cross section preparation or acquisition conditions) and 

microscope magnification during present examinations suggests 

the necessity of this procedure stage standardization. 
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ABSTRACT 

Sourcing decisions are a key factor in supply chain 

security. In this research the authors posit that there are 

multiple risk types involved in the sourcing decision, 

and develop a model framework for analyzing these risk 

components. Specifically, increasing the number of 

sources minimizes risk related to supply disruptions, but 

intensifies risk related to security failures. This paper, 

which is a part of an ongoing research effort that 

develops a supply chain approach for international 

logistics, concludes that the best structure for single or 

dual sourcing from a risk minimization perspective 

depends on whether the suppliers operate in series or in 

parallel, and if in parallel, as a backup or as an 

alternative with a prescribed percentage.  

 

Keywords: Supply Chain Security, Risk Analysis, 

Supplier Selection, Dual Sourcing, Supply Chain 

Management  

 INTRODUCTION  

Sourcing decisions have become so important in 

the life of a corporation to the extent that they can 

define the corporation its growth and the firm’s 

competitive advantage [1]. The importance of these 

decisions is underscored in the supply chain. 

Dependency on suppliers is such that even for service 

industries half of their purchased services are from other 

companies [2]. In a supply chain, where firms are linked 

through bidirectional flows of materials, information, 

and monetary resources, any change occurring at an 

upstream stage of the supply chain may affect the 

performance of firms downstream, through changes in 

quality, price or availability of material [3].  

The work by Anton and Yao [4] concluded that 

under complete information and with suppliers that have 

strictly convex costs, a buyer is better off selecting a 

single source. Since that time, numerous works have 

analyzed single versus multiple sourcing, including 

Inderst [5], Zeng [1], Szwejczwski [6], Li [3], Mishra 

[7] and Jayaraman [8]. Some of these studies include a 

practitioner’s point of view as they focus on the effects 

that the multiple source has on price along with 

preventing disruptions in the supply line. Berger [9] 

analyzes the effect that multiple sourcing may have on 

risks for the buyer and for the whole supply chain.  

In this research the authors start with the premise 

that there are multiple risk types involved in sourcing. 

While increasing the number of sources minimizes risks 

related to supply disruptions, security risks may increase 

with the inclusion of more members in the supply chain. 

To explore this premise we build a model that analyzes 

the effects on security as a buyer moves from single 

sourcing to dual sourcing.    

This introduction is followed by a literature review 

of published work in the area. The quantification of 

supplier security, a problem description, and model 

development are then presented. We introduce a case 

example and then close the paper with conclusions and 

ideas for next steps. 

LITERATURE REVIEW 

Research that compares single and multiple 

sourcing procurement includes both theoretical and 

empirical studies. Some of this research is academically 

focused while others are more practitioner-oriented.  

Our review starts with the contributions by Anton 

and Yao [10] [4] in which second sourcing and split 

awards were analyzed in comparison with single 

sourcing scenarios. Under the conditions analyzed in 

these cases, single sourcing was preferred. The results 

from Anton and Yao [4] were extended by Inderst [5], 

allowing multiple buyers and concluding that the 

optimality of single sourcing depends on the relative 

size of the buyer.  

Surveys by Szwejczewski [6] and by Larson [11] 

provide evidence that single-source suppliers deliver 

higher quality at a lower cost to the buyer. Single-

sourcing is also credited with improvement in quality 

and better pricing by Tullous and Utecht [12] and by 

Christopher [13]. 
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A descriptive work by Zeng [1] synthesizes 

available sourcing alternatives into 4 categories: single 

sourcing, multiple sourcing, single/dual hybrid network, 

and global sourcing. Single sourcing is understood as 

using only one source of supply for a particular material 

or component [14] [15], while multiple sourcing is 

simply using more than one source. It is argued [16] that 

risk is increased by single sourcing and that emergency 

plans in place are needed for emergencies. The 

existence of little empirical research on the benefits of 

single sourcing is highlighted by Seitz [17]. The impact 

of disruptions is graphically analyzed by Li [3] and 

quantified from the perspective of time and cost.  

The single/dual hybrid network involves the use of 

two or more sources per product type (e.g. an instrument 

panel for a specific model), with only one source being 

used for a single component number (e.g. that might 

specify color). Network sourcing is often the choice of 

assembly type manufacturing who use large number of 

parts, as in the auto industry [18]. Mishra [7] shows 

through an analytic model that order splitting is often 

the underlying reason for the improvement attributed to 

dual sourcing. Global sourcing may be defined in this 

context as the efficient use of worldwide resources [19]. 

In a highly interconnected world, it also can be argue 

that all sourcing is global.  

Since the events of 9/11, risk has become an 

important concern for management along the supply 

chain - in some cases, risk is prioritized over price or 

quality [20]. For these firms, the “make or buy” 

decisions previously based on “cost-benefit” analysis 

are now based on risk-value analysis.  

Pope [21] identifies four dimensions of supply 

chain security: security of the product, security of the 

information, security of the money and security of the 

logistics system. The first of these four dimensions 

pertains exclusively to the supplier. The relevance of 

this topic is further emphasized by Sheu [22] who 

concludes that international supply chain security has 

many issues to resolve to become a fully collaborative 

system.  

Trust is defined by Laeequddin and Sahay [23] as 

a supply chain partner’s threshold level of risk-bearing 

capacity. Laeequddin et al. [24] state that traditionally 

the intended objective of a supply chain relationship has 

been to achieve lower cost and to improve 

product/service delivery. Lately, however, it has been 

argued that building trust through partnership to better 

manage risk is now at the heart of the supply chain 

objectives [25]. 

Another important topic pertains to security 

dimensions associated with the supplier selection. Closs 

and McGarrell [26] propose separate categorization 

schemes for security themes in suppliers and carriers. 

This scheme was utilized by Meixell and Norbis [27] 

when modeling the supplier and carrier choice in the 

supply chain to improve security as well as by Voss et 

al. [28] when analyzing the security in food supplier 

selection.  

In this context, our research aligns with that of 

Sheffi [29] in looking at security as a double challenge. 

We also follow Closs and McGarrell [26] and Voss et 

al. [28] in addressing how to best assign security scores 

to suppliers. This work also contributes to the literature 

with a structure for the analysis of risk contributors in 

the environment of dual sourcing in the supply chain.  

SUPPLIER SECURITY 

This research starts with the premise that there is 

more than one type of risk involved in sourcing 

decisions and while increasing number of sources 

minimizes risks related to supply disruptions, security 

risks may increased with the inclusion of more members 

in the supply chain. The first type of risk is represented 

by disruption in the supply chain, motivated by a 

supplier’s inability to provide the right amount of 

products and services at the required time and with the 

expected quality. We argue here that this type of risk is 

a function of the traditional supplier selection criteria: 

product quality, price and delivery reliability [28]. Here, 

we use Zeng [1] for the categories in each of these 

themes as shown in Table 1.  

Table 1. Supplier Security Type 1 Rating Illustration  

The second type of risk is represented by the 

possibility of a terrorism in any of its forms (i.e. 

unauthorized people, contraband or weapons of mass 

  

Supplier 1 
Score 

Supplier 2 
Score 

Supplier 3 
Score 

 Product Quality 
2  

(67%) 

2  

(67%) 

0  

(0%) 

Specifications 3 3 0 

Equipment 
Capability 1 1 1 

Quality 
Assurance 
Process 3 3 2 

 Product Price 
2  

(67%) 

3  

(100%) 

-1  

(0%) 

Cost Structure 3 3 0 

Financial 
Capability 1 3 1 

Supplier Value 
Analysis Effort 3 3 0 

 Delivery   

 Reliability  2 (100%) 

2  

(100%) 

-1  

(0%) 

Production 
Schedule 3 3 1 

Contract 
Performance 3 3 0 
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destruction from entering the country), including attack 

on vessels or on a vessel’s contents. Firms can help 

protect against the risk of terrorist events when selecting 

suppliers by including criteria for how well suppliers 

manage supply chain relationships, incorporate security 

efforts into their existing processes, and develop a 

process for managing security related incidents. The 

first theme, relationships, is based on the notion that a 

supplier that builds and maintains strong relationships 

with customers, suppliers, government, carriers, and 

port operators will bring a higher level of security to the 

venture than one who doesn’t. The second theme 

addresses the degree to which security considerations 

have been incorporated into existing processes and 

include, for example, the thoroughness of background 

checks when screening personnel at the time of hiring 

and training programs on security practices. These 

suppliers obviously present a lower security risk than 

those who do not utilize such practices. The third theme 

addresses incident security, and the degree to which a 

supplier has set up management processes for security 

planning, mitigation, detection, response, and recovery. 

Planning for response to security incidents puts both the 

supplier as well as the buyer in better position to react in 

the event an incident occurs. These themes are further 

discussed in Closs and McGarrell [26]. 

The scores illustrated in Table 1 are summed 

across multiple items within a category, using a 

framework in which a firm’s security practices may be 

rated as non-existing (0), basic (1), enhanced (2), or 

advanced (3). When implemented, the values used for 

any of these indicators could be based on observations 

made by a buyer within the firm, or perhaps an 

independent rating agency could support the assessment 

process by collecting this information for suppliers and 

making it available to a firms potentially interested in 

purchasing from the supplier. This framework is further 

described in Meixell and Norbis [27].  

PROBLEM DESCRIPTION 

The problem at hand can be defined as, given more 

than one supplier with the ability of providing the 

supply chain each of which can provide the same 

product or service with different qualification for price, 

product quality and on time delivery and different 

security qualifications, what is a suitable methodology 

to find the best combination to minimize the risk of 

supply chain disruption as well as threat to the supply 

chain overall security.  

The authors argue that risk of a catastrophic event 

even when it also represents an interruption of the 

supply is different in nature from the interruption due to 

poor quality of the product or delays from the supplier. 

They rather represent an externally forced interruption 

by humans that includes damage and may take the form 

of terrorism, sabotage or other criminal action.  

We address this problem by modeling the 

alternatives and providing case examples of their use.  

 

MODEL   

Let’s consider the case of 2 potential suppliers identified 

as S1 and S2, each able to provide the same product or 

service with different qualification for price, product 

quality and on-time delivery. Risk is defined here, 

consistent with Hutchins [20], as the probability that an 

event or action adversely affects an organization or its 

associated supply chain. The probability that each 

supplier provides the desired product in the amount 

requested, in time and undamaged is represented by p1 

and p2. The risk of service interruption or partial 

delivery represented by r1   and   r2 are calculated as 

r1 = 1 – p1   and   r2 = 1 – p2 

p1 and p2 are evaluated for each supplier based in the 

characteristics provided by Zeng [1] and represented in 

Table 1. Also v1 and v2 represent the proportions in 

which demand is split between the two suppliers in the 

case parallel splitting demand. 

 

v1 + v2 = 1 

 

Beyond the ability of the supplier to provide the 

product or service on time and in the quantity and 

quality required, the security measures to handle the 

cargo have become of vital importance [30], [31]. The 

latter includes security in the facility, government 

regulation, supplier practices and others as indicated by 

Closs and McGarrell [26].  

The risk or the probability of these events is 

difficult to evaluate because of lack or irrelevance of 

historical data [30] and belong more in the area of 

prediction rather than forecast. This risk is represented 

as t1 and t2 which are a function on the security scores 

(SS1 and SS2). It would be expected that t1 and t2 are 

much smaller than r1 and r2; we can also assume for the 

sake of discussion and without loss of generality, that  

t1 < t2   and r1 < r2 

We discuss three different scenarios for the 

arrangement of suppliers, one in series and two in 

parallel. For each scenario two alternatives are 

considered, single supplier or two suppliers [32], [33]. 

These scenarios and alternatives are summarized in 

Table 2.   
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Table 2. Risk for the 3 Different Supplier Scenarios   

 Graphical Representation One Supplier S1 Two Suppliers S1 and S2 

Series      

Risk of interruption  r1  r1 + r2 - r1 * r2 

Risk of catastrophic  t1  t1 + t2 

 

Parallel Split 

 

  

Risk of interruption  
r1  

v1 r1 + v2 r2 

v1  + v2 = 1 

Risk of catastrophic  t1  t1 + t2 

 

Parallel Backup 

 

  

Risk of interruption  
r1  r1 * r2 

Risk of catastrophic  
t1  Max {t1 , t2} 

For the series scenario, two independent suppliers 

in series are continuously and simultaneously active. 

The risk of undersupply in this case is  

 

r1 + r2 - r1 * r2   

while the risk of a catastrophic event is 

 

t1 + t2 

 

because any of the two can independently at any time be 

the origin of a catastrophic threat. In the first parallel 

scenario, both suppliers are active simultaneously, 

splitting demand in every cycle. In this parallel-splitting 

scenario the probability of undersupply becomes 

v1 r1 + v2 r2  

and the probability of fully stopping supply becomes  

 

r1 * r2 

 

Likewise the risk of a catastrophic event in every cycle 

is 
t1 + t2 

 

for the same reasons as in the series scenario. 

 In the second parallel scenario, suppliers in 

parallel, one serves as a backup when the first supplier 

fails to deliver. For this case the risk of undersupply is 

given by the probability of both suppliers failing 

r1 * r2 

 

which is also the risk of total stop of supply. Meanwhile, 

in any cycle the risk of a catastrophic event is given by 

the probably of any of the two suppliers independently 

and not simultaneously providing a threat, which in 

worst case scenario will be 

 

max (t1 , t2) 
 

For the three scenarios and the two alternatives, single 

and dual suppliers, the two types of risks are tabulated 

in Table 2. 

ANALYSIS OF RESULTS 

The results in Table 2 are analyzed for the three 

scenarios. For the series scenario Table 2 indicates that 

if a second supplier is added to the more reliable one, 

the risk of interruption increases as  

 

r1 + r2 - r1 * r2  ≥ r1 

 

  

v1 

v2 
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and the risk of catastrophic event also increases as.  

 

t1 + t2 ≥ t1 

 

If a second source is utilized in parallel and the demand 

is split in every cycle so that both suppliers are 

providing part of the demand simultaneously, the risk of 

under supply increases as  

 

v1 r1 + v2 r2 ≥ r1 

 

and the risk of catastrophic event also increases because 
 

t1 + t2 ≥ t1 

 

Finally if a second supplier is added as a backup of the best 

one in a way that only one is active at a time, the risk of 

undersupply decreases because  

r1 * r2 ≤  r1 

 

while the risk of a catastrophic event increases because  

 

Max {t1 , t2} ≥ t1 

 

generating a tradeoff situation. 

 

 EXAMPLE 

A numerical analysis is included in Table 3 below 

as an illustration for the parallel backup case. 

Table 3. Illustration  

 Case 1 Case 2 Case 3 Case 4 

r1 .18 .12 .09 .26 

r2 .21 .18 .12 .30 

t1 .0002 .0001 .0002 .0003 

t2 .0003 .0002 .0005 .0006 

Risk of 

under supply 
.038 0.0216 .011 0.078 

Catastrophic  

risk 
.0003 .0002 .0005 .0006 

 

CONCLUSIONS AND NEXT STEPS  

In this research we propose that there are multiple 

risk types involved in a supplier sourcing decision. 

Specifically, increasing the number of sources 

minimizes risk related to supply disruptions, but 

intensifies risk related to security failures. We develop a 

model framework for analyzing these risk components 

and show that the best structure for single or dual 

sourcing from a risk minimization perspective depends 

on whether the suppliers operate in series or in parallel, 

and if in parallel, as a backup or as an alternative with a 

prescribed percentage.  

The next steps in this research are to develop an 

approach for estimating t1 and t2, given supplier security 

scores from the risk assessment matrix along with other 

related information in the supply chain. Also, the 

expected loss may be factored into the analysis, so that 

supplier selection reflects the overall impact along with 

the probability of a negative event occurring.   
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ABSTRACT 

 
This paper investigates the need for security and more specifically 

key management for secure routing in mobile ad hoc networks.   A 

key management protocol is proposed for on-demand ad hoc 

routing protocols.  The proposal provides key distribution and 

security evaluation to allow the most secure path to be selected 

during route discovery. Simulations modeled in ns-2 investigate the 

success of the key distribution mechanism and security scheme. 

 
Keywords: Ad hoc networks, Trust chain, On-demand routing 

protocol, Secure Routing. 

 
1. INTRODUCTION 

 
With recent wireless technology advances mobile ad hoc networks 

have found increasing application in the military and commercial 

domain.   However the unique  characteristics  of  mobile  ad  hoc  

network make them difficult to secure.  Such characteristics 

include the lack of network infrastructure, no prior relationships, 

unreliable multi-hop communication channels, resource limitation 

and node mobility. Before these dynamic networks can be 

deployed into the commercial and military arena they must be 

secured against malicious attackers. 

 

We identify that most of the security attacks target the network 

layer and more specifically the routing protocol.   Such attacks 

include blackhole attacks, wormhole attacks, eavesdropping 

attacks, byzantine attacks, resource consumption attacks and 

routing table  poisoning.     The  network  layer  provides  a critical 

service to the mobile ad hoc network, called the routing protocol.   

In the context of trust and security the provision of secure routes is 

one of the most vital elements for trust establishment. Adversaries 

target the routing protocol specifically and a secure routing 

solution is needed for a secure implementation and deployment of 

ad hoc networks. 

 

Secure ad hoc routing protocols exist but their operational 

assumptions typically include an existing key management 

system.   The following section investigates the operational 

requirements for existing secure ad hoc routing protocols.   Secure 

ad hoc routing protocols are divided into three categories: 

symmetric cryptography, asymmetric cryptography, and 

reputation based protocols. 

 
Although symmetric cryptographic approaches do not rely on a 

public key infrastructure they still require some kind of key 

management in an ad hoc network. The SEAD protocol [1] 

designed for the table-driven DSDV routing protocol requires a 

key management mechanism to distribute an authenticated 

initial hash element.   SEAD uses a one-way hash function to 

provide  hop-by-hop  authentication  for  routing packets hop 

count and sequence numbers.   Ariadne [2] proposed a DSR 

based on-demand protocol uses TESLA authentication [3] to 

provide end-to-end authentication.    A key management system 

is assumed present to distribute the TESLA keys. TESLA 

authentication also requires clock synchronization between 

participating nodes which is difficult without the presence of an 

online TTP. 

 

ARAN  [4],  SAODV  [5]  and  SLSP  [6]  use asymmetric 

cryptography and key management is simply assumed for each 

of these protocols.  ARAN assumes that an online TTP is 

present that acts as a certificate authority (CA) to provide end-

to-end authentication in an on-demand environment.   Prior 

shared secrets are assumed between all participating nodes and 

the CA.  The SAODV protocol is based on the AODV on-

demand routing protocol and provides end-to-end authentication 

chain and immutable   fields   with   a   digital   signature   [5]. 

SAODV assumes the presence of a key management system to 

distribute keys and initial hash elements. SLSP  secures  a  table  

driven  link  state  routing protocol (OLSR) by providing secure 

neighbor discovery and authenticated link state updates [6]. 

SLSP uses digital signatures and assumes that nodes enter the 

network with asymmetric key pairs and a key management 

scheme is present to certify the keys in the network. 

 

 ODSBR [7] is based on the on-demand DSR routing protocol.  

ODSBR authenticates its routing packets with digital signatures 
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and a public key infrastructure is assumed to manage the keys.  

ODSBR employs a reputation based mechanism to monitor data 

packets and maintain a path specific rating list. Shared keys are 

assumed to allow for authenticated acknowledgement  messages  

to  be  transmitted between a source and probe nodes which 

provide the evidence  for  path  rating.     CONFIDANT  [8]  is 

another reputation based solution which does not use any 

cryptographic techniques and therefore does not require a key 

management system.   CONFIDANT does  assume  pre-exiting  

relationships  between  a small number of nodes called friends.    

The CONFIDANT is an on-demand solution which provides a 

node specific reputation list to help selecting secure paths during 

route discovery. 

The observation is made that most secure ad hoc routing 

protocols assume the existence of a key management system to 

certify, authenticate, and distribute keying information.  Pure 

mobile ad hoc networks cannot assume the existence of a trusted 

third party (TTP) and must address the problem of key 

management. 

 

2. OUR APPROACH 
 
a. System Model 
We view the trust problem in ad hoc networks as a weighted 

trust graph G(V,E) where the vertex V represent  nodes  and  the  

edges  E  represent  paths. There is no TTP present during 

communication.  The routing environment is on-demand.   Each 

node is assumed to have an asymmetric key pair before entering 

the network. 

 

We design a key management system to provide key 

management for secure on-demand routing protocols. The 

system operation is as follows.    A key distribution scheme is 

proposed which is divided into two components: localized key 

exchanges and remote end-to-end key exchanges.  A local 

authentication is performed by exchanging keys between close 

proximity  neighbours  over  a  location-limited channel.  

Remote end-to-end key exchange uses the established localized 

relationships to share keys remotely across multiple hops. The 

security evidence provided by certificates is allowed to influence 

the selection of routes during the route discovery phase. We 

propose a security evaluation metric which aggregates trust 

along a path based on a security metric and path distance. 

 

Similar to [14], we consider a fully distributed network of 

wireless nodes with generic medium access control (such as 

IEEE 802.11) and secure on- demand routing mechanisms. 

Nodes can be stationary or move with low to high mobility 

speeds (0m/s -20m/s). We assume that there are no pre-existing 

infrastructure and no form of online trusted authority to assist 

the key distribution mechanism. Since we are considering 

authority-based MANETs as defined in [14], there exists an 

offline authority to bootstrap the system; before users join the 

network they have to acquire a certificate from the offline trusted 

authority. The trusted authority thus only provides each node 

with its own certificate and not with the certificates of any other 

nodes. This requirement is fundamental to ensuring scalability 

and on-demand network formation. Each node is also issued 

with the authentic public key of the trusted authority and a 

universal set of system parameters. The certificate must contain 

identity/network address, a unique sequence number, certificate 

generation date and expiry date 

b. Key distribution scheme 

 

 1)      Localized key exchange: Neighbouring nodes 

can securely exchange keying material without the presence of a 

TTP.  Nodes in close proximity first exchange pre-

authentication information across a location-limited channel. 

Location-limited channels include infrared, physical contact, 

audio, etc.   Because of the nature and characteristics of a 

location-limited channel like infrared the neighbors can be 

assured that the pre- authentication is legitimately from the 

sender.  After users   exchange   pre-authentication   information   

a group certificate exchange scheme is implemented over the 

and public key are exchanged and authenticated using the 

previously acquired pre- authenticated information. 

 

Following the routing protocol the localized key exchange has 

two approaches.  Firstly following a route request immediate 

nodes perform a localized key exchange.  Alternatively localized 

key exchange would follow a hello packet broadcast of an on- 

demand routing protocol like AODV. 

 

 2)      Remote end-to-end key exchange: The 

certificate of the source node A is forwarded along the request 

route packet RREQ independent of the routing packets.  At each 

hop the intermediate node   is   inquired   if   it   possesses   the 

source s certificate.  If not a separate unicast message is sent 

back to the previous hop requesting the sources certificate.  This 

procedure follows the RREQ until it reaches its target.  The 

destination node B caches the sources certificate and replies with 

a route reply message RREP.   The RREP is forwarded along the 

reverse path and at each intermediate node the local certificate 

the certificate is not found a unicast certificate exchange similar 

to the forward path one is performed. All the certificates are 

verified on the REPP route. This approach minimizes 

unnecessary certificate verifications on paths which will not be 

selected. 

 

When a node (RN) receives a routing control packet it checks in 

its certificate database if it has the certificates of the packet 

originator (ON) and the previous hop node (PN) on the forward 

route. If RN has both the certificates of ON and PN (CertON 

and CertPN), it can process the control packet as normal. If not, 

it requests both the certificates from PN. If RN does not have the 

certificate of PN, then it also sends its own certificate with the 

request to the previous- hop. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Certificate distribution main procedure 
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Note that if RN is the first-hop on the route, then the previous-

hop node and the control packet originator node will be the same 

entity. The routing messages thus effectively chain nodes 

together and allow them to relay all keying material, as required, 

along the virtual chains. 

 

The proposed key distribution scheme, works as follows: 

 

 When any node in the network receives a RCP it   first   

determines  if   the   originator   of   the message (ON) has the 

same network address as the previous hop node (PN) on the 

forward route, that is, RN has to determine if ON is the first-hop. 

 

In case when  the  addresses of ON and  PN are the same, the 

RN runs: 

 

Protocol 1: 

RN   searches   its   certificate   repository   for   ON 

certificate 

 

If found, 

Process the routing message RCP  

else 

ON and RN Exchange Certificate (Peer-to- Peer) 

CertRN ON, ON  CertON 

Process the routing message RCP 

 

 If the ON address and the previous-hop node (PN) address are 

not equal, RN runes protocol 2. The RN will search its 

certificate repository for CertON and CertPN. 

 

Protocol 2: 

RN searches its repository for CertPN 

If Found, 

Search for CertON 

If Found 

No action, process routing packet  

as normal 

else 

Peer-to-Peer certificate exchange 

CertRN    PN, CertPN  RN 

else 
Search for CertON 

If Found 

Cert     PN, CertPN  RN 

else 

Peer-to-Peer certificate exchange 

CertRN  Cert    PN 

CertPN    CertON   RN 

Process routing packet as normal 

 

c. Security Evaluation Scheme 

 

The key distribution scheme follows the route discovery phase 

exchanging keys locally and remotely.  The security evaluation 

core approach is to provide trust path selection based on both 

distance and a security metric.   The ad hoc network is modeled 

as a weighted trust graph G(V,E) where the edges E are nodes 

with a weighted trust metric t.  This trust metric is assumed to be 

available based on either public key certificates or a reputation- 

based monitoring system.  The vertexes V represent the weighted 

paths or routes in the network.  We propose an evaluation metric 

for these weighted paths. We propose the use of the semiring 

mathematical operators  and  to aggregation trust along a 

multi-hop path of the ad hoc on-demand protocol. The distance 

semiring approach uses the operator to aggregate metrics along a 

path like parallel resistors would be summed ie. 

nT RRRR

1
...

111

21

. The aggregated value will decrease along 

a path and  the  total  is  always  less  than  the  summations 

smallest component.  This description aligns with our design 

specifications.  The aggregated value will be low for routes with 

high hop counts.  Secondly it will reflect the trust characteristics 

of a trust chain which states that a chain is only as strong as its 

weakest link.  
 
Following the route discovery phase, at each hop of a RREQ the 

current path weight is calculated and compared to an implicit 

path revocation threshold.  If the aggregated trust is more than 

the threshold value the path and associated weight are stored in 

the routing table corresponding to the reverse route and the 

RREQ is forwarded.  Similarly at each hop of a RREP the 

current path weight is calculated and stored in the routing table 

matching the forward route. Multiple replies to a single RREQ 

are filtered by the hop count metric in standard AODV and DSR 

on- demand routing protocols.   We propose that routes are 

filtered based on their sequence number and their semiring based 

weighted path metric.  This filters the most recent routes and 

based on the nature of the weighted path metric, hop count and 

trust are both accounted for. 

 

3. RELATED WORK 

 
Key management solutions are presented in [9-11]. The self 

issuing certificate chain approach in [12] proposes a self 

organized key management solution that treats the network as a 

weighted direct graph. This proposal is a proactive methods 

designed for application layer security. 

 

Proximity based key agreement is investigated in [13] and again 

provide multiple close proximity key exchanges. This proposal 

is limited by its reliance on mobility. 

 

A proactive reputation-based solution is proposed in [15] which 

operates on the application layer.  Semi- ring mathematics [16] 

is used to realize the proactive generic-single-source-shortest-

distance algorithm. The majority of literature mentioned 

functions in a proactive manner for application layer solutions.  

We propose a reactive approach for the network layer 

 
4. EVALUATION 

 
Our approach is simulated as a C++ network layer application in 

ns-2.   It is planned for ad hoc on- demand  routing  protocols  

and   designed  on   the AODV routing protocol but our solution 

is not protocol specific. The key distribution scheme is 

simulated and test in large node environment with varying 

mobility and load.  The packet delivery ratio is examined to 

investigate how the security mechanism   affects   the   success   

of   the   routing protocol. The normalised routing load is 

investigated to show the overhead of the key exchange 

components.  The   security   evaluation   scheme   is   difficult   

to evaluate using simulations.    The scenarios is established 

where the assumed weighted node edges carry a  security metric  
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which identifies fault detection or data transmission errors 

carried out by nodes for example in [7, 8].  This allows the 

proposal to protect against black hole attacks.  Simulations are 

set up which investigate the packet delivery ratio with a 

changing number of adversary nodes. 

 

i) Performance Metric  

 

The following quantitative metrics are used to analyze the 

performance of the routing protocols in mobile ad hoc networks.  

 (a) Packet Delivery Ratio: The packet delivery ratio 

(PDR) represents the percentage of data packets that are 

successfully received by their intended destination.  This metric 

is also known as throughput and is considered a measurement of 

the effectiveness of a routing protocol.  The equation for PDR is:  

% =
1

1

× 100 

where 1  and 1  are the number of CBR data 

packets received and sent respectively. 

 

 (b) Routing Overhead: A routing protocol uses control 

packets to establish routes on which data packets are 

transmitted. Control packets are separate from data packets but 

share the same communication channel.  Due to the lack of 

channel capacity in mobile ad hoc networks a large number of 

control packets can result in poor network performance.  Key 

management would require additional control packets to achieve 

key management functionality this will be reflected in the 

simulations.  The routing overhead is also known as a routing 

he number of 

control packets used for a given protocol. 

  

 (c) Average End-to-End Delay: This is a qualitative 

measurement of the delay of data packets.  The average end-to-

end delay of a data packet is the time from which it is created at 

the source and when it arrives at the intended destination.  The 

delay includes propagation and queuing delay.  Delay can be 

caused by a high number of control packets propagating in the 

network or a high computational overhead for the given 

protocol.  The average end-to-end delay is calculated as follows,  

   =  
1

1

 

where CBRsendtime and CBRrecvtime represent the record times 

that a CBR data packet was sent and received 

 

ii) Simulation Model 

 

A routing protocol was designed in C++ based on the AODV 

routing protocol available in the ns-2.31 package.  The routing 

protocol is programmed as a routing agent class.  The routing 

agent handles the establishment of routes and certificate 

distribution.  Modifications are made to the AODV routing 

agent at the RecvRequest, SendRequest, RecvReply, and 

SendReply functions.  These modifications allow for the 

distribution of separate certificate packets, triggered by the 

routing pack

modified to include a certificate control packet CertS.  The size 

of the certificate included is 450 bytes. The size of the certificate 

control packets is increased resulting in an effective delay in 

communication simulating the transfer of actual certificates.  A 

certificate table is included at each node CertTable which is 

updated by certificate control packets.  The certificate table is 

linked to the routing table and each node is responsible for 

managing its own certificate table. 

 

A simulation tcl file is written to setup the mobile ad hoc 

model.  The trace support files in ns-2.31 were modified to 

support the routing agent allowing the inclusion of certificate 

control packets and trust information.  As a result the output 

trace and nam files reflect the operation of the routing agent.  

Figure 2 shows a sample output of the nam simulation file. 

 
 

Figure 2: Sample nam simulation file illustrating typical 

network topology 

iii) Packet Delivery 

 
The packet delivery results for the AODV routing protocol is 

presented in Figure 3 & 4.  Figure 3 represents a simulation 

environment with a pause time of 0 seconds.  This represents a 

network of nodes that are continually moving, while Figure 4 

represents a partially stable network.  The observation is made 

that as the speed increases both protocols throughput decreases.  

At high speeds the network topology changes rapidly causing 

breakages in routing links.  The reduction in packet delivery at 

high speeds is because both protocols will drop data packets as a 

result of increased routing breakages.  The stable network in 

Figure 4 shows better performance at higher speeds because the 

number of route link breakages is reduced as a result of a larger 

pause time.  A large pause time represents a network that will 

move at a given speed then pause in a fixed location for a set 

amount of time. During this time routing link breakages are not 

expected until movement commences again.  

 

A certificate distribution scheme would expect a severe 

reduction in performance due to an excessive number of packets 

being transmitted in the network or the additional size of the 

control packet. A conventional certificate distribution scheme, 

suggested as a possible solution in [8], simply includes the 

source certificate in the request packets RREQ and the 

destinations certificate in the reply packets RREP. This method 

was implemented as a separate routing agent AODVcert in ns2. 

A similar method is suggested in [6]. Implementation includes 

increasing the packet size of the routing control packets to 

include a 450 byte certificate. This effectively increased the 

regular 56 byte AODV route control packets to 506 bytes. Such 

an approach would result in the simplest method of certificate 

distribution but transmitting 450 bytes more data per control 

packet would severely reduce the network performance. 

 

5. CONCLUSION 

 

It is concluded from investigation of existing secure ad hoc 

routing protocols that the majority assume the existence of a key 
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management system to distribute and manage the asymmetric or 

symmetric keys.  We propose a key management solution that 

provides a key exchange scheme and a security evaluation 

scheme.  The proposal is design for an on-demand ad hoc 

routing protocol. 

 

Simulations in ns-2 investigate the packet delivery ratio of  the  

mobility.  The security evaluation scheme allows for the most 

trusted route to be selected during the route discovery phase.  An 

available security metric is assumed and simulations investigate 

the success of preventing black hole attacks. 

 

 
Figure 3: Packet Delivery Ratio for highly mobile network  

(0 second pause time) 

 

 
Figure 4: Packet Delivery Ratio for partially stable network 

(250 second pause time) 
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ABSTRACT 

 

The paper describes a practical architecture and protocols for 

offering privacy for a user who uses certificates containing 

pseudonym, while retaining the ability to map such a certificate to 

the real ID of the user requested it. 

 

The technique used avoids some of the shortages in the current 

systems that use pseudonyms. A split Trusted Authority (TA) 

model is used. The system allows issuing the same key for more 

than one user that matter that strengthens the anonymity. 

 

Keywords: Vehicular Communication, Blind Signature, Public 

Key Infrastructure, Pseudonymous, Anonymous Certificates. 

 
1. INTRODUCTION 

 
With the wide spread of on-line services, it is required from the 

users to prove their identities to the service provider before 

gaining an access to the services. This takes place through 

through the use of logon credentials such as a user password and 

ID. The user is considered authenticated if he has knowledge of 

the credentials. One weakness of using only logon credentials is 

that they are susceptible to being accidentally revealed, lost, or 

stolen. As a result, some services may require a more in-depth 

authentication process that relies upon a digital certificate that is 

issued and verified by a certificate authority (CA) using what is 

which 

relies upon asymmetric (i.e., public key) cryptography. Under 

PKI, a private key is used for digital signing and authentication, 

and the certificates are used to distribute a public key portion of a 

PKI key pair.  

 

But while a unique certificate can provide evidence that a user 

has the right to access an on-line service, under current PKI 

methodologies, the certificate is vulnerable to being used to 

improperly identify and/or track the user. In addition, third parties 

may attempt to gain access to a private key and intercept 

information intended for a user to thereby compromise the 

integrity of the PKI security model. 

 

In vehicular communication (VC), authentication is needed when 

the car is asking for an on-line service and also when the vehicle 

is trying to offer a service; sending safety messages to other 

vehicles on the road. In the last case, any vehicle before accepting 

the safety message must be sure from the key given to decrypt the 

message and more important that it is possible to bind this 

message to the sending vehicle in case if the message contains 

faulty information, i.e. the sending vehicle must authenticate 

itself. 

  

In VC as well as many of the on-line services, when users are 

using certificates to access resources, there are legitimate 

concerns about personal privacy, and thus there are increasing 

demands for privacy enhancing techniques on the public Internet 

as well as in VC. In other words, the anonymity of a user, whither 

a vehicle driver or a user asking for service from a provider, is 

required to be preserved when authenticated (note: from now on 

we are using the words user, driver and vehicle alternatively). 

Anonymous certificate is one that its subject field does not 

entity. Such a certificate is called 

.   

For accountability, the method used to achieve anonymity must 

guarantee traceability; binding the holder of the anonymous 

authenticating certificate to his real ID. In other words, it is 

possible to map an anonymous certificate to the one to whom it is 

issued. Without such mapping, the user might abuse the 

anonymity offered to him by the certificate. 

 

This can be achieved through the use of an anonymous and 

v

(VC) as well as in many other applications, they use pseudonyms 

[1-2] 

material (normally the public key of the user/vehicle) to the real 

ID of the user.   

 

The pseudonyms are normally issued during registration, case of 

VC, or when a user applies for subscription for services. This can 

take place on-line. Normally, the AC issues a set of pseudonyms 

for the user and when the user exhausts this set, he can apply on-

line to issue another set.  

 

Each pseudonym is binding the real ID of the user to one of a set 

of public keys. This set of public keys may be proposed by the 

user or can be allocated to him by CA. When a vehicle sends a 

safety message to other vehicles on the road, the sending vehicle 

selects one pair of the certified keys, encrypts the message with 

the private key and sends the corresponding public key and 

pseudonym with the message. The vehicles are using the public 

key to decrypt the received encrypted message. In case of 

requesting a service from a provider, the user selects one pair of 

the certified keys, sends the message to the provider who will 
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verify the certificate, and uses the key to encrypt the material that 

the user requested.  

 

If the user uses the pseudonym more than one time, the public 

key can be used by a third party to track the user (vehicle), a fact 

that contradicts the anonymity [4]. To avoid that, in such a 

system, the public key must be used once and the drivers must 

switch from one pseudonym to another at certain zones [3]. The 

use of the key once to avoid tracking the car, results in the 

possibility of exhausting the initially issued certificates during 

registration or subscription, and, accordingly, the user has to 

contact the CA to issue more pseudonyms. 

 

In this paper we are using a technique that allows more than one 

user to use the same public key. This is another difference with 

X.509 certificate [5]; X.905 certificate must contain the ID of the 

holder and CA must not issue multiple certificates with the same 

subject name (the key in our case) to different entities (vehicles or 

generally users). In our case, the certificate does not contain any 

information that directly refer to the real ID of the user, and it is 

allowed to have more than one certificate for the same subject; 

the public key. The certificate in this case must be distinguished 

from conventional pseudonyms; it is better to call it anonymous 

certificate. The use of this technique, as we will see, allows high 

anonymity and at the same time cancels the need for sending to 

CA to issue more pseudonyms.  

 

At first the paper will describe a separation-of-authority model 

that will be used to issue traceable anonymous certificates. The 

means to counter a claim by malicious (dishonest) user who later 

denies sending a message will be presented; upon the agreement 

between the authorities who issued the anonymous certificate, it 

is possible to map the anonymous certificate to the real identity of 

the user. The means to stop the dishonest driver or the user, who, 

for example, did not fulfil his agreement with the service 

provider, are also discussed. The idea of using the same key pair 

by more than one user will be discussed. How this technique 

supports the functions of traceability and revocation will also be 

discussed. 

 

2. PKI MODEL USED 
 

are using the traditional PKI model that separates the functions 

between Registration Authority (RA) and Certificate Authority 

(CA). This, as a matter of fact, goes with the real environment 

of VC where the vehicles have to go to RA for registration or 

renewing the registration and the CA is the one responsible for 

issuing the pseudonyms (anonymous certificates). The model is 

also common in e-voting. RA and CA form a Trusted Authority 

(TA). The RA in this model acts as a Blind Issuer (BI) and the 

CA acts as an Anonymity Issuer (AI). The AI has knowledge on 

the issued certificates but has no knowledge of the user real 

knowledge of the issued certificates. The conditional 

traceability is possible only with the cooperation of AI and BI. 

Normally, RA (BI) and CA (AI) are running by different 

organizations and managed by different staff. This gives higher 

confidence in the anonymity of the issued certificates. 

 

In the split-authority model, BI and AI collaborate to generate a 

public key pair (SKCA1, PKCA1) using threshold signature 

scheme, e.g. DSA-based threshold signature scheme [6][7]. The 

private key is divided into exactly two equal shares, one held by 

BI and the other half by AI. AI and BI use their parts to create 

signatures and the public key will be published as the public key 

of Trusted Authority (TA). AI in this model has another pair of 

keys (SKCA2, PKCA2) known only for him. 

 

The PKI environment in the model consists of: A Trusted 

Authority (TA) consists of the Registration Authority RA that 

acts as BI and CA that acts as AI; Roadside Units (RSU), which 

are fixed unites distributed all over the network; Services 

Providers (SP) provide on-line services; On-Board Units 

(OBUs) (Sometimes called Hardware Secure Devices (HSDs)). 

The OBUs are embedded in the vehicles. OBUs can 

communicate with other OBUs through V2V communication, 

with RSUs through V2I, or with the providers through V2P 

communications; and a fixed size set of PKI key pairs. OBUs 

are normally reconfigurable such that they can be reconfigured 

by downloading data from the CA.  

 

The two entities forming the TA, BI and AI, are configured as 

part of PKI infrastructure implementation in the on-line 

environment that uses a system of digital certificates to verify 

and authenticate the validity of a user that is involved in a 

transaction through the use of public key cryptography. The 

transaction can be asking for a service from a provider or 

offering a service (e.g. safety message) for other users 

(vehicles). 

 

In this model, the BI (RA), as it is normal, interacts with the 

 owner) to verify his real identity IDv. BI 

maintains a database that can be used to map an anonymous 

certificate to the user to whom it was issued, but only with the 

cooperation of the AI. This mapping will be initiated normally 

upon request of a legal entity if there is evidence that the user to 

whom the certificate was issued abused the anonymity provided 

by the blind certificate. This can be initiated by a service 

provider or, in case of vehicular communication, if a number of 

vehicles agreed that a driver of a car is not honest and he is 

issuing dishonest safety messages.   

 

BI after authenticating the user supplies him with some 

cryptographic material to let the user be able to send a request to 

AI to issue the anonymous certificates. In case of vehicular 

communication, it is also possible that BI, on behalf of the 

vehicle, may send the request message to AI. BI attach with the 

request some cryptographic material and information. The 

cryptographic materials, in the two cases, are needed to prove 

for AI that the user is ready authenticated itself to BI. This is to 

guarantee that it is possible to map the anonymous certificate to 

the real ID of the user to whom it is issued. The cryptographic 

material supplied by BI will also be used by AI as a database 

entry key for the set of certificate issued by AI to the user.    

 

The CA, acting as AI, validates the certificate request submitted 

by the BI or by the user. The AI in cooperation with BI will 

issue the anonymous certificate in the way described next. The 

AI and BI are communicating using a secure channel. At the 

end the AI can delegate the issued anonymous certificate (set of 

certificates) to the user. The certificates will be stored in the 

OBU of the requested vehicle.  

 

In this model, one of the providers is configured to provide 

media content such as video and music to registered users from 

the public who can select and download content on a 

subscription or per-item basis, typically in accordance with 

terms of use that may include, for example, digital rights 

management or other content-protection provisions. In this case, 
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the certificate authority provides services on a trusted third-

party basis for the provider. 

 
3. ISSUING AN ANONYMOUS VERIFIABLE PUBLIC 

KEYCERTIFICATES 

 
The steps of issuing the anonymous verifiable public key 

certificate are as follows: 

 

Step 1: To issue anonymous blind certificate, the user must 

provide identifying information to the certificate authority. 

However, the identifying information will typically be handled 

by the certificate authority to preserve the user's anonymity with 

the recipient vehicles or by providers. To achieve that, a user 

authenticates himself to the BI (RA) by, as usual, presenting his 

identity IDv. BI establishes a record in a database for the user 

and uses some nonconventional techniques to generate a local 

identity IDv-local for the owner. IDv-local will serve as a (database) 

key for the record. The IDv-local value must not be generated in a 

way that permits an external entity, including AI, to predict the 

real ID of the user from this value.  BI can, for example, 

calculate the hash of IDv or the user name and then blinds it by 

a random number Nv-blind. Associated with the IDv-local in this 

database is an expiration date. The expiration date is used by BI 

and AI to reject session-level replay attacks in some exchanges. 

 

BI generates the signal    

=    
 

BI and AI use threshold signature scheme, e.g. DAS-based 

threshold signature scheme to sign Mv. At first BI blinds it using 

a function Blind, signs the blinded Mv using his part of the 

private key, then sends the blinded partially signed message 

together with the IDv-local to AI. AI uses the second part of the 

private key to complete signing the message Mv and sends it 

back to BI attached with it IDv-local. 

 

BI used the relation: 

 Blindinverse(S(Blind(X)) = S(X), 

 

Where Blindinverse  is the inverse blind function. 

 

The signed message [ ]   BI sends 

the Token together with IDv-local to AI. The Token is used to 

verify that a request to the AI has been submitted by a user who 

is ready registered with BI and has a record at the database of 

BI contains its real ID. This allows AI, and BI to cooperate to 

trace the user.  

 

AI uses the Token as entry key for the anonymous certificates 

that he will issue for the user.  

 

If the user needs to communicate after this step directly with 

AI, BI may supply him with [ ]   and the IDv-local. BI 

may apply directly to AI on behalf of the user to issue the blind 

certificates by sending the Token. 

 

BI stores in its database, the Token, IDv-local, the number Nv-blind 

and IDv. 

 

Step 2: The user, or BI on his behalf, prepares a certificate 

request in a standard format. After that the user the user (or BI) 

sends the request together with the Token to AI via a secure 

channel.  

 

Step 3: Receiving the Token, the certificate authority, after 

verifying the request and the Token, starts the blind certificate 

generation by randomly selecting a subset of key pairs for the 

user from a fixed-size PKI key set. The particular size of the 

fixed-size PKI key set can vary by implementation. However, 

the number of key pairs in the set is selected so that key pairs 

will be intentionally reused among the users. Such reuse ensures 

global anonymity for the users by virtue of keyset collisions. 

The subset of key pairs that the certificate authority assigns to 

the particular user will similarly be of a fixed-size. 

 

Each certificate in this user certificate set will typically describe 

the access and usage rights of the user, or other limitations and 

terms of use/service with respect to a given provider. However, 

to ensure anonymity for the user, the description will typically 

not by itself reveal uniquely distinguishable information. The 

certificates in the set will also include respective public keys 

from the subset of key pairs.  

 

AI starts by generating for user i a set of Authenticators 

corresponds to the set of keys (j = 1,.., m) allocated to him: 

=  
2
(

) 

 

AI uses his own private key to sign the Authenticator. This key, 

also its corresponding public key, is not known for any one. The 

public key PKCA2 is used only by AI when the time comes to 

link a message to a user. The nonce is added as a unique piece 

of information that only AI knows it. 

 

AI forms m certificates corresponding to the m key pairs 

allocated to the user. The subject of each certificate is one of the 

public keys PKij and has the corresponding Authenticatorij as 

part. For each certificate, the AI then computes a hash over the 

certificate structure and blinds the hash value. The AI can blind 

the hash value using his secret private key SKCA2. The AI sends 

the Token of the user together with the blinded hash functions 

for BI for partial signature.  

 

Step 3:  BI receives the Token and the set of blinded certificates 

hashes via secure channel. After verification, BI uses its share 

of the threshold private signature key to sign the blind 

certificates hashes and sends them back to AI. 

 

Step 4:  Upon receipt of the partially signed certificates hashes, 

AI matches the Token against its list of outstanding requests to 

-

secret public key. This reveals the partially signed certificates 

hashes. AI uses his part of the split private key to complete the 

signature of the certificates for the user. 

 

AI records the set of certificates and the Token value in its 

database, to enable later tracing of the certificates to the real 

user ID, if needed.   

 

Step 5: The certificate authority provides the user, upon 

submitting his Token, on-line the certificate set along with the 

private keys from the subset of key pairs. The certificates are 

stored in the OBU of the user. 

 

Step 6: When the user attempts to send a message to other 

vehicles or applying for service from the provider, his OBU will 
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randomly select a certificate from the user certificate set to 

present to the recipients as part of the authentication of the user. 

In case of VC, the transmitting vehicle will use the private key 

corresponding to the selected certificate to encrypt the message 

he wants to send. The recipients (the BOU of other vehicles or 

the provider) will verify the certificate as being legitimate using 

conventional techniques and will use the public key to decrypt 

the sent message.  

 

In the case of sending a safety message to other vehicles, the 

receiving vehicles may accept the message if they trust the 

sending vehicle otherwise they can follow some procedures to 

eliminate the transmitting vehicle.   

  

In case when the user is asking for services from a provider, the 

provider binds the requested content to the public key from the 

certificate in order to encrypt it. The encrypted content is 

transmitted to the client where it is decrypted by the client using 

the appropriate private key.  

 

Because the PKI key set that the certificate authority uses to 

generate certificates is of a fixed size, it can be expected that 

some users will be provided with certificates that have the same 

public key. Depending on the size of the PKI key set and the 

number of users that are serviced by the certificate authority, 

the same public key may be reused in certificates that are 

issued, for example, to hundreds, thousands, or even a larger 

number of users. The degree of public key reuse can be varied 

according to the number of vehicles the registration centre is 

servicing and the size of the PKI key set. The reuse of public 

keys among a number of users will make it difficult for anyone, 

including the case of providers, to uniquely identify or track the 

user because of the collisions among the commonly-used public 

keys.  

 

The keyset collisions among multiple users thus provide global 

anonymity when authenticating with any other vehicle or any 

tracker. In case of using RA to supply the vehicles with their 

certificate sets, the possibility of inappropriate or malicious 

actions that are targeted at a user is almost nil. 

 
4. MISBEHAVED VEHICLES/ USERS and THE 

REVOCATION LIST 

 
In some cases when the user is misbehaved (not trusted by other 

vehicles or terminated a subscription to the service provider), it 

will be necessary for the CA to place the user on a revocation 

list. 

 

The vehicles or the provider must send to the CA a request for 

revocation attached with it one, or more, of the certificates of 

the user under consideration. The request must be attached with 

enough evidences to justify the assertion by the aggrieved party. 

The AI verifies the assertion by an aggrieved party that a user 

has abused the anonymity provided by his certificate. After 

verifications, AI starts to use the certificate (the serial number 

on the certificate) of revoked user to get his Token.  Using the 

Token as entry for its database, the CA can define the certificate 

set issued to the revoked user and the corresponding public 

keys.  

 

revocation list. The revocation list is published to the providers 

directly and to the other vehicles on the roads. In the last case, 

CA can communicate with the vehicles through the RSUs. 

If the revoked user attempts to access the provider or send 

safety message to other vehicles using one or more certificates 

from the user original certificate set, then the recipient will deny 

access because the user's keys are on the revocation list.  

 

Because of reusing the key by more than one user, the other 

users that share the key with the revoked user will be also 

affected; denied by the provider or other vehicles. This situation 

arises when an unintended revoked user attempts to access 

content or services from the provider or send a safety message 

by presenting one certificate from the user's current certificate 

set. The provider (or the other vehicles) will deny access to the 

user because the public keys associated with the certificates are 

included in the revocation list.  

 

However, as the user was not intended to be revoked, the user 

can simply make a request   to the certificate authority for new 

blind certificates to replace the current user certificate set. The 

user must send with the request his Token. When the certificate 

authority receives the request, it will check to see if the user is 

legitimately revoked or not. Because the user is not legitimately 

revoked in this scenario, the certificate authority will provide a 

new user certificate set having new public keys along with the 

corresponding private keys to the user.  

 

The user can start using his new set of certificates to access the 

provider or to send messages to other vehicles. 

 

If a legitimately revoked user makes a request to receive new 

certificates in a similar manner as the unintended revoked user, 

the certificate authority, recognizing his Token, will not accept 

the request as a check will reveal that the user was intended to 

be revoked. 

 
5. MAPPING A CERTIFICATE TO THE REAL ID 

 

differs from that of revoking. Also the result of the two 

processes are different; revoking is stopping a user from using 

the issued set of certificate without identifying his read identity, 

mapping is targeting getting the real identity of the user. 

 

The mapping process consists of four steps: 

 

Step 1: The AI verifies the assertion by an aggrieved party that 

a user abused the anonymity provided by his blind certificate. 

The procedure used by AI to verify that can be a court order or 

any other agreed procedures. If AI found enough evidences, it 

starts by revoking the certificate set issued to the user. From the 

serial number on the certificate, AI can find in its database the 

set of certificate issued to the user and the revokes the 

certificates. The AI lists the certificates on the Certificate 

Revocation List.  

 

Step 2: The AI searches its database to locate the Token that 

was signed jointly by AI and BI for the user during the issuing 

process. 

The AI passes the Token to the aggrieved party using a secure 

channel. 

 

Step 3: The aggrieved party passes the Token to BI using secure 

channel. 

 

Step 4: BI verifies his signature on the Token, to verify that this 

is the one generated by it.  
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BI search its database using the IDv-local extracted from the 

aggrieved party. 

 
6. CONCLUSIONS 

 
In this paper we discussed some of the solutions in use to solve 

In this paper we discussed the problem of authentication while 

keeping privacy. We discussed some of the existing solutions. 

We used in this paper to concepts to achieve improvement on 

the current solutions: sue of split Trusted Authority and 

allowing issuing the same key for more than on user, i.e. more 

than one certificate has the same entity subject. We showed that 

tends to improve the security and the privacy. 
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Abstract

Authenticated key agreement based on passwords over

insecure networks is the conventional method of secure

communications in the various networking environments. In

this article, we propose an efficient authenticated key agree-

ment scheme without using smart card and the security of

our proposed scheme is based on exclusive OR operation,

hashing function, and discrete logarithm problem. There-

fore, the proposed scheme does not need the use of any ad-

ditional public-key infrastructure and it is not only secure

against security attacks but also is more efficient than the

other schemes.

Keyword: Authenticated Key Agreement, Cryptography,

Modification Attack, Network Security.

1. Introduction

In 1976, Diffie and Hellman [1] first proposed a well-

known key agreement scheme that the two communica-

tion parties can agree a common session key in an inse-

cure network [2, 12, 13, 15, 16]. However, the Diffie-

Hellman scheme suffers from the man-in-the-middle at-

tack [4, 8, 18, 19]. In 1999, Seo and Sweeney [22] pro-

posed an authenticated key agreement scheme (SAKA) in

which two communication parties used a pre-shared pass-

word to achieve user authentication, but Tseng [23] demon-

strated that it could not withstand the replay attack in which

a malicious user could cheat an honest party into believing

a wrong common session key. So then, Tseng proposed an

improved scheme to against the replay attack.

Later, Ku and Wang [7] indicated that the Tseng scheme

suffers from the backward replay attack without modifica-

tion and modification attack [11, 14, 17]. Then, Ku and

Wang proposed an improved scheme to dispose of these two

attacks. In 2003, Hsu et al. [3] pointed out that the Ku-

Wang scheme is vulnerable to the modification attack and

also proposed an improved scheme that not only enhances

the security of the Ku-Wang scheme but also is more ef-

ficient than the previous schemes. However, in 2004, Lee

and Lee [10] showed that the Hsu et al. scheme is still in-

secure to the modification attack and further proposed an

improved scheme. Lee-Lee’s scheme repaired the weak-

ness of Hsu et al. scheme and it is as efficient as the

Hsu et al. scheme. Unfortunately, in 2005, Kim et al. [6]

showed that the Lee-Lee scheme was breakable by guess-

ing attack. Moreover, Lee et al. [9] also presented that the

Lee-Lee scheme was breakable by man-in-the-middle at-

tack. In this article, we proposed an improved key agree-

ment scheme without using smart card and the improved

scheme is not only suggested to eliminate the weaknesses
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Table 1. Notations used in this article

Alice, Bob Two communication parties

idA, idB Identities of Alice and Bob

P A large prime number

PW A common password shared between Alice

and Bob

Q An integer pre-computed from PW

Q−1 The inverse of Q (modP )
g A base generator ∈ Z∗

P with the order P − 1
a A random number chosen by Alice

b A random number chosen by Bob

K A common session key derive from Alice

and Bob

H(·) One-way hash function

in Lee-Lee scheme but also is more efficient than previously

proposed schemes [5, 9, 21, 20] in terms of computation and

communication loads.

The article is organized as follows. First, we propose a

simple improved scheme in Section 2. In Section 3, we ana-

lyzed the security of our improved scheme and compared it

with other related schemes. Finally, we conclude this article

in Section 4.

2. The Proposed Scheme

In this section, we will propose a simpler key agreement

scheme based on the Lee-Lee scheme [10]. The notations

in Table 1 are used in this article.

The detailed steps of the proposed scheme are described

as follows and in Figure 1.

Step 1: Alice computes X1 = ga ⊕ Q mod P and sends

X1 to Bob.

Step 2: After receiving the message X1, Bob computes

Y1 = gb ⊕ Q mod P .

Step 3: Next, Bob computes the session key as follows:

X = X1 ⊕ Q mod P = ga mod P

K2 = Xb mod P = gab mod P.

Step 4: Lastly, Bob checks whether K2 6= 1 holds or not.

If it holds, Bob computes Y2 = H(idb, X1,K2) and

sends Y1 and Y2 to Alice. Otherwise, the key agree-

ment scheme is terminated.

Step 5: After receiving the messages, Y1 and Y2, Alice first

computes the session key as follows:

Y = Y1 ⊕ Q mod P = gb mod P.

K1 = Y a mod P = gab mod P.

Step 6: Then, Alice verifies Y2
?
= H(idb, X1,K1) and

checks whether K1 6= 1 holds or not. If above holds,

Alice computes X2 = H(ida, Y1,K1) and sends X2

to Bob. If it does not hold, it means that Alice and

Bob can not agree a common session key and the key

agreement scheme is terminated.

Step 7: After receiving the message X2, Bob verifies

X2
?
= H(ida, Y1,K2). If it holds, Alice and Bob

are now confirmed that the common session key K =
K1 = K2 = gab mod P . Otherwise, the key agree-

ment scheme is terminated as previous circumstance

shows.

3. Analysis

In this section, we analyze the security of the proposed

scheme and compare the related works with ours in terms

of computation and communication loads as follows.

3.1 Security Analysis

1. In our scheme, it is difficult for an attacker to derive

the pre-computed integer Q from receives messages

X1, Y1, Y2 and X2 because the complexity of comput-

ing Q from receives messages is a discrete logarithm

problem. Therefore, our scheme is secure to against

guessing attack.

2. An attacker may try to alter the messages to cheat both

of communication parties into believing a wrong ses-

sion key(modification attack). It does not work unless

he/she knows the common session key K.

3. If an attack Eve tries to masquerade Alice and cheat

Bob(masquerade attack), Eve can send the deceitful

message X ′

1 = ga′

⊕ Q′ to Bob, where a′ is randomly

selected and Q′ is derived from a guessed password

P ′. Then, Eve wants to verify whether her guess holds

or not, she must check K2 = (ga′

⊕Q′⊕Q)a mod P ).
However, Eve only has (ga′

⊕Q′) and without knowing

a. As a result, it is difficult for Eve to masquerade Al-

ice and cheat Bob because she has to solve the discrete

logarithm problem.

3.2 Performance Analysis

In this section, we compare the efficiency of the pro-

posed scheme, the Lu-Cao scheme [20], the Ryu et al.

scheme [21], the Lee et al. scheme [9], and the Hwang et al.

scheme [5]. Previous schemes are briefly reviewed below.
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7. verifies X2
?
= H(ida, Y1,K2)

computes X2 = H(ida, Y1,K1)

6. verifies Y2
?
= H(idb, X1,K1)

Y = Y1 ⊕ Q mod P = gb mod P

5. computes the session key

X2

K1 = Y a mod P = gab mod P

Y1, Y2 3. computes the session key

X = X1 ⊕ Q mod P = ga mod P

K2 = Xb mod P = gab mod P

4. computes Y2 = H(idb, X1,K2)

2. computes Y1 = gb ⊕ Q mod P

X11. computes X1 = ga ⊕ Q mod P

Alice Bob

Figure 1. The proposed scheme

• The Hwang et al. Scheme [5]: There are two steps

in the Hwang et al. scheme. First, the two communi-

cation parties, Alice and Bob already generated their

long-term secret key Xa, Xb and generated two short-

term secret keys {Ra1, Ra2} and {Rb1, Rb2}, respec-

tively. After two steps messages transmitted, the two

communication parties, Alice and Bob are now con-

firmed as the four common session keys by the follow-

ing equations:

K1a = K1b = gRa1Rb1 mod P,

K2a = K2b = gRb1Ra2 mod P,

K3a = K3b = gRa1Rb2 mod P,

K4a = K4b = gRa2Rb2 mod P.

• The Ryu et al. Scheme [21]: Before the scheme be-

gins, Alice and Bob pre-shared a password Q and

knew the system parameters, including a large prime

P and its generator g. First, Alice first chooses a ran-

dom number a, and computes X = ga + Q mod P

and then sends X to Bob. After receiving the mes-

sage X , Bob chooses a random number b, and com-

putes Y = gb mod P , Y1 = (X − Q)b mod P , and

Y2 = H(IDa, X, Y2). Then Bob sends Y and Y2 to

Alice. After receiving the message Y , Y2, Alice com-

putes X1 = Y a mod P and checks if H(IDa, X,X1)

equals to Y2 or not. If it holds, Alice computes

X2 = H(IDb, Y, X1) and the common session key

K1 = kdf(IDa, IDb, X1) and sends X2 to Bob,

where kdf(.) is a key derivation function. Similarly,

Bob could verify the validity of X2. If X2 equlas

to H(IDb, Y, Y2), Bob computes the common session

key K = K1 = K2 = kdf(IDa, IDb, Y1).

• The Lee et al. Scheme [9]: There are two phases

in the Lee-Lee scheme, Key establishment phase and

Key validation phase, respectively. Before the scheme

begins, Alice and Bob publish gX and gY , respec-

tively(where X = aQ and Y = bQ). In Key estab-

lishment phase, Alice first chooses a random number

a, and computes X = aQ, X1 = gX mod P and

then sends X1 to Bob. After receiving the message

X1, Bob chooses a random number b, and computes

Y = bQ, Y1 = gY modP and then sends Y1 to Al-

ice. After receiving the message Y1, Alice computes

the common session key K1 = Y
Q−1a
1

. Similarly, Bob

could compute the common session key K2 = X
Q−1b
1

.

After that, the two communication parties, Alice and

Bob could derive the common session key K = K1 =
K2 = gab mod P . In Key validation phase, in order

to convince the validity of the derived session key, Al-

ice and Bob should reciprocally carry out the follow-
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ing steps. First, Alice checks whether K1 6= 1 holds or

not. If it holds, Alice computes X2 = H(idA, X1,K1)
and sends X2 to Bob. Then, Bob verifies the vali-

dation of the equation X2
?
= H(idA, X1,K2). If

it holds, Bob checks whether K2 6= 1 holds or not.

If it holds, Bob computes Y2 = H(idB , Y1, K2) and

sends Y2 to Alice. Finally, Alice could verify the val-

idation of the equation Y2
?
= H(idB , Y1, K1). If

it holds, the two communication parties, Alice and

Bob are now confirmed that the common session key

K = K1 = K2 = gab mod P .

• The Lu-Cao Scheme [20]: There are three commu-

nication steps in Lu-Cao scheme. In first step, Al-

ice chooses a random number a, and computes X1 =
gaQ mod P and X2 = ga

1 mod P , then sends mes-

sages X1, X2 to Bob. On receiving X1 and X2,

Bob first computes X ′

1 = X
Q−1

1
= ga mod P , and

then chooses two random numbers b1 and b2 to com-

putes Y1 = gb1gb2
1

mod P and Y2 = X ′b1
1

Xb2
2

mod
P . In second step, Bob sends Y1 and Y3 =
H(A||B||X1||X2||Y1||Y2||0) to Alice. After receiving

Bob’s message, Alice first computes Y ′

2 = Y a
1 mod P

and then verifies Y3
?
= H(A||B||X1||X2||Y1||Y

′

2 ||0).
If it holds, Alice authenticates Bob. Otherwise,

the protocol is terminated. In third step, Al-

ice sends X3 = H(A||B||X1||X2||Y1||Y
′

2 ||1) to

Bob and computes the common session key K1 =
H(A||B||X1||X2||Y1||Y

′

2). On receiving X3, Bob

verifies X3
?
= H(A||B||X1||X2||Y1||Y2||1). If

it does hold, Bob authenticates Alice. Finally,

Bob computes the common session key K2 =
H(A||B||X1||X2||Y1||Y2).

Next, we compare the efficiency of our scheme and pre-

vious related schemes in Table 2. As Table 2 shows, in

terms of the computation loads, our proposed scheme is

more efficient than other schemes that only four exponen-

tial operations are required and the computation loads of

Hwang et al. scheme is the highest because eighteen expo-

nential operations are required.

Furthermore, from the perspective of communication

load shows, the Hwang et al. scheme is eight messages sent,

two communication steps and four random numbers; The

Lu-Cao scheme is five messages sent, three communication

steps and three random numbers; The communication cost

of the Lee et al. scheme is six messages sent(two publish

messages are included), four communication steps and two

random numbers; The communication cost of our scheme is

four messages sent, three communication steps and two ran-

dom numbers. Similarly, in terms of communication loads,

our proposed scheme is more efficient than the other related

schemes mentioned above.

4. Conclusion

In this article, we have proposed an efficient authenti-

cated key agreement scheme. We also give a comparison

with our scheme and some related schemes in terms of com-

munication and computation loads. From the performance

result shows, the communication and computation loads of

the proposed scheme are the lowest and it is as secure as the

other related schemes mentioned above.
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ABSTRACT  

 

The high-performance scalable parallel algorithm for rigorous 

calculation of partition function of lattice systems with finite 

number Ising spins was developed. The parallel calculations run 

by C++ code with using of Message Passing Interface and 

massive parallel instructions. The algorithm can be used for the 

research of the interacting spin systems in the Ising models of 

2D and 3D. The processing power and scalability is analyzed 

for different parallel and distributed systems. Different methods 

of the speed up measuring allow obtain the super-linear 

speeding up for the small number of processes. Program code 

could be useful also for research by exact method of different 

Ising spin systems, e.g. system with competition interactions.   

 

Keywords: Massive-Parallel Algorithm, MPI, C++, Parallel 

and Disributed Calculations, Ising Model, Partition Function, 

Statistical Mechanics.  

 

1. INTRODUCTION 

 
Among the huge variety of fundamental scientific tasks 

there are problems from the solution of which ones the 

comprehension progress of the Nature depends in whole. The 

solution of Ising model, a simple mathematical model of phase 

transitions of correlated systems, could be such a problem. The 

rigorous solution in this model it is necessary not only for the 

development of a statistical physics, but also and in related 

areas: nanotechnology, nanomaterial science, 

nanobiotechnology and et al. Today it is possible to work within 

systems which ones consist of relative small (finite) number of 

atoms. The exact solution in Ising model would be very 

desirable for further development of science and as consequence 

of a technology. The existing today single-threaded searching 

methods have strong limitations and not allow obtain the 

solution within a reasonable period of time. The total amount of 

a terms partition function grow up as power function with the 

increasing of the number of elements in the system, moreover 

Ising model could not be solved exactly by analytical approach 

in 3D, since the non-planar tasks are NP-complete problem [1-

2]. Thus for exact construction of the partition function even for 

small finite systems it is desirable have a scalable algorithm for 

the using of computer power which one could support the 

intensive parallel calculations. The productivity of computers 

enhances every ten years approximately in thousand times, that 

essentially expands the class of solvable numerical tasks. 

Approximate research methods of 2D and 3D Ising model, 

such for example as Metropolis algorithm and method Monte 

Carlo (MC) [3-4] have wide acknowledgement. With respect to

rigorous solution the situation is more problematical. The 

rigorous analytical solution for 1D case was obtained by Ising in 

1925, and exact solution for 2D case was obtained by Onsager 

in 1944 [5] (difference between exact  and unrigorous  

defined in [6]). In work [7] by authors it was shown that the 

critical temperatures of transition of finite systems to 

ferromagnetism could be calculated more precisely than in 

approximate analytical theories. Therefore it is interesting to 

construct the rigorous solution for finite number of spins for a 

large lattices with the number of nearest neighbors Z=4 or more, 

and make the comparison of results, which ones can be obtained 

by means of numerical simulation and method rigorous 

calculation. 

The aim of this work is development, optimization and 

testing on a different computational resource of high-

performance scalable parallel algorithm of rigorous calculation 

of partition function for the finite number N of Ising spins with 

ferromagnetic exchange on the planar lattice with Z=4, and 

show the possibility of generalization of this algorithm on 3D 

arbitrary lattices. 

This work was done at support of the Russian Federal Aim 

-pedagogical staff of 

Russian Federation, State Contract 

"Development of computer programs based on algorithms of 

parallel programming and optimization of high-performance 

distributed computing environment for solving problems of 

natural science."  

    

2. ISING MODEL 

 
Let us shortly remind the main idea of the simplest model of 

ferromagnetism - the Ising model, which one has not rigorous 
solution yet in spite of all its simplicity.  In this model it permits 
only the interactions between nearest neighbors usually. The 
Hamiltonian of the system in general case is    

 

where h is external magnetic field, the summation over j 

denotes the summation over neighbors (nearest here). Using 

summands in the Eq. (1) it is possible to put for the each 

configuration of 2N possible configurations in correspondence 

two numbers  the energy Ei and the spin excess Mi [8].  

Exchange constant Jij is positive and in considered case equals 

to one (in principle could be sign-changing and distance-
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sensitive in general case). The partition function of finite 

number of Ising spins  

 
The troubles with the rigorous numerical calculation of Eq. (2) 

are in the estimation of the degeneracy multiplicity of the spin 

excess Mi (total sum of all Si) over energy Ei (total sum 

exchange energy of all pair spins). The degeneracy means, that 

to one value of Mi it could correspond a different values of Ei. 

The degeneracy multiplicity equals to the number of 

combinations with given quantity of pairs of side by side 

s ) with taking into account the periodical 

boundary conditions. In other words in the combinatorial terms 

we need estimate the number of permutations with repeating 

and limitations on the distribution of side by side elements. The 

total amount of the degeneracy multiplicities for the fixed Mi 

over all permitted Ei is the binomial coefficient.  

 

3. SCALABLE PARALLEL ALGORITHM 

 
The simplicity of proposed approach gives the possibilities 

of extension of the elaborated algorithm for 2D Ising lattice, also 

and on 3D lattice with given number of a nearest neighbors Z. 

The limitation of linear search parallel algorithm is in linear 

dependence from computer performance. 

In general case the lattice can be presented by the set of bit-

vectors. For 2D this set bit-vectors {ai} could be the one 

dimension array, where two nearest elements correspond in two 

nearest columns of lattice, for 3D it is two dimensional matrix 

{aij}. De facto the information about distribution of spin states 

each column of the lattice was written it the short unsigned 

integer variables, number of which ones equals to linear 

dimension of lattice. Integer variable size is four bytes, i.e. 32 

bits. For calculations of a small lattice it needs small number of 

these bits, hereinafter referred to as significant. A unary and pair 

logical as well as arithmetical operations with a parts of such bit-

vectors, the number of significant bits which ones equal to 

second linear dimension of lattice, allow obtain the Mk and Ek. 

Total sum of Mk and Ek of all variables allow obtains the Mi and 

Ei for one configuration. All configurat  by 

parallel changing of value of each integer variable in a diapason 

from 0 to 2 in power n, where n is a linear dimension of the 

lattice.  

 

a.  Spin Excess 

 
The sum of all units of all bit-vectors gives the number of 

spins, which  It is easy to define the 
spin excess as the deference between the total numbers of spins 
and the double amount The quantity of units 
was defined with using of Kernighan algorithm  [9]  

int q_units(unsigned short int i)  

{ int j = 0;  

  while (i)  

  {i&=i-1; ++j;}  

  return j; }  

 
Really, in code of program it has used the optimization 

which one connects with the storage in an unsigned short integer 
cache array {bi} of the quantities units (weights of bit-word) 
calculated once for the each decimal numbers and reference to 
the elements of the array in cycles. The reference on the 

elements of the given array is used instead of an all arithmetical 
operations, where the enumeration of the bit-vector units takes 
place.  

b.   Rows Exchange Energy  

 
The calculation of exchange energy between spins in rows 

can be done in three steps: 

1) The operation XOR between all pairs ai and ai+1 , 

including periodical boundary conditions a1 ^ aN, for 2D lattice 

(aij ^ ai+1,j or aij ^ ai,j+1 for 3D case); 

2)  The invert conversion of the previous operation result, 

i.e. implimentation of  NOT logical operation; 

3) The reset of bits which ones have not information about 

spin state of the system. The subtraction from resultant bit-

vector 232-2n (for expample bit-

word size);   

The quantity of units in the resultant bit-word gives us the 

number of the pair exchange interactions with positive sign in 

rows, and should be stored in the separate variable En.  

 

c.  Columns Exchange Energy  

 
The enumeration of the positive pair exchange spins 

interactions in the each ai (aij) column achieve by the following 

way:   

1) To each decimal number j  - index of the integer aray 

{cj} - put in correspondence the dicimal number cj, the binary 

notation of which one is circular shift of significant bits of 

number j ; 

2) The implemention of the operation XOR between all 

pairs of integer number ai and cj,where j= ai; 

3)  The invert conversion (NOT operation) of the previous 

operation result; 

4) The reset of bits which ones have not information 

about spin state of the system; 

5) The references on elements of the array  {bi} is used 

for the determination of units quantity and summation with En; 

 

The final value of En is the total amount of the all pair exchange 

interactions with positive sign for one configuration. There are 

not troubles to calculate the total exchange energy of the spin 

pairs interactions by using of the simple arithmetical expression 

Etot=2(-En+N).   

d.   Parallelization. MPI 

The Massage Passing Interface (MPI) standard extends the 

possibility of computers and makes available parallel 

algorithmization that allows the solving of the tasks, the 

solution of which ones t be obtained in the reasonable 

time early. The possibility of the parallel execution in our C++ 

code is implemented via the MPI libraries.  

The number the nested loops equals to the length of the 

vector {ai}, i.e. number bit-vectors. The task of the 

parallelization of the nested iterations requires the application of 

the technology of dynamical processes generation. In the 

current version of the program we did not used the dynamical 

parallelization, but there are some possibilities of the 

organization of a dynamical generation of the parallel processes. 

For example, the group communicators can be used. 
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Figure 1.  The logical scheme (graph) of the parallel algorithm 

with dynamical generation of two processes by two.  

The communication process topology is on the Fig.1. The 

given approach is acceptable for the two nested loops 

 
for(j=0; j<2;j++)  
for(i=0; i<2;i++) 

where the two processes were generated by two other. The data 
is distributed uniformly between parent processes  
and the child processes .  chosen 
as the root, and the calculation results are passed in it after 
completing of the computing. The root process receives, sorts 
and saves the resultant data.  

 

4. TESTING THE CODE PERFORMANCE FOR 

DIFFERENT COMPUTER SYSTEMS 

 

To find the fastest solution of the resource-intensive tasks 

supercomputers with multi-core architecture are used. However, 

such the machines are quite expensive and quickly become 

outdated without the possibility of upgrading. Usually the 

architecture is push-typed and has weak capability to 

modernization. It is possible to create cloud computing power 

with using of the regular workstations with heterogeneous 

architectures. Therefore, a heterogeneous, scalable computing 

system for the testing of the performance our algorithm was 

used. Also the work of program was checked on HP Cluster (16 

and 32 cores). 

GNU / Linux PelicanHP 

We used two computers: Console Cluster - Intel Core 2 

Quad 2,5 Ghz, 4Gb DDR2, 500Gb HDD, 9800GTX 512Mb, 

10/100/100 Mb Ethernet; cluster nodes: AMD Athlon 64 X2 2,8 

GHz, 3 Gb DDR2, 232 Gb HDD, ATI Radeon HD 4850, 

10/100/100 Mb Ethernet. The used GRID is the distribution 

GNU / Linux PelicanHPC x86_64 (v2.3.2) linux kernel 2.6.32-

5, [10]; implementation MPI: OpenMPI v1.4.2-4. The loading 

of the operating system made from USB drive on the console of 

control computer. Service DHCP runs for a dynamic IP- 

addressing of the cluster nodes. 

 

 

Figure 2.  The dependence on logarithm of time (sec) from 

number of the spins.  

The service runs NFS (Network File System) to create a shared 

resource across the network and to boot image is installed on 

Linux NFS, that one makes possible to run the cluster nodes 

over the network (PXE boot). After of the searching for 

available nodes the cluster is installed. 

We run our program on 2 cores which ones is the ownership 

of two different physical processors at different motherboards 

connected directly to RJ-45 cable. On the Fig. 2 are the results 

of estimates of the computation time in dependence on the 

number of spins. According to the calculations it is possible to 

make prediction about the time of calculation of the 7x7 system. 

On 2 cores the time for system of 49 spins is about 76 years! It 

is easy to see that the scaling of the algorithm on more number 

of cores can give the solution in reasonable time.  

 

HP Cluster 

 
To check the code performance it is used of HP cluster Intel 

Xeon E5410 @ 2.33GHz. The 16 cores have used for estimation 

of the executing time dependence from number of cores. There 

are time logarithms of program running (in sec.) on 16 cores for 

different numbers of spins (36 and 30 spins) on the Fig. 3. 

Unfortunately the available give us the 

possibilities to estimate of the solution time for bigger number 

of spins.    

  
 

Figure 3.  The dependence on logarithm of time from number of 

the cores for defferent number of spins.  

 

The elaborated algorithm for the rigorous calculation of 

partition function for finite number of Ising spins on the square 

lattice displays the scalability. Processes are independent and 

run approximately the same time.  
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TABLE 1.  Results of calculation for 4x4 system. 

Nc       Mi       Ei Nc       Mi      Ei   Nc      Mi     Ei 

 1        16    -32  

 16      14    -24  

 32      12    -20  

 88      12    -16  

 96      10    -16  

 256    10    -12  

 208    10    -8  

 24       8     -16  

 256     8     -12  

 736     8     -8  

 228     8      0  

 576     8     -4  

 192     6     -12  

 688     6     -8  

 1664   6     -4  

 1248   6      0  

 448     6      4  

 128     6      8  

 96       4     -12  

 704     4     -8  

 1824   4     -4  

 2928   4      0  

 1568   4      4  

 768     4      8  

 56       4      16  

 64       4      12 

64         2     -12   

624       2     -8  

1920     2     -4  

 3680    2      0  

 3136    2      4  

 512      2      12  

 1392    2      8  

 96        2      16  

 16        2      24  

 8          0     -16  

 768      0     -8  

 1600    0     -4  

 4356    0      0  

 2112    0      8  

 3264    0      4  

 576      0      12  

 120      0      16  

 64        0      20  

 2          0      32  

 64       -2     -12  

 624     -2     -8  

 1920   -2     -4  

 3680   -2      0  

 3136   -2      4  

 1392   -2      8  

 512     -2      12  

 96       -2      16  

 16       -2      24 

 96      -4    -12  

 704    -4    -8  

 1824  -4    -4  

 2928  -4     0  

 1568  -4     4  

 768    -4     8  

 64      -4     12  

 56      -4     16  

 192    -6    -12  

 688    -6    -8  

 1664  -6    -4  

 1248  -6     0  

 448    -6     4  

 128    -6     8  

 24      -8    -16  

 256    -8    -12  

 736    -8    -8  

 576    -8    -4  

 228    -8     0  

 96      -10  -16  

 256    -10  -12  

 208    -10   -8  

 32      -12   -20  

 88      -12   -16  

 16      -14   -24  

 1        -16   -32 

 

The results of partition function parameters calculations are 

in Tab. 1. The total accuracy of the computation was controlled 

by using of the total known number configurations, of the 

binomial coefficients (for 4x4 system there are 65536 

configurations), also by other well-known parameters.   

Other interesting outcome for given algorithm is in 

measuring of speedups which ones had super linear values for 

small number of processes. The running time of application was 

estimated with using of the library time.h and the MPI inline 

functions clock(), MPI_Wtime(), ftime(), system command 

time  and  duration writing of datafile,  see Tab. 2.  

 

 

TABLE 2. The measuring of process durations and 

speeding up by means of different methods for 5x5 lattice 

system. Time in sec.   

 
  clock();  MPI_ 

Wtime();  

ftime();  System  

Command 

  

open-

closing 

datafile  

The 

running 

time of 

the 

process # 

0 37.910 37.9297  38.662       

 

38.613 

 

 

37.478  
1 37.460  37.4688  37.468  

2 37.710  37.7188  37.66  

3 37.530  37.918  38.612  

Single 

process  

156.280  156.312  156.315   156.536  156.286  

Speedup 4 

nodes 

4.122  4.121  4.043  4.054  4.170  

Speedup 8 

nodes 

8.068  8.064   8.062  7.714  8.08  

Speedup 16 

nodes 

8.247  8.279  8.279  7.529  8.116  

 

 

The cause of the strange and intriguing speedup values 

which ones are over maximal values (up to 4%) and in the 

contradiction with values predicted by the Amdahl s law, is not 

clear.  The possible reason of such result could be quantities of 

the massive parallel logical-arithmetical operations over bit-

vectors which ones could decrease because of cash hits are 

increases. The following decreases of the speedup are in 

connection with the growth of costs on message passing.    

 

5. CONCLUSION 

 
The high-performance parallel algorithm for rigorous 

calculation of partition function of the lattice systems of the 
finite number Ising spins was developed. The algorithm is 
scalable and it is possible to extend it for the running on huge 
calculation recourses. The facilities of calculation of 3D Ising 
lattices were elaborated. The nested iterations can be executed 
with utilization of the approach dynamical generation of the 
processes.  

Unfortunately even with linear increasing of speedup by 
existing methods it is impossible to calculate Mi and Ei for each 
configuration of 10x10 system i.e. 100 spins in the given 
approach. So far as 2100 is approximately 1033, therefore for 
computational cloud with computer speed in order ExaMips 
(1018 Mips) only for the summation until decillion it is necessary 
1015 seconds or ~31,7 millions year! The same time needed for 
the 3D Ising lattice with structure 4x5x5. Of course, the 
availability of generating function could simplify the solution, 
but today we have not rigorous analytical solution of the simplest 
(!) ferromagnetism model even for 2D Ising lattice. The future 
approach to optimization of the chosen scheme of calculation of 
partition function could be done by means of taking into account 
the hypersymmetry of the this task. The solution obtained by 
authors can be used for comparison with experimental 
magnetization values for the finite atoms systems.      
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ABSTRACT 

Financial Information Exchange ("FIX") 
protocol, a public domain protocol, is a series of 
messaging specifications for the electronic 
communication of trade-related messages. FIX 
allows independently developed systems to 
communicate seamlessly and without licensing 
issues. It has been developed through the 
collaboration of banks, exchanges, broker-
dealers, industry utilities and associations, 
institutional investors, and information 
technology providers from around the world. 
The vision of market participants is to 
standardize a common, global language for the 
automated trading of financial instruments. The 
objective of this project is to develop and 
implement a prototype FIX Engine and an Order 
Management System using Microsoft ASP.NET 
platform using C# programming language.  
 
Keywords: FIX engine, Online Trading, 
ASP.NET 
 

1.INTRODUCTION 

Online Trading [1,2,3,4] is the buying and 
selling of stocks or other securities through the 
Internet. Instead of paying a broker to do the 
transaction for you, you type them in yourself. 
Brokerage fees are much lower, and transactions 
are completed more promptly.  
 
Financial Information Exchange ("FIX") 
protocol [5, 6, 7], is a series of messaging 
specifications for the electronic communication 
of trade-related messages. FIX allows 
independently developed systems to 

communicate seamlessly and without licensing 
issues because FIX protocol is a public domain 
protocol. The FIX protocol has been developed 
through the collaboration of banks, exchanges, 
broker-dealers, industry utilities and 
associations, institutional investors, and 
information technology providers from around 
the world. These market participants share a 
vision of a common, global language for the 
automated trading of financial instruments. 
 
A FIX engine is an application program which 
manages network connections, creates and 
parses communication messages both outgoing 
and incoming. A FIX engine also manages the 
session and application layers and is the single 
piece of software needed in order to FIX-enable 
trading or order management systems.  
 
In the context of an online trading system, FIX 
engine serves as the interface to the outside 
world. Through connection of communication 
network, it connects you to the outside world 
and allows you to trade and exchange related 
information in a standard fashion. Thus, to FIX-
enable an application refers to the integration of 
a FIX engine and connection to a routing 
network. 
 
By maintaining electronic connectivity with 
trading counterparts, a FIX Engine sends and 
receives trading information and also monitors 
data integrity of the trading processes. The FIX 
engine actually is the component that handles 
low-level communications, and binds the 
protocol to your chosen programming language. 
A FIX Engine is a solution for companies who 
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plan to use the FIX protocol for electronic 
financial information exchange of financial data.  
 
The Financial Interface exchange effort was 
initiated in 1992 by a group of institutions and 
brokers interested in streamlining their trading 
processes. FIX specifications are developed and 
managed by the members of organization known 

by major industry players. 
 
The publication of the FIX standard in 1992 was 
followed by a number of products which can be 
categorized as first generation FIX engines. 
They were straightforward implementations of 
the FIX Protocol with their roots in traditional 
financial/accounting systems. They were 
typically built around a relational data base or on 
top of an application server. The most successful 
were Coppelia from Javelin [8], Financial 
Fusion from Sybase and Trinitech [9]. As FIX 
becomes more popular, the performance of these 
first generation solutions started to become an 
issue. 
  
Second generation engines ran considerably 
faster than earlier versions, with Cameron FIX 
arguably being the first to market. Another 
significant second generation FIX engine which 
was the open source implementation, Quick FIX 
[10]. These FIX engines had raised the bar on 
performance but were still little more than 
straightforward implementations of the protocol. 
 
The third generation FIX engine naturally 
implements the FIX protocol but it also serves as 
a platform for the processing of FIX messages. 
The FIX engine itself can be the most efficient 
and appropriate places to process those 
messages. Customers can configure in their own 
business logic for manipulating the FIX 
messages. FIX is now used by variety of firms 
and vendors. The latest FIX version is 5.0. Most 
of the current production versions are 4.1 to 4.4. 
FIX has become the de facto messaging standard 
for pre-trade and trade communication in the 
global equity markets, and is expanding into the 
post-trade space to support Straight through 
Processing, as well as continuing to expand into 
foreign exchange, fixed income and derivatives 
markets. 

The FIX Engine can be combined with an Order 
management system that can store orders and 
operations in a database. In this project, the FIX 
Engine and an Order Management System for 
the Broker and Exchange is developed for online 
trading of stocks.  This FIX engine is integrated 
with an Order Management System (OMS) for 
broker and exchange in order to generate and/or 
process FIX messages. 
 
We outline of this report is as the following. 
Section two describes the system architecture 
and its implementation. Three-tier design was 
discussed. Section three list the system features. 
Section four concludes this report. 
 

2. DESIGN AND SYSTEM  

IMPLEMENTATION 

 

Three-tier design is adapted for our design of 
exchange server and OMS. These two servers 
exchange trading information through FIX 
engine. Any three-tier applications can be 
understood in terms of three different functional 
components: data management, application 
logic, and presentation. Different components 
are responsible for different purposes. The data 
management component is responsible for 
storing and managing all the persistent data used 
in the application. The presentation component 
is responsible for presenting the application data 
and functionality to the user and collecting the 

logic component is the heaviest among all three. 
It implements the business logic of the whole 
application as well as addressing multiple 
functional and nonfunctional requirements by 
providing various services like caching, 
distributing computing, distributing transactions, 
data transformation, authentication, and many 
others. 
 
As mentioned above, a FIX engine is integrated 
and link to an Order Management System 
(OMS) for broker and one FIX engine with 
exchange server. The Order management system 
which integrated with the FIX Engine will store 
orders and perform operations to the backend 
database. The Order Management System which 
links to the FIX Engine is used to generate and 
process FIX messages. 

104

Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation: IMETI 2011



The FIX Engine establishes communication 

Orders placed by Broker OMS will be converted 
into FIX messages and transmitt

FIX engine will also maintain TCP/IP and FIX 
sessions by generating heartbeat messages at 
regular time intervals. A Heartbeat monitors the 

 
 
This project is developed in Microsoft ASP.NET 
framework[11,12] and use of C# [13] language 
for development of the code. The information is 
stored in the Microsoft SQL Server [15] 
database management system. The web 
application is based on three tier architecture of 
software engineering. There is a clear separation 
of these three layers of the architecture. Most 
part of this web application is populated 
dynamically from the data stored in the 
database. This project uses a web server IIS 
server of Windows operating system. 
 

3. SYSTEM FEATURES 

 

 

 

The home page of the B
Management system consists of a navigation 
menu that contains Home, Trade, My Account, 
Research & Ideas, Contact Us, About Us links. 
On clicking these menu links, it will open detail 

only after login to the application. Home page 

submenu for user login. It will also have search 

 
 
To open an account in the application user has to 
first create his user name and password. After 
submitting this information, a new page will 
open where user has to fill a form of his personal 
information like first name, last name, address, 
phone number, e-mail and his bank information. 
After submitting this form, user will get a 

message that account has been created 
successfully.  
 
There is an Order Book for each user.  User will 
be able to navigate to this page from Order Book 
link under the top navigation link Trade. This 
page will display order history of a user. This 
page will display company code of the company 
of which user has placed the order. It will also 
display quantity, order price, order date/time, 
side, open quantity, executed quantity and Time 
In force of the order.  User can also modify or 
cancel his order before execution, if order status 
is active. Figure 3.1 is a screen shot of an order 
book. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1 An order book 
 
User will be able to navigate to this page from 
Trade Book link under the top navigation link 
Trade. This page will display all the executed 
orders. This page will display company code, 
company name, quantity, tax, brokerage, total 
amount and total trade date/time.  
 

 
 
 
 
 
 
 

 

 

 

 

 

Figure 3.2 A trade book  
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This Message Monitor page as shown in Figure 

3.3 
management system. This page displays the 
entire message communication between 

 
 

 

 

 

 

 
 
 
 
 
 
 

 
Figure 3.3 FIX message monitor page 
 
For illustration purpose, Figure 3.4 demonstrate 
a message which buying 5000 shares of IBM 
with $110.75 each share. 
 
Each part is a set of fields. Body contains actual 
application message. Checksum is used to avoid 
transmission errors.tag 35 is very important tag 
that tells what type of information a message is 
carrying. Tag 8 indicates the version of fix 
protocol used to create the message. 35 = D new 
order single means the sender is sending a new 
order to trade the single security.  
 

 
Figure 3.4 Example of purchase of IBM stock 

 

There is a brok  Message Archive page 
displays messages generated on previous dates 
between FIX engines. 
 

 

 
We list some interesting pages for Exchange 
OMS. 
 
The Order Monitor page will display orders 

. This page will 
display Company Name, Order Id, Order Price, 
Order Date/Time, Order Type, Side Name, 
Ordered Qty, Last Share, Cumulative Qty, 
Leaves Qty, Order Status and TIF of the order. 
From this page Exchange can select Active or 
Inactive orders and will execute or cancel active 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3.5: Order Monitor Page Screen 

 
Similar to the broker System, the exchange 
system also can show message screen that 

management system. This page displays the 
entire message communication between 

also Message archive for exchange server. 
 

 

4. CONCLUSIONS and REMARKS 

 
The benefits of a FIX engine include quick 
development and fast deployment for 
connectivity with new counterparties, easy and 
dynamic customization for maintaining and 
expanding the market reach. There are high 
flexibility and customizability in implementing 
the FIX Protocol and FIX variations. The 
efficiency of communication among financial 
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industry players is increased. As FIX engine 
utilizes FIX messages which reduces the time 
and complexity involved in connecting to 
multiple trading partners across different 
geographies. FIX engine will increase actual and 
potential completion between brokers for 
provision of trading services. Of course, it also 
reduces the explicit trading costs (e.g. brokerage 
commission and trading platform fees). 
 
Over the years FIX has shown an extraordinary 
ability to evolve and adapt to the demands of its 
users, which has been key to its success. Its 
popularity has driven the evolution of FIX 
engine software. A FIX engine greatly simplifies 
connecting to exchanges or brokers. FIX engine 
implements all important aspects of the FIX 
protocol. FIX is a high performance, low-latency 
solution for order routing and market data. 
 
Better FIX engines help to make the FIX 
Protocol more attractive to the market place. The 
result is a symbiotic relationship between the 
standard, and implementations of that standard, 
which bodes well for both.  FIX is gaining 
increased attention within the Exchanges 
community as over three quarters of all 
exchanges surveyed supported a FIX interface. 
Currently, FIX is being used for equities, fixed 
income and foreign exchange trading for both 
cash and derivative products. FIX Engine is an 
enterprise-strength solution for companies who 
plan to use the FIX protocol for electronic 
financial information exchange of financial data, 
and Straight through Processing (STP). 
 
Our implementation of FIX engine and OMS is 
very user friendly. More useful functionalities 
can be added in. As it will be a database 
application and will follow standard 
technologies, the maintenance of this application 
will be very easy. This application has lots of 
scope for future enhancements. One interesting 
area in FIX application is how to automate FIX 
message testing.  
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1 Abstract

Recently it is proven that energy can be teleported by
a new quantum protocol
By use of ground-state entanglement, rapid energy

transportation can be achieved by local operations and
classical communication before heat generation. This of-
fers a new scheme of energy distribution in quantum com-
puters without thermal decoherence.

2 Description of QET

Recently it is proven that energy can be teleported
by a new quantum protocol called quantum energy tele-
portation (QET for short) [1]-[7]. This QET protocol
retains all physical laws including local energy conser-
vation. At �rst, we measure zero-point �uctuation of a
subsystem A of a many-body system in the ground state.
The post-measurement state is not the ground state in
general. Therefore positive amount of energy EA must
be injected into A by the measurement device. This en-
ergy is regarded as energy input of the teleportation. Af-
ter the measurement, the result is announced to another
subsystem B at a speed much faster than energy-carrier
velocity. By performing an operation dependent on the
result to B, we can extract energy EB from B, which
is regarded as energy output of the teleportation. By
extracting positive energy +EB to outside systems, the
zero-point �uctuation at B of the channel can be more
suppressed than that of the ground state, yielding nega-
tive energy �EB at B. Here we �x the origin of the en-
ergy density of the channel such that the expectational
value vanishes for the ground state. Thus the total en-
ergy of the channel is nonnegative. In general, quantum
interference among total energy eigenstates can produce
various states containing regions of such negative energy
density, although the total energy remains nonnegative.
QET increases not the total energy at the region of B but
instead the percentage of available energy at the region
of B to be harnessed for arbitrary purposes by decreasing
the zero-point energy of B.
This protocol is expected to o¤er a new scheme for

energy distribution inside quantum computers without
heat generation. This enables us to execute quantum

�hotta@tuhep.phys.tohoku.ac.jp

tasks using the distributed energy before heat destroys
quantum coherence.
Physical energy carriers do not play any role for the

energy extraction during this short-time QET process.
Soon after a one-round completion of the protocol, the
input energy EA still exists at A because late-time evo-
lution of the energy carries does not begin yet. Let us
imagine that we attempt to completely withdraw EA by
local operations at A after the extraction of energy from
B. If this was possible, the energy gain EB might have no
cost. However, if so, the total energy of the channel be-
came equal to �EB and negative. Meanwhile, we know
that the total energy of the system is nonnegative by our
de�nition of the origin of the energy density. Hence, it
is not allowed physically to withdraw energy larger than
EA�EB by local operations at A. This argument also im-
plies that EB is upper bounded by EA. Another reason
for this inability of complete extraction of EA is because
the �rst measurement made at A breaks the ground-
state entanglement between quantum �uctuation at A
and quantum �uctuation at B. Therefore, after the mea-
surement at A, the ground state (zero-energy state) is no
longer recovered only by A�s local operations, which do
not restore the above broken entanglement. Hence it can
be concluded that a part of input energy EA cannot be
extracted from A during the short time scale. QET en-
ables this residual energy at A to be e¤ectively extracted
in part as EB from the distant point B by use of the
measurement information of A. Needless to say, after the
completion of the QET process, the positive energy EA at
A compensates for the negative energy �EB at B during
the late-time evolution of the energy-carrier dynamics.
Though heat can be generated in this late-time period,
heat does not arise in intermediate subsystems between
A and B in the early-time period of QET.
The QET protocols can be implemented, at least the-

oretically, to various physical systems, including spin
chains, cold trapped ions, harmonic chains, quantum
�elds and quatum Hall edge current. The reference list
of QET can be seen in [8].
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ABSTRACT 

Within the last years, the utilization of wireless solutions for 

industrial applications has become very popular. Especially in 

harsh environments, mobile and rotating scenarios, or at positions 

difficult to access, the advantages of radio technologies are obvi-

ous. In addition to that, there is a great potential on saving time 

and money during planning, installation, and commissioning of 

plant sections. However, due to the lower capacity and reliability 

of wireless links compared to wired ones, time critical domains 

like factory automation or motion control, can hardly be served 

by radio based solutions. Meanwhile, Ultra Wideband (UWB) a 

wireless transmission technology for high bitrate more than 480 

Mb/s and short range (1-10m), offer opportunities, to meet the 

requirements of high speed industrial communication systems.  

The full paper gives a short overview of important industrial 

Real-Time-Ethernet (RTE) technologies and the ECMA-368 

UWB radio. Furthermore, we present the relevant performance 

characteristics of ECMA-368 and compare them with the re-

quirements of current RTE-Systems. The paper concludes with 

the approaches to realize typical use cases of wireless solutions in 

industrial applications. 

Keywords: Real-Time-Ethernet, wireless, ultra wideband, 

ECMA-368, automation, motion control, RTE-Bright, WSAN 

1. INTRODUCTION

Short Range WPAN Networks like Bluetooth or Zigbee 

gained significant popularity in recent years. Few domains of 

industrial automation already benefit from using wireless applica-

tions. Especially in mobile and rotating scenarios, harsh envi-

ronments, or at positions difficult to access, the advantages of 

radio technologies are obvious. In this use cases radio links often 

offer a lower error probability compared to sliding contacts and 

cable connections. Specific mobile scenarios are only realizable, 

based on radio technologies. Furthermore there is a high potential 

on reducing time and money during planning, installation, and 

commissioning of plant sections. It has been estimated that com-

mon wiring costs in industrial installations are about US $ 

130,..,650 per meter and adopting wireless solutions could save 

20 %,..,80 % of these costs [1]. 

Besides the development of radio-based systems for the indus-

trial use, in the last years classic fieldbus systems for industrial 

automation are slowly been replaced by Real-Time Ethernet 

fieldbus systems. Current RTE offer significantly shorter cycle 

times with much higher data rates. Because of this features RTE 

are very good suitable for the use in factory automation and mo-

tion control. However, this performance exceed by far the capa-

bilities of current industrial wireless solutions, which are based 

on low band wide radio system such as IEEE 802.11/WLAN [2], 

IEEE 802.15.1 [3] / bluetooth [4] or IEEE 802.15.4 [5]. 

Further, due to the fluctuating nature of these radio communi-

cation channel, the mentioned time critical low latency domains, 

can hardly be served by radio based solutions [6]. Particularly in 

industrial environments, with several moving and metallic obsta-

cles, reliable wireless data communications are very difficult to 

obtain.

In this context, the Ultra Wideband (UWB) radio technologies 

offer opportunities, to meet the requirements of high speed indus-

trial communication systems. First standards for Ultra-Wideband 

(UWB) radio technologies have been published in 2006 and 

2007. In general, UWB offers the following advantages: 

• Low latency times, due to extreme short symbol durations, 

what additionally offers the possibilities for precise ranging. 

• Robust against the effects caused by multipath scattering. 

Reflection and scattering are frequency selective. Using a 

high bandwidth reduces the probability of deep fadings over 

the whole frequency range. 

• Energy efficiency, due to the low spectral density power. 

Especially the first two statements underline the potential suit-

ability of UWB for low latency real time applications. Possible 

use cases are: 

• Cable replacement in high speed real time Ethernet (RTE) 

connections (RTE-Bridge). 

• Application in wireless sensor/actor networks (WSAN). 

ECMA-368 is one of the current available UWB technologies. 

It defines high data rate UWB and is based on the specifications 

of the WiMedia Alliance. ECMA-368 is the foundation for a 

bundle of commercial protocols, like WiNET for TCP/IP support 

and Certified Wireless USB. Analyses of the ECMA-368 specifi-

cation as well as practical tests have shown that the standard is 

suitable for the realization of the mentioned use cases [7]. 
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This paper is published within the scope of the project „Ultra 

Wideband Interface for Factory Automation” (UWIfac), funded 

by the German ministry for education and research (BMBF). 

The rest of the paper is organized as follow, Chapter two and 

three gives a short overview of the current industrial RTE-

technologies and the ECMA-368 UWB radio and present the 

relevant performance characteristics of them. In the following 

Chapter possible applications for UWB Radio in RTE networks 

would be presented and discussed. The paper concludes with 

presentation of the used hardware and software framework. 

2. MODERN INDUSTRIAL COMMUNICATION 

SYSTEMS

The traditional fieldbuses and the directly coupled signals are 

slowly being replaced by Ethernet based communication solu-

tions [8]. The move towards Ethernet as the basic communication 

platform is mainly based on the efficient price/performance rela-

tionship of the technology. Corresponding to Figure 1, the per-

formance of real time Ethernet (RTE) protocols has historically 

evolved into three generations [9]. 

The protocols using the whole Ethernet TCP/IP stack and on 

top a real time specific application layer belong to the first gener-

ation. Good examples are Ethernet/IP [10] and Mod-Bus/IDA 

[11]. Since the whole TCP/IP protocol stack is used, the real time 

performances are limited. Guaranteed update times of about 100 

ms can typically be reached. 

ETH MAC

IP

TCP/UDP

Realtime

ETH MAC

IP

TCP/UDP

Realtime

ETH MAC

Prioritizing

Realtime

IP

TCP/UDP

Scheduling

1 2 3

Performance

PROFINET RTModBus / IDA,

Ethernet / IP

PROFINET IRT,

Powerlink, EtherCAT

 Figure 1: Classification of industrial-Ethernet Protocols[8] 

Protocols of the second generation are a tradeoff between na-

tive Ethernet standard versus achievable real time performance. 

The transport and network layers are bypassed in order to achieve 

a more efficient real time communication. By means of this op-

timization, update times in the range of about 10 ms can be 

reached. A good example is PROFINET RT [12]. 

Protocols which are changing/replacing the original MAC 

scheme are part of the third generation. For those protocols, spe-

cific hardware or software is necessary. Good examples are 

Ethernet Powerlink [13], EtherCAT [14] and PROFINET 

IRT[12]. Depending on the protocol, summation or individual 

frames and cut-through operations are used, in order to exchange 

process date at extreme low latency times. The update times of 

third generation RTE protocols reach down to below 250 µs, 

according to the number of nodes joining a network. 

The interested protocols of the third generation roughly can be 

divided into three functional principles: 

Token-based methods: These include the RTE EtherCAT and 

SERCOS III. In this principle the master note transfers on or 

more Ethernet frames in a row. These Ethernet frames carry all 

process data of the slaves. This process data are passing each 

slave and the last slave sent them back to the master. Physically, 

the slaves are connected in a ring or linear topology. The process 

data in the Ethernet frames are processed by the slaves "on the 

fly". So the Ethernet frames are constantly delayed less than 500 

ns. Important for this principle is the need of a full duplex com-

munication.

Request Response Procedures: This includes the RTE Pow-

erLink. In this principle the process data between the master and 

the slave where transferred in a separate Ethernet frame for each 

slave. The Master requests the slaves to take over the process 

output data and to send their input process data back to the mas-

ter. This method does not require am full-duplex communication.

Consumer Producer process: This includes the RTE 

PROFINET. In this principle the master determined for each 

slave at the beginning, when the process data have to be transmit-

ted. The transmission timings are optimized to the network, so 

that the collisions between the slaves are minimized. In real-time 

operation, the slaves transmit there process data periodically 

without further requests by the master. Also the master sends its 

output process data network optimized to the slave notes. This 

process requires also a full duplex communication. 
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Transmission Times

IAONA-Echtzeitklasse 4 4 4 4

minimale Zykluszeit [s] 200 µs 250 µs 31 µs 30 µs

Obergrenze des Jitters [s] < 1 µs < 1 µs < 1 µs < 1 µs 

Strategies und Synchronization

Introduction of TDMA x x x -

Token based Method - - x x

Introduction of prioritization - x x -

Response Request Method x - - -

On the Fly Frame Processing - - - x

Synchronisation über Sync-Signal x - x -

Time Synchronization (like IEEE 1588/PTCP) x x - x

Topoloegie & Verteiller

Logic Topologies:

Tree - x - -

Line/Bus x - - -

Ring - - x x

Physical Cabling:

Baum x x - x

Line/Bus x x x x

Ring - x x x

Distributor:

Hubs x - x -

Switches - x - x

Special - x x x

ETH-Standards Conformance

Standard ETH-Frames Transmission x x x x

ETH-Standard Allowed in Higher Layer x x x x

Capping is Compiant with the ETH-Standard x x x x

Switches are Compliant with the ETH-Standard x - x -

TCP/UDP/IP-Frames in Network Allowed x x x -

nRT-Traffic in Specific Time Slots x x x -

Standard PCs in Network Allowed - x - -

Cross Traffic Allowed - x x x

Ether Type 0x88AB 0X8892 0x88CD 0x88A4

Figure 2: Properties of industrial-Ethernet Protocols 

The table in figure 2 shows the performance and transmission 
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characteristics of the mentioned RTE. The figure 3 shows the 

theoretical possible minimum cycle times for the RTEs depend-

ing to the number of slaves for different sizes of process data. 

Practical the following minimum cycle times are currently avail-

able:

• 250 ms Profinet IRT 

• 200 ms Powerlink 

•   50 ms EtherCat 

•   32 ms SERCOS III
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Figure 3: Updatetime of industrial-Ethernet Protocols 

3. ULTRA-WIDEBAND

The first regulation for UWB devices within a frequency range 

between 3.1 GHz and 10.6 GHz was published by the FCC in 

2002 [15]. The maximum e.i.r.p. power density is limited to 41.3 

dBm/MHz. More restrictive regulations concerning the frequency 

ranges, channel occupation, and maximum power spectral densi-

ties followed for Europe, Japan, Korea, and China since 2007. 

UWB follows the approach of a parallel utilization of the fre-

quency spectrum with a large band-width and a low spectral den-

sity power, hence being immune and appearing as noise to coex-

isting narrow band technologies [16]. 

Based on the specifications of the WiMedia Alliance [17], the 

first UWB standard ECMA-368 [18] was published in late 2006 

and is available in version 3.0 since 2008. It uses a Multiband 

OFDM (MB-OFDM) scheme and supports high datarates of up to 

480 Mb/s on the PHY layer. The amendment IEEE 802.15.4a 

[19] is the second standard for UWB PHY and MAC layers and 

was published in 2007. The standard uses Direct Sequence UWB, 

bursts of impulses, to generate signals and aims at a ultra low 

power and low datarate communication (100 kb/s to 27 Mb/s) 

with precise ranging capabilities. However, the second standard 

is unattractive for the use in RTE networks, due to its low data 

rates. 

ECMA-368 

ECMA-368 defines high data rate UWB PHY and MAC layers 

and is based on the specifications of the WiMedia Alliance. The 

standard builds the foundation for a set of commercial protocols, 

like Certified Wireless USB (CW-USB) [20], and WiNET for 

TCP/IP support. The standard defines fourteen 528 MHz fre-

quency bands, which are split up into six band groups. Each band 

group consists of three bands with the exception of band group 

five, which consists of only two bands. 

Data is encoded using MB-OFDM with 122 sub-carriers (100 

data, 10 guard, 12 pilot). The different data rates are realized, 

using a convolutional code with coding rates of 1/3 to 3/4, time 

domain spreading (TDS), and frequency domain spreading 

(FDS). TDS makes use of time diversity, by redundantly trans-

mitting data over two consecutive symbols. FDS makes use of 

frequency diversity, by redundantly transmitting data over two 

OFDM carriers. Depending on the data rate, distances between 

three to ten meters are achieved at an output power of -

41.3 dBm/MHz. This is a sufficient range for applications in 

typical production cells. 

Figure 4. Comparison of the physical transmit durations between 

ECMA-368, IEEE 802.11g and IEEE 802.11 Draft n [7] 

Figure 4 shows a theoretical comparison of the physical 

transmission duration of ECMA-368 for different datarates, IEEE 

802.11g at 56 Mb/s, and IEEE 802.11 Draft n at 300 Mb/s 

(greenfield) for different amounts of payloads. Because of the 

shorter protocol overhead, even at 53.3 Mb/s ECMA-368 outper-

forms IEEE 802.11 Draft n for payload length of > 100 bytes. 

Thereby, the energy consumption of ECMA-368 is approximate-

ly one magnitude lower compared to IEEE 802.11. 

The standard specifies a fully distributed MAC layer with no 

explicit coordinating device. A transmission channel is divided 

into superframes, each consisting of 256 medium access slots 

(MAS). Each MAS has a duration of 256 µs. A superframe is 

composed of a beacon period (BP) at the beginning and a follow-

ing data period. The BP constists of a variable number of beacon 

slots with a duration of 85 µs. Within the beacon slots, devices 

exclusively send beacon frames, containing information on the 

device. With each device joining a network, called beacon group, 

the beacon period gets extended by one beacon slot. Two beacon 

slots are always reserved for devices to join in the future. Bea-

cons are also used to negotiate and coordinate the channel access 

among the device within the data periods of superframes. The 

standard defines the two access methods distributed reservation 

protocol (DRP) and prioritized contention access (PCA). 

The DRP gives exclusive access to reserved blocks of MASs 

for a reservation target and a reservation owner, where the target 

is a single device and the owner may also belong to a multicast 

group. Data transmission is always initiated by the target device. 

Within blocks of non-reserved MAS, devices may access the 

medium using PCA. PCA is a CSMA/CA scheme. 

In summary it can be said that the investigations presented by 

RTE and ECMA 368 have shown that the realization of the pre-

sented use cases should be possible with cycle times well below 1 

ms. However, in order to get full access to the PHY capabilities, 
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the following weak points of the MAC have to be overcome: 

• Depending on the number of devices, participating in a bea-

con group, the length of the BP varies between 512 µs and 

8.16 ms. At these times, no data transfer is allowed. 

• In principle, DRP offers a time synchronised access to the 

medium, suitable for deterministic real time protocols. But 

the duration of 256 µs of a MAS is alligned with respect to 

large payloads. When using frames with small payloads, like 

it is common for industrial protocols, about 80 % of this time 

would be left unused. 

• PCA gives more flexibility for devices to access the channel. 

But contention aware protocols do not guarantee a determin-

istic channel access. 

4. INDUSTRIAL USE CASES

Within the scope of the project „Ultra Wideband Interface for 

Factory Automation” (UWIfac), funded by the German ministry 

for education and research (BMBF), the feasibility of the follow-

ing two use cases should be proved: 

• Time synchronized wireless sensor/actuator Network 

(WSAN): This is understood as a real-time Ethernet slave 

who is able to exchange the completely process data of its at-

tached wireless sensors and actuators within a real-time 

Ethernet cycle (typically 100 µs to 1 ms). 

• Real-time Wireless Bridge (RTE-Bridge): Descripts a 

wireless point-to-point connection with an extremely reliable 

almost delay and jitter free communication behavior within 

the permitted real time limits. 

Time-synchronized wireless sensor/actuator Network: 

The requirements to the UWB radio technology are different 

for both use case. In the use case of WSAN, the RTE is not af-

fected by the wireless technology, because the gateway note is a 

RTE-Slave of the respective RTE itself. This gateway has its own 

process data, which stores the input and output process data of 

the individual radio sensor/actuator notes. Regardless of the 

RTE-cycle these process data are exchanged between the gate-

way and the wireless nodes in its own sub cycle. This is a master-

slave relationship with a request response communication behav-

ior. For the RTE network the WSAN gateway note looks like an 

RTE-coupler with a sub-bus. Hence, the requirements for this use 

case are: 

• a minimum cycle time of the sub-bus 

• a very reliable radio link 

The minimum cycle time of the sub-bus depends on the num-

ber of wireless notes. To keep the cycle time small for many 

wireless devices, the wireless devices can be subdivided to mul-

tiple smaller groups each with their own gateway note. There-

fore, ECMA-368 offers the possibility to operate multiple sys-

tems simultaneously in different radio channels. This parallel 

operation is very limited for conventional radio systems. In prin-

ciple, this use case can be realized functional in any case. How-

ever, it needs to be tested, if the desired performance can be 

achieved. 

Real-time Ethernet Wireless Bridge: 

For the use case RTE-Bridge the requirements to the UWB ra-

dio technology are much tougher than to the previous use case. 

The system affects directly the RTE communication, because it 

practical replaced a cable connection between two slave-RTE or 

a network switch or hub. Especially for the RTE of the third gen-

eration the demands for a constant time behavior of these net-

work components are very high, to achieve an exact synchroniza-

tion of the RTE slaves. Assuming that the RTE-Bridge is re-

placed an Ethernet cable, three requirements are important for the 

RTE-bridge: 

• Full duplex communication 

• Jitter- and nearly delay-free transmission of Ethernet frames 

• High reliability against loss and damage of the Ethernet 

frames 

It is obvious, that wireless technologies cannot reach these 

characteristics of a cable. Therefore it is important to find out, 

how high the requirements for the specific RTE really are. 

The full duplex communication is one of the most critical re-

quirements for conventional radio systems. Conventional radio 

systems are based on a single channel half-duplex communica-

tion. That means, when RTE- system requires a full duplex 

communication, a single-channel radio system wouldn’t meet this 

requirement. RTE which needs a full duplex communication are, 

SERCOS III, EtherCAT and PROFINET RT / IRT. 

Thus, a radio system with full duplex communication has to be 

designed with two channels, so that each transmission direction 

has its own radio channel. 

The next requirement is the delay and jitter free forwarding of 

Ethernet frames. Conventional Ethernet wireless bridges operate 

on the "store and forward" principle. According to this principle, 

also commercially available Ethernet switches are working. In 

this case, the incoming Ethernet frame is received completely and 

temporarily stored before being forwarded. The Advantage of 

this method is that damaged or unwanted Ethernet frames can be 

discarded. The Disadvantage of this method is that the Ethernet 

frame is delayed by at least the time of receiving the whole 

frame. Thus, the forwarding delay is variable. For radio-based 

RTE-Bridges this effect is doubled, since the “store and forward” 

principle is used on the Ethernet and Radio interface. Therefore 

almost all RTE systems of the third generation only allow hubs 

or switches how operates according to the "cut through" princi-

ple. This principle forwards the Ethernet frame after the first 

bytes are received. This principle has the advantage that the delay 

time is not dependent on the Ethernet frame length and thus the 

forwarding jitter is very low. Therefore the RTE-Bridge should 

operate according to the "cut through" principle. This means that 

the RTE-Bridge starts to forward the data to the radio interface 

after receiving the first bytes of an Ethernet frames. On the re-

ceiving side an Ethernet frame is transmit as soon the first bytes 

arrive on the radio interface. 

The next requirement is the high reliability against lose or data 

corruption of the Ethernet frames. Ethernet frames can be lost or 

damaged, that applies to radio as well as to cable connections. 

However, radio connections are not so reliable compared to ca-

ble-connections. Since the RTE systems expect the reliability of 

a cable connection, the RTE Bridge must also satisfy these de-

mands.

RTE systems do not retransmit damaged or lost Ethernet 

frames again, because the data would be already obsolete then. 

Instead, RTE systems tolerate a certain number of lost or cor-

rupted Ethernet frames. Thus, the RTE-Bridge has to be at least 

so reliable that the tolerable number of lost and corrupted Ether-

net frame is not exceeded. ECMA-368 already offers a very reli-

able radio communications. 

5. APPROACH DISCUSSION 

In the following chapter, three possible solutions for the use 

case RTE-Bridge would be presented and discussed: 
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• Transparent RTE-Bridge 

• RTE specifically optimized RTE-Bridge 

• RTE-Bridge as a gateway between two independent RTE 

networks 

1) Transparent RTE-Bridge: 

This approach would provide the best solution. It has the ad-

vantage that the entire Ethernet frame is transmitted without any 

modification so there is no need to implement higher RTE specif-

ic protocol layers. However, in this approach the RTE-Bridge 

have to come the characteristics of an Ethernet cable especially 

close, because no RTE specific optimization can be done, which 

would relax the high requirements. These Requirements are: 

• Two-channel full-duplex communication over the UWB ra-

dio

• "cut through" behavior for the radio and Ethernet interface 

with constant transmission delays. 

The biggest challenge would be to achieve the constant and 

small forwarding delays, which are needed to get an accurate 

synchronization of the RTE network. 

2) RTE specifically optimized RTE-Bridge: 

In this approach the RTE-Bridge would be implemented for 

each RTE with specific optimization. Depending on the type of 

RTE it can be decided, whether the high demands of an Ethernet 

cable can be reduced. In the case of the RTE Powerlink, for ex-

ample, no full-duplex communication is needed, so that the RTE-

Bridge can be realized with a single channel UWB radio. Since in 

this approach the RTE-Bridge implements the RTE protocol 

stack, only the necessary process data are needed to be transmit-

ted over the radio interface. That means that the protocol over-

head of the Ethernet link layer and the RTE Layer could be cut 

off for the transmission over the radio. Also the bridge endpoints 

can be synchronized to the RTE networks cycle time so that the 

RTE network timings could be corrected by the RTE-Bridge to 

keep the jitter small. The disadvantage of this approach are the 

high implementation efforts, as each RTE needs an own imple-

mentation.

3) RTE-Bridge as a gateway between two independent RTE 

networks: 

In this approach the process data are exchanged between two 

independent RTE networks. From the perspective of RTE both 

radio nodes of the RTE-Bridge are implemented as a RTE slave 

of the connected RTE network. Both nodes of the RTE-Bridge 

are exchanging independent from their RTE network cycle time, 

their own set of input and output process data, so the RTE-Bridge 

represent a gateway between both RTE network. It is the task of 

the master controllers in both RTE networks to selected suitable 

process data for the exchange between the RTE-Bridge notes. 

The implementation of the RTE-Bridge nodes is RTE dependent. 

The advantage of this solution is that the RTE networks and their 

timing aren’t affected trough the RTE-Bridge similar to the 

WSAN use case. Thus, there are no synchronization problems in 

the RTE network. Since, with this approach the process data can 

be transmitted independent from the RTE protocol, two different 

RTE systems can be connected with each other. Therefore, the 

endpoints of the RTE-Bridge have to be implemented specific to 

the selected RTE. The Disadvantages of this solution is that two 

RTE networks must be setup with their own master. Also the 

endpoints of the RTE-Bridge have to be implemented for every 

supported RTE protocol. As the exchanged process data have to 

be processed by both master nodes before they could be trans-

ferred to the I / O, the performance potential of this approach is 

smaller than of the previous approaches. Furthermore, the master 

nodes are responsible for the timing and synchronization between 

both RTE networks. Similar to the WSAN use case, in principle 

this approach can be realized functional in any case. It also needs 

to be tested, if the desired performance could be reached.

6. HARDWARE AND SOFTWARE

 For the prototype development evaluation boards called 

Anaxo are used. This evaluation board, showed in figure 5, was 

developed from the Institute of Embedded Systems (InES) of the 

Zurich University of Applied Sciences (ZHAW) [21, 22]. The 

board contains an Altera Cyclone III FPGA with four 10Base-

T/100Base-TX Ethernet interfaces. The WiMedia compliant 

UWB module on the evaluation board contain the ECMA-368 

UWB PHY RTU7012. This PHY is supporting the band groups 1 

and 3 with all data rates from 53.3 Mbps to 480 million Mbit/s 

[21]. Through the use of an FPGA, other components like a soft-

core, the UWB MAC IP and a slave-RTE IP could be pro-

grammed in the FPGA without changing the hardware. The used 

ECMA 386 UWB MAC is a VHDL-IP. This UWB MAC was 

also developed by InES. Since the UWB MAC has been devel-

oped in VHDL, it can be easily optimized to the desired RTE 

applications. 

The UWB MAC can independently read/write data directly 

from the memory and transmit/receive them over the radio inter-

face. No microprocessor is needed for data processing, which 

leads to very short transmit and receive delays. For the use with 

RTE, an Ethernet interface could be implemented in this way that 

the incoming and outcoming Ethernet data were also read/write 

directly to the transmission/reception memory of the UWB MAC. 

Such an implementation could be a possible solution for the first 

approach of the RTE-Bridge use case. For the use cases WSAN 

and RTE-Bridge, in the RTE specific variants two and three, 

commercial RTE-Slave-IPs are available, which can be used for 

the RTE slave implementation on the FPGA. For the implemen-

tation of these approaches a RTE-Slave-IP could be programmed 

together with the UWB MAC IP into the FPGA and the UWB 

MAC could be configured in this way, that the MAC could ac-

cess directly the input and output process data memory of the 

RTE-Slaves-IP. Since this solution also don’t need microproces-

sor for data processing, an optimum response and delay time 

could be achieved. 

Since EtherCAT is one of the most powerful RTE [23] and a 

commercial IP for the selected FPGA is available, the presented 

concept will be tested with this RTE first. If the desired goals 

could be achieved with this RTE, it can be assumed that this 

concept is portable to other RTE protocols. The porting effort to 

other RTE protocols would be low, due to the chosen hardware 

platform.

Figure.5. Anaxo – Ultra Wideband Communication Development Kit 

[21]
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7. CONCLUSION

As a whole, one can say ECMA 368 PHY has the capabilities, 

to achieve a reliable wireless data transfer beyond the timelines 

given by state of the art industrial wireless solutions. However, 

without modifying the MAC, it will be hardly possible to get full 

access to these capabilities. Thanks to the presented hardware 

platform, these modifications are possible, so the UWB MAC 

could serve the needs of industrial high-speed RTE communica-

tion. For the presented use cases WSAN and RTE-Bridge the 

requirements for the UWB radio technology were investigated 

and several possible solutions discussed. In principle, with the 

chosen hardware platform a functional implementation of the use 

cases should be possible. With the limited range of about 10 m 

ECMA-368 is well suited for the local operation within dedicated 

production cells. With concern to coexisting technologies, the 

short range actually is of advantage for this use case. 

Within the scope of the project „Ultra Wideband Interface for 

Factory Automation” (UWIfac), funded by the German ministry 

for education and research (BMBF), further theoretical and prac-

tical evaluations of the presented approaches, will be accom-

plished. Measurements regarding latency, error, and coexistence 

properties will be accomplished and the results will be published 

in the future. 
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ABSTRACT

Inertial actuators are widely used device in active vibration

control applications. The aim of the paper is to analyze

the limits on the use of such devices in terms of stabil-

ity when fully active skyhook damping control is imple-

mented. Different control strategies are investigated and

numerical simulation are led considering different vibrat-

ing mechanical systems.

1. INTRODUCTION

Undesirable vibrations can induce noise, bad performance

or even severe damage. Passive damping materials have

been used effectively for a very long time, but especially

for micro-amplitude and low frequency vibration, passive

damping materials are inadequate and not effective. Hence

active vibration control (AVC) techniques with feedback

control feature have begun to be used to meet stringent

accuracy and performance requirements. Direct velocity

feedback control is one of the most commonly used strat-

egy. It consists on a secondary force, which is designed

to be proportional to the absolute structure velocity, which

acts on the structure with the effect of increasing the damp-

ing of the structure itself. As it is known [7], the system is

unconditionally stable for any positive real feedback gain.

A common way to generate the control force is by us-

ing inertial actuators. An inertial actuator consists on a

suspended mass on a fixed base through an elastic element

which is put in vibration by an internal force. This force

can be generated through different physical principles, for

example, electromagnetically. When the base is bound to

the structure to be controlled, the force exerted by the actu-

ator to the structure is equal to the force of inertia resulting

from the acceleration of the suspended mass. Knowing the

dynamics of the actuator, it is possible to control the ex-

erted force acting on the internal force. The advantage of

inertial actuators is they are mounted directly on the vi-

brating structure and do not need a fixed external base to

react. On the other side, the dynamics of these actuators is

strongly coupled with the one of the structure. Moreover,

control techniques that are unconditionally stable in the

case of ideal actuators (as the Skyhook logic), can become

unstable when the force is generated by inertial actuators.

For this reason, the dynamics of the actuators must nec-

essarily be considered in the design of an active vibration

controller.

Many controllers have been developed for the use of

inertial actuators in AVC applications: an overview of lin-

ear controllers is described in [2]. Some nonlinear controls

considering the saturation of the devices are described in

[5], while a deep study on the stability can be found in

[3], [6]. Benassi, Elliott and Gardonio have done several

numerical and experimental studies on the stability and on

the performance of inertial actuators used to control vibra-

tions of a thin plate [9], [8], also considering the opportu-

nity to use the feedback of the transmitted force [1] or the

relative displacement of the inertial mass [4], in order to

increase the stability margin.

The aim of this paper is to analyze the opportunity of

using inertial actuators for the practical arrangement of

a fully active skyhook control, highlighting its limits in

terms of stability. After a brief description of the prob-

lem, the paper introduces the use of a compensator filter

to delete the causes of instability in order to make the con-

trolled system unconditionally stable.

The paper is structured as follows.

Section 2 recalls the basis of the functioning principle of

inertial actuators. Section 3 shows the traditional approach

in control design highlighting the limits on the use of in-

ertial actuators in terms of system stability. The use of

a compensating filter to consider the dynamic of the ac-

tuator is investigated showing the improvements obtained

in terms of vibration reduction. Finally conclusions are

drawn in Section 4.

2. FUNCTIONING PRINCIPLE OF INERTIAL

ACTUATORS

An inertial actuator consists on a mass, free to move, con-

nected to a fixed base through a spring-damper element.

The base is connected to the vibrating structure and a force,

whose origin can be different depending on the type of ac-

tuator, acts respectively on the inertial mass and on the

structure itself. The type of actuators to be used depends

on the maximum force to be transmitted and, above all, on

the operating range of frequencies. Most commonly used

actuators are electromagnetic shaker or magnetostrictive

devices.

Considering the actuator as an inertial mass mounted

on a vibrating structure through a spring-damper element
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(Fig.1), its equation of motion is:

maz̈a + ra (ża − że) + ka (za − ze) = −fa (1)

where:

- ża is the suspended mass velocity;

- że is the velocity of the vibrating structure;

- fa is the force generated by the actuator;

- ft is the force transmitted to the structure.

ma

ms

ks rs

ka rafa

za

zs

Figure 1: Mechanical scheme of an inertial actuator

mounted on a single d.o.f. vibrating structure.

The force transmitted to the structure is equal to the

force of inertia related to the actuator suspended mass:

ft = Ta fa − Zaa że = −maz̈a (2)

where:

• Ta =
ft

fa
is the actuator blocked response transfer

function between the internal force generated by the

actuator and the force transmitted to the structure,

when the structure is still;

• Zaa =
ft

że
is the actuator mechanical impedance

that is the transfer function between the structure ve-

locity and the force transmitted when the actuator is

not powered.

The two transfer functions can be obtained from the

equations of motion (1). In the Laplace domain it results:

Ta(s) =
Ft(s)

Fa(s)
=

mas
2

mas2 + ras+ ka
=

=
s2

s2 + 2haωas+ ω2
a

(3)

where ha and ωa are respectively the system adimen-

sional dumping and natural frequency.
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Figure 2: Actuator blocked response

Similarly, the mechanical impedance can be obtained

from eq.(2), neglecting the term related to the internal force

fa (s):

Zaa(s) =
Ft(s)

ve(s)
= mas ·

ras+ ka

mas2 + ras+ ka
=

= mas ·
2haωas+ ω2

a

s2 + 2haωas+ ω2
a

(4)
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Figure 3: Actuator mechanical impedance

For frequencies higher than the actuator resonance, (Fig.

2, 3), both the two functions Ta, Zaa tend to have a con-

stant magnitude and no phase shift. In this condition the

actuator can be suitably considered as an ideal generator
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of force. Vice versa, for lower frequencies, function Ta

shows a +180o phase shift, while its magnitude signif-

icantly changes with frequency. In the same range, the

mechanical impedance has a 90o phase shift.

3. DIRECT VELOCITY FEEDBACK

CONTROL

In AVC applications, the amplitude of vibration of a struc-

ture van be reduced designing the control force to be pro-

portional and in phase with the structure velocity and thus

to increase the damping of the structure itself.

The skyhook control is always unconditionally stable if

the actuator can be considered as ideal [7]. This condition

is not verified when the control force is generated through

an inertial actuator linked to the structure [3], [6], [9], [8].

This limit is essentially due to the hypothesis, done by

many researchers. They are:

1. to damp vibrations only in structures whose natural

frequencies are higher than the one of the actuator,

2. to neglect the dynamic of the actuator and to con-

sider the internal force generated by the actuator equal

to the force actually transmitted to the structure.

Due to these assumptions the system can not be uncondi-

tionally stable. In the following the limits of this approach

are shown. The paper introduces a compensator filter that,

considering the dynamics of the actuator, allows to design

the control force in order to be proportional to the struc-

ture velocity and exactly in phase with it. The problem of

stability is analyzed in detail, firstly considering a single

degree of freedom structure and, subsequently, extending

the results to n d.o.f. vibrating systems.

Single d.o.f. vibrating structure - Traditional ap-

proach

Consider a single d.o.f. vibrating structure whose natural

frequency (ωs) is higher than the one (ω0) of the inertial

actuator used to suppress vibrations.

Considering the system as shown in Fig.1, the equa-

tions of motion can be written as:

[

m1 0
0 ma

]{

z̈1
z̈a

}

+

[

r1 + ra −ra
−ra ra

]{

ż1
ża

}

+

+

[

k1 + ka −ka
−ka ka

]{

z1
za

}

=

{

1
−1

}

fa

(5)

[M ] z̈ + [R] ż + [K] z = [ΛC ] fa (6)

To increase the damping of the structure the control

force is designed to be proportional and in phase with the

structure absolute velocity:

fa = −gv ż1 (7)

Substituting eq. (7) in eq. (5) the effect of the control

can be summarized considering the damping matrix of the

controlled system.

([R] + [RC ]) =

[

r1 + ra + gv −ra
−ra − gv ra

]

(8)

Since the resulting matrix is non symmetric, the con-

trolled system has a stability limit as a function of the con-

trol gain gv:

The frequency response of the system to a disturbing

force is shown in Fig. 4. The solid line represents the be-

havior of the uncontrolled system, while the dashed line

represents the behavior of the controlled one. It is noted

that the control is able to effectively increase the damping

of the structure, while it acts as a disturbance on the actu-

ator inertial mass. The same conclusion can be drawn by

observing the root locus of the coupled system.
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Figure 4: System frequency response: solid line - uncon-

trolled system; dashed line - controlled system

Same results can be achieved applying the criterion of

Nyquist to the open loop transfer function:

L1 (s) = gv ·
ż1

fa
=

= gv ·
mas

3

(s− p1) (s+ p1) (s− p2) (s+ p2)

(9)

The shape of the open loop transfer function shows

the controlled system is only conditionally stable. The

Nyquist diagram presents a ring in the left-half plane (due

to the dynamics of the inertial actuator), which tends to

enclose the point (- 1, 0j) when the gain of the control is

increased.
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Figure 5: Root locus of the controlled system
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Figure 6: Open loop transfer function

If the vibrating structure were characterized by a nat-

ural frequency lower than the one of the inertial actuator

(ωs < ω0) the problem remains unchanged. Since in the

range of frequencies lower than ω0 the force transmitted

has a 180o phase shift with respect to internal force gener-

ated by the actuator, the equation (7) becomes:

fa = +gv ż1 (10)

Single d.o.f. vibrating structure - Implementation of

a compensator filter

Limits on stability can be theoretically overcame by using

a compensator filter that takes into account the dynamics

of the actuator. The simplest filter can be designed as:

K(s) = T−1

a (s) (11)

Figure 7: Nyquist plot of L1(s)

Internal force generated by the actuator is:

fa = −gv ·
1

Ta

ż1 = −kpz1 − kdż1 − ki

∫

z1dt (12)

where:











kp = gv · 2haω0

kd = gv

ki = gv · ω
2

0

(13)

To write the equation of motion of the controlled sys-

tem in the time domain, the state of the variable integrated

with respect to time has to be considered:

xI =

∫

z1dt → z1 = ẋI (14)

It results:

{

ẋ

ẋI

}

=

[

[A] [0]
[

C̃
]

[0]

]

{

x

xI

}

+

[

[B]
0

]

fa (15)

fa = −gT [C]

{

x

xI

}

(16)

where:
[

C̃
]

=
[

0 0 1 0
]

[C] =





0 0 1 0 0
1 0 0 0 0
0 0 0 0 1



 (17)

are suitable matrix to extract corresponding quantities from

the state and:

gT =
[

kp kd ki
]
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collects the gains of the controller.

The frequency response of the coupled system (actu-

ator + structure) is shown in Fig. 8. The solid line rep-

resents the case of uncontrolled system, while the dashed

line represents the behavior of the controlled system using

the filter compensator described in (11) to cancel the dy-

namics of the actuator. It is noted that the control force

is able to effectively increase the damping of the struc-

ture, without significantly changing the amplitude of os-

cillations of the vibrating mass.
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Figure 8: System frequency response: solid line - uncon-

trolled system; dashed line - controlled system

The stability of the controlled system can be assessed

by the eigenvalues of the matrix of state equation (15), or

by applying the Nyquist criterion to the open loop transfer

function:

L2 (s) =

=
gv ·mas

3

(s− p1) (s+ p1) (s− p2) (s+ p2)
·

(s− pa) (s+ pa)

s2

(18)

Differently to the previous case, the control results to

be always stable. Analyzing the open loop transfer func-

tion it is evident that the zeros of the filter should compen-

sate the poles associated with the inertial actuator reso-

nance. At the same time the two poles in the origin require

that the phase at zero frequency is +90o. For this reason

the Nyquist diagram has no loops in the left-half plane,

ensuring the unconditional stability.

Extension to n d.o.f. structures

Vibration control of a n degrees of freedom structure sum-

marizes the cases previously seen. The need to consider

the dynamics of the suspended mass of the inertial actua-

tor still remains, while adding the problem concerning the

0

0
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Figure 9: Root locus of the controlled system
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Figure 10: Open loop transfer function

possibility that the vibrating structure may have modes of

vibration at frequencies even lower the resonance of the

actuator.

Due to the transition of 180o in the phase of the re-

sponse blocked inertial actuator it is evident that it is not

possible to have a control force in phase with the struc-

ture velocity simply designing the internal force to be pro-

portional to it. In particular, while the traditional control

increases the damping of structural modes whose frequen-

cies are higher than the natural frequency of the actuator, at

the same time it decreases the damping of structural modes

with lower frequencies (Fig.12).

On the contrary, properly filtering the control signal

using a compensator filter, the controlled system becomes

unconditionally stable. All the structural modes can be ef-

fectively damped (Fig.13) and the oscillations of the sus-

pended mass are not increasing.

120

Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation: IMETI 2011



−1 0 1 2 3 4 5 6
−3

−2

−1

0

1

2

3
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Figure 12: Root locus of a controlled n d.o.f. structure

with traditional approach

4. CONCLUSION

The use of inertial actuators in AVC application, using

techniques known in the literature, implies a stability limit

of the controlled system. It is due to the assumptions of

neglecting the dynamics of the actuator considering it as

ideal. The use of a compensator filter, describing the actu-

ator dynamics, allows to overcome this limit and to make

the controlled system unconditionally stable.
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ABSTRACT

Sliding mode controller approach (SLM) was used in pick

and place position control of a fully pneumatic parallel

robot in this paper. The SLM approach could be used

to overcome the nonlinearities associated with pneumatic

systems and non-Cartesian kinematic. The paper shows

the control law design procedure and includes simulation

result to evaluate the performance achieved by the control

algorithms in terms on positioning error. In order to prove

the stability of the control law we tested it changing the

payload moved by the robot end-effector.

1. INTRODUCTION

Mechanical industries are showing a growing interest to

devices based on parallel kinematics, because these ar-

chitectures often provide excellent performances in terms

of stiffness/weight ratio if compared to traditional serial

robots [8]. Another advantage of parallel architectures is

that, in most cases, actuators can be placed on the truss,

hence allowing the design of very light moving parts. This

is a significant advantage, especially when powerful and

huge motors are adopted. Indeed, the parallel kinematic

arrangement of the links provides higher stiffness and lower

moving masses that reduce inertia effects.

In many industrial applications, like the food and man-

ufactory industry, very high precision positioning is not

required. In these cases pneumatic actuators afford the

opportunity to design a simple and low cost positioning

system.

Pneumatic cylinders could be hardly used for serial

robots, but they can be easily employed in a parallel de-

vice because cylinders and accessories would be simply

fixed to the truss, thus achieving a limited weight for the

moving parts. Moreover pneumatic cylinders may be di-

rectly coupled with a load without needing a transmission

system. Unlike hydraulic actuators they are clean, reli-

able and they are inexpensive. Pneumatic cylinders have

several advantages as high compactness, high acceleration

capability, high robustness and reliability. Moreover pneu-

matic drive systems need low maintenance and thanks to

the high standardization degree and to the ease of assem-

bly they allow to realize modular systems.

Main limits are related to the difficulty of controlling

the position and therefore the accuracy and repeatability of

movements [2]: the pneumatic actuators have a non-linear

behaviour due to the mechanical stick-slip friction and air

compressibility that makes difficult and expensive the po-

sitioning control [11]. In fact, in the industrial fields the

pneumatic actuators are mainly used in open-loop config-

uration. This allows fixed point positioning of the pay-load

by means of mechanical end-stroke stops. Fully pneumatic

systems with multi-degrees of freedom are therefore not

used in industrial applications [9]. The characteristics of

the parallel robots joined to the servo-pneumatic cylinders

allow new solutions for industrial automation.

This paper has two main parts: in the first one we

present the design and the mathematical model of a fully

pneumatic 2 Dof robot. The robot is designed to carry out

pick and place operations in industrial environments. This

robot is a device based on parallel kinematic scheme [7]

and it is built with 2 double acting rodless pneumatic cylin-

ders placed in a planar frame. Pneumatic actuators are

regulated by two 5/3 pneumatic proportional valves. The

mathematical model of the pneumatic actuators dynamic

and of the air flow through the inlet and outlet valves is

based on elliptical approximation of non linear behaviour

of pneumatic devices [1]. Friction and sticking phenom-

ena are considered too.

The second part of the work relates the position con-

trol algorithm developed and the evaluation of its perfor-

mances when applied to a multibody model of the manip-

ulator. The control algorithm we used to control the piston

position is a sliding mode control a kind of variable struc-

ture control [3]. Sliding mode control (SLM) has several

benefits such as fast response and low sensitivity to dis-

turbance and system parameter variations. SLM has been

promoted as a solution to overcome the non-linearity as-

sociated with air compressibility in pneumatic positioning

systems [10], [4]. One observe, the continuous form of

sliding mode control (CLSM) does not require a mathe-

matical model of the system to be controlled.

This feature makes the CSLM very useful to control

complex and nonlinear systems like as that one we stud-

ied. Indeed the fully pneumatic parallel robot shows a

non-Cartesian kinematic structures and a nonlinear actu-

ation system. The paper shows the control law design

procedure and it includes simulation result to evaluate the
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Table 1: Nomenclature

Symbol Description

q1, q2 Position of cylinder sliders

l Link length

α Angular link position

Px, Py End-effector translating coordinates

P ∗

x , P
∗

y End-effector coordinates

Pai, Pbi Cylinder chamber pressure

Gai, Gbi Mass air flow

P0 Pressure in standard condition

ρ0 Air density in standard condition

A Cylinder useful section

Pv Downstream pressure

Pm Upstream pressure

C Sonic conductance

β Critical pressure ratio

performance achieved by the CSLM control algorithms in

terms on positioning error. In order to prove the stability

of the control law we tested it changing the payload moved

by the robot end-effector. Symbols used in the exposition

are described in table 1.

2. ROBOT DESCRIPTION

A 2 dof robot has been designed to carried out pick and

place operations for industrial applications. Figure 1 shows

the kinematic model of the developed parallel kinematic

manipulator. It consists on two rigid links, each one con-

nected to a slider at one side and to the other link on the

other side through revolute joints. Sliders are driven by

pneumatic rodless actuators placed in a planar frame. The

linear drive is a FESTO DGPL-32-1200-PPVA-B-KF-GK-

SV commercial cylinder. The pneumatic positioning sys-

tem is realized by a 5/3-way proportional directional flow

control valve (FESTO, model MPYE-5-1/8-HF-010-b). The

mechanical characteristic of the valves and cylinder are es-

timated in [5]. Such a manipulator is able to reach a point

in the plane xy inside the workspace. The orientation of

the end effector is maintained thanks to an auxiliary link

connected both to the end effector and one of the two slid-

ers. Figure 1 shows the kinematic scheme of the manip-

ulator under study. The end effector position (P ∗) is de-

scribed through its cartesian coordinates (P ∗

x , P ∗

y ), while

the displacements of the two pneumatic cylinders actuat-

ing the sliders are respectively q1, q2.

Kinematic analysis

The kinematic analysis of the robot can be carried out con-

sidering the system as shown in Fig.1. Since the end ef-

q1
q2

P (Px, Py)

x

y

α α

θ

A B

l

Figure 1: Kinematic robot scheme

fector (P ∗) can only translate, its velocity and acceleration

are the same of the ones related to the point P (Px, Py).
The end effector position can be expressed as a function

of the actuator displacement as:

{

q1 + leiα = Px + iPy

q2 − leiα = Px + iPy
(1)

Projecting the first equation of (1) respectively on real and

imaginary axis one gets:

{

q1 + l cosα = Px

l sinα = Py
(2)

and then:

sinα =
Py

l
; cosα =

1

l

√

l2 − P 2
y

Equations (1) can be rewritten and finally it is possible to

solve the inverse kinematic using equations (3):







q1 = Px +
√

l2 − P 2
y

q2 = Px −
√

l2 − P 2
y

(3)

Deriving equations (3) with respect to time, one can obtain

the values of the actuators velocities as a function of the

end effector position (Px, Py) and velocity (Ṗx, Ṗy):



























q̇1 = Ṗx +
PyṖy

√

l2 − P 2
y

q̇2 = Ṗx −
PyṖy

√

l2 − P 2
y

(4)
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Figure 2: Trajectory in the xy plane

The same can be done for accelerations:















































q̈1= P̈x+
1

√

l2 − P 2
y






Ṗ 2

y + PyP̈y +

(

PyṖy

)2

(

l2 − P 2
y

)







q̈2= P̈x−
1

√

l2 − P 2
y






Ṗ 2

y + PyP̈y +

(

PyṖy

)2

(

l2 − P 2
y

)







(5)

Once the inverse kinematic problem is solved, it is pos-

sible to define a trajectory to be followed in the workspace

(Fig.2) and the motion law to perform the movement along

each axis. Figure 3 shows the designed law of motions

along x, y axes. In this case constant symmetrical acceler-

ation profiles have been chosen for both the axes.

Using equations (3), (4), (5) it is possible to calculate

how to move the two sliders. These motion laws repre-

sent the reference of the controller needed to move the two

pneumatic cylinders (Fig.4).

3. DYNAMIC MODEL

The mathematical model of the system is composed by

3 main subsystems: the mechanical part describing the

dynamic behavior of the manipulator, the pneumatic part

concerning the dynamic of actuators and distribution cir-

cuitry and the controller that allows the end effector to

reach the desired position.

Mechanical model

The mechanical model is very simple and it is constituted

by two sliders whose position, velocity and acceleration

can be measured. Two forces, representing the action of
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Figure 3: Motion law along the two axis x, y.
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Figure 4: Motion law of each pneumatic actuator q1, q2.

the two pneumatic cylinders, are applied on the sliders.

Such forces are calculated by the pneumatic subsystem.

Rigid links are characterized by their inertial properties

and are connected to the sliders as shown in Fig. 5. End ef-

fector position, velocity and acceleration is measured and

it will be used by the controller to perform the desired

movement.

Pneumatics model

To complete the system study it is necessary to consider

the equations of the pressure dynamics in the piston cham-

bers and the equation of the mass air flow through the

valves. With reference to equations [1], for every cylin-
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Figure 5: SimMechanics robot layout

der we have:























Ṗai =

[

Gai − ρ0

(

Pai

P0

)

Aḋi

]

P0

ρ0Aqi

Ṗbi =

[

Gbi + ρ0

(

Pbi

P0

)

Aḋi

]

P0

ρ0A(ci − qi)

(6)

where Pai and Pbi are the pressures in the two chambers

of i-th piston, Gai and Gbi are the air flows entering in

the two chambers by means of the valve, and A is the use-

ful section of the cylinder. The air flow according to the

elliptic approximation can be expressed by the following

relation:

G = ρ0CPmΦ

(

Pv

Pm

, β

)

(7)

were the function Φ is defined as:

Φ =



















1 for
Pv

Pm

≤ β
√

√

√

√1−

[

Pv

Pm

− β

1− β

]2

β <
Pv

Pm

≤ 1

(8)

where C and β are respectively the conductance and the

critical pressure ratio (these are empiricist parameters which

define the behavior of valves; in order to their character-

ization it is possible to use the following regulation [1])

while Pm and Pv are the upstream and downstream pres-

sure regarding to the air flow direction.

4. CONTINUOUS SLIDING MODE

CONTROLLER

The implemented control scheme is based on the variable

structure control theory, in particular on sliding mode con-

trol. It is easy to demonstrate that servo-pneumatic system

is a third-order servosystem. In fact the dynamic equation

of a symmetric pneumatic cylinder can be written as:

Mẍ+ γẋ+ f = A(Pa − Pb) (9)

where M is the load mass, γ is a friction coefficient, x is a

piston position, Pa,b are the chamber pressures and f is an

external force applied to the system. Taking differentiation

on both sides we get:

M
...
x + γẍ+ ḟ = A(Ṗa − Ṗb) (10)

Substituting the derivative of chamber pressure 6 in equa-

tion 10 and equation of mass air flow 7 in equation 6, we

could introduce the control input in servosystem dynamic.

Indeed the conductance C, shown in equation 7, depends

on valve command signal. We have shown that the servo-

pneumatic system is a third-order, but the precise knowl-

edge of term ḟ , γ is normally unavailable furthermore the

approximations introduced on chamber pressure dynamics

make inaccurate the mathematical description of the sys-

tem. Luckily, one of the attractions of a CSLM is intended

to be the ability to design a controller without the perfect

system knowledge. This feature is very useful because we

can design the controllers for every cylinder in a decoupled

manner. The CSLM controller is based on the switching

function s expressed by:

s = m1e+m2ė+ ë (11)

where m1 and m2 are the coefficients that define the slid-

ing surface, as the terms e, ė and ë are respectively the

position, velocity and acceleration errors. The control law

for CSLM can be given [3] as:

u = K ·X + V ·sign(s) (12)

with K and X as gain and state vectors respectively; V
is the maximum supply voltage to the proportional valve.

The first term (K ·X) is often ignored in the applications

where the problem is not reaching the sliding surface but

staying on the sliding surface. The second term, causing

the function sign(s), may generate an excessive chattering

in u once the sliding surface is reached. It is important

to reduce chattering phenomena when one uses a 5/3 way

proportional pneumatic valve. One common technique to

do this is to modify the basic control law of equation 12 to

include a boundary layer [6]:

u = V ·sat(s) (13)
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Figure 6: Comparison between the reference and the ac-

tual position q1 (up) and the error between them (down).

where

sat(s) =

{

sign(s/φ) when |s| > φ

s/φ when |s| ≤ φ

where φ is the parameter to define the boundary layer. It

must be found to provide the proper balance between min-

imal chattering and acceptable accuracy.

5. RESULTS

The control action is tested on pick and place task shown

in figures 2, 3 and 4. The payload is varied four time:

0.5 [kg], 2.5 [kg], 5.0 [kg] and 10.0 [kg] respectively.

The controller parameters are tuned considering the small

load and they remain the same during the different pay-

load tests. In particular the sliding surface was defined by

m1 = 2304, m2 = 80 moreover the boundary layer pa-

rameter was φ = 1.5. The performance of the manipula-

tor can be analyzed comparing the actual displacement of

the two actuators with their reference values. Figures 6, 7

show the comparison between the reference and the actual

position (up) and the error between them (down) respec-

tively for joint coordinates q1 and q2 when the payload is

0.5 [kg]. The maximum position error is about 3mm, it

is important to highlight that such error is limited to the

motion phase, where it is not so important to exactly fol-

low the desired trajectory. Errors in points where pick and

place operations are carried out are very small.

Figure 8 shows the air pressures inside the two cham-

bers of each cylinder while figure 9 shown the supply volt-

age to the two servovalve (in this case the maximum value

is 5 [V]).

We can observe the smoothing effect due to boundary

layer action. Figure 10 shows the effect of changing pay-
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Figure 7: Comparison between the reference and the ac-

tual position q2 (up) and the error between them (down).
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Figure 8: Air pressures inside the two chambers of each

cylinder.

load value on CLSM performance in terms of position er-

ror and supply voltage to the servovalve for one of sevop-

neumatic system in the first 1.5 [s] of the motion. The

controller is robust when the mass is varied from 0.5 [kg]

to 10 [kg].

6. CONCLUSION

Pneumatic technology in parallel kinematics structures al-

lows to develop new solutions to be proposed in industrial

field which are characterized by ease of implementation,

low cost and performance appropriate to the requirements

of the industry. The CSLM controller is able to maintain
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Figure 10: Effect of changing payload value on CLSM

performance.

performance when the load mass is varied. This is a very

good feature in a pick and place task because normally in

the first part of the task, the robot ed effector moves with

a full load while, in the second part, it returns empty.

Though the sliding mode control approach does not

need an explicit mathematical model of the system only

the knowledge of the system dynamics is required to select

better sliding surface. Furthermore the control implemen-

tation is very easy and does not require an expensive hard-

ware. The good result presented here suggest to further

investigate the use of this technology (Parallel pneumatic

robot - Continuous sliding mode controller) in industrial

applications.
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ABSTRACT 

 

In order to seek a leading edge processor of next generation 

information and communication technologies, the authors have 

so far developed a ubiquitous processor HCgorilla. It exploits 

the overall status of ubiquitous computing that are power 

consciousness for mobility, high performance for multimedia 

processing, and reliability for world wide divergence. The basic 

organization of HCgorilla follows multicore for bidirectional 

communication and multiple pipelines for ubiquitous 

computing. These are Java compatible media pipes and cipher 

pipes with practical cipher strength built in hardware RNG 

(random number generators). In order to fully utilize those 

architectural aspects described above, the role of semiconductor 

process is very important. Thus, this paper evaluates the 

potential of an HCgorilla chip by using a 0.18- m CMOS 

standard cell process. The evaluation covers power 

consumption, throughput in both GIPS and GOPS, and cipher 

strength. With respect to these viewpoints, it is very important 

to suppress the power consumption of HCgorilla. In order to 

achieve useful knowledge for power conscious design of 

HCgorilla, power consumption is further analyzed more in 

detail. Then, the effect of gated clocking for power saving has 

been made clear. 

 

Keywords: Ubiquitous processor, chip, power consciousness, 

wave-pipeline, throughput. 

 

1. INTRODUCTION1 

 

Ad-hoc network is really an emerging technology for the next 

generation ubiquitous computing. It is contributive to the 

development of ubiquitous environment in view of cost 

performance, simplicity, functionality, usability, etc. However, 

ubiquitous community has left fundamental issues unsolved. 

Some of them are digital divide, information flood, etc. For 

                                                   

This work is supported by VLSI Design and Education Center (VDEC), 

the University of Tokyo in collaboration with Synopsys, Inc. and 

Cadence Design Systems, Inc. 

these issues, software approach such as dependable computing 

is usually taken. But it is really time and power consuming in 

computing huge amount of multimedia data. Actually, massive 

data is used for the expression of multimedia information. This 

is crucial for the interaction between ubiquitous devices and 

human being. The massive quantity of multimedia information is 

very difficult for regular techniques like embedded software to 

satisfy various demands for not only security but also usability, 

speed, and power consciousness. 

More fundamental issue is notorious security threat due to 

the expansion or diversity of ubiquitous platforms. Although 

the diversity is inevitable for the usability and functionality of 

ubiquitous network, it also causes notorious security issues like 

insecurity, security threat or illegal attack such as tapping, 

intrusion, pretension. The worldwide diversity vs. security threat 

is the two-faced characteristics of ubiquitous network. In order 

to keep the security of such a transient network, a practical 

solution is not to develop an extremely strong cipher scheme, 

but to explore a temporary security with practically enough 

cipher strength and without relying on permanent network 

infrastructure. Not only transience but also secureness is the 

one of most characteristic features of ad-hoc network. 

An overall strategy for contribution to ad-hoc network will 

be power conscious hardware approach that develops a 

sophisticated single VLSI chip processor, which treats 

multimedia date with practical security over ubiquitous network. 

It is really worthwhile to exploit the hardware integration of 

possible key technologies. 

Accordingly, the authors have so far developed HCgorilla 

[1]. HCgorilla is called a ubiquitous processor because it exploits 

the overall status of ubiquitous computing that are power 

consciousness for mobility, high performance for multimedia 

processing, and reliability for world wide divergence. The basic 

organization of HCgorilla follows multicore for bidirectional 

communication and multiple pipelines for ubiquitous computing. 

These are Java compatible media pipes and cipher pipes with 

practical cipher strength built in hardware RNG (random number 

generators). 
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In order to fully utilize those architectural aspects described 

above, the role of semiconductor process is very important. Thus, 

this paper evaluates the potential of an HCgorilla chip by using a 

0.18- m CMOS standard cell process. The evaluation covers 

power consumption, throughput in both GIPS and GOPS, and 

cipher strength. With respect to these viewpoints, it is very 

important to suppress the power consumption of HCgorilla. In 

order to achieve useful knowledge for power conscious design of 

HCgorilla, power consumption is further analyzed more in detail. 

Then, the effect of gated clocking for power saving has been 

made clear. 

 

2. PROCESSOR STRUCTURE 

 

Fig. 1 shows the basic structure of the latest version of 

HCgorilla chips. Each of two symmetric cores is composed of 

two media pipes and a cipher pipe. The media pipe is a sort of 

an interpreter type Java CPU. The media instructions are free 

made by a waved MFU. Table 1 summarizes the design 

environment of HCgorilla chips. 

 

Plain/cipher 

text

Executable codes

Core 1 Core 2

Instruction

cache

Register

file

Media data cache Cipher data cache

Media
pipes

Cipher
pipe

ALUSFTJMPMULFPU

Waved MFU

EX stage

 

 

Fig. 1. Basic structure of HCgorilla. 

 

Table 1. Design environment. 

 

Technology

AMD Opteron 3.0GHzCPU

6144MBMain memory

1024MBSwap memory

Hardware

Synopsys - VCS version Y-2006.06-SP2Simulation tool

Synopsys - Design Compiler D-2010.03Synthesis tool

Red Hat Linux 4/SentOS 5.4OS

Synthesis

Simulation

VHDL

Verilog - HDL

Language

Software

ROHM 0.18 m CMOS Standard Cell Library

A Pro OPT254 W/NVS285 RHL Work station

 

 

 

3. EVALUATION 

 

Table 2 summarizes chip parameters and specifications of 

HCgorilla chips. The latest version, HCgorilla.6 is evaluated by 

using the design environment shown in Table 1. Clock 

frequency is derived from timing analysis. Other features are 

evaluated by using a test program shown in Fig. 2. This is used 

for the evaluation of both the cipher pipe and media pipes. The 

overall internal behavior in running the test program is also 

illustrated. The media pipe adds from 1 to 128. The difference 

of the routines A, B, and C is that the variable k and loop count 

are integers or floating point numbers. These routines are 

divided into four threads and assigned into four arithmetic 

media pipes in order to fully make use of the parallelism of 

arithmetic EX stage. 

  

Table 2. Specifications of HCgorilla chips. 

 

1.8V (I/O 3.3V)Power Supply

Power consumption

Core

Chip

2

Register file

Stack memory

Data cache

Instruction cache

Area

Design Rule

16bit 32word 2

16bit 8word 4

HCgorilla.3

ROHM 0.18 m CMOS

5.0mm 7.5mm

4.28mm 6.94mm

No. of cores

HCgorilla.4 HCgorilla.5

241mW

16bit 128word

16bit 64word

16bit 64word 2

16bit 128word 2

16bit 16word 8

16bit 128word

274mW

HCgorilla.6

Clock frequency 330MHz 400MHz 200MHz

Version

Per processor

Chip parameter

No. 2/core

2 4
Arithmetic

Cipher

EX
IU

FPU

1 2

NA 5-clock
2-wave MFU

2-wave

Pipelines/

core

1/core

Stacks

ILP degree

4-bit LFSR 1 6-bit LFSR 1RNG

No.

Throughput

Throughput

0.16 GIPS

0.1-0.2 GOPS

Java bytecode

SIMD cipher code

61 77 58 (102)

2

0.07-0.09 GIPS

6-bit LFSR 2

Per 

arithmetic 

pipe

 

 

Stack_1 Stack_2 Stack_3 Stack_4

Core 1

Waved MFU

k=1

32

k
k=65

96

k
k=97

128

k

Thread 3 Thread 4
Thread 1

k=33

64

k

Thread 2

1st media pipe 2nd media pipe

Test program

k=1

128

k Plaintext

1 byte

1st block2n+1

byte

n-bit 

LFSR2

n-bit 

LFSR1

Register file

2-byte width

2n+1-word 

length

Cipher 

data cache

2-byte width

2n-word
length

RF
access

HIDU

Double 

encryption

Core 2

Image 

data

RAC

Routine A

Routine B
Routine C

Integer

Float
Float

Integer

Float
Integer

Routine Variable k Loop count

 

 

Fig. 2. Test program and internal behavior. 

 

The cipher pipe does double encryption during the transfer 

of an image data from the register file to data cache. Due to 

restricted hardware quantity, the built-in RNG is a LFSR or 

linear feedback shift register. Register file and data cache is 

word structured. Each word is 2-byte width. So, a pixel 

occupies one and a half word. Register file stores a block as 
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follows. Plain and cipher texts are assumed to be divided into 

blocks as is similar to AES (Advanced Encryption Standard) 

and DES (Data Encryption Standard). Since the block size 

influence the performance and the secureness of cryptography, 

further expanding the register file and data cache is crucial. 

While LFSR1 controls the transposition cipher called RAC 

(random number addressing cryptography), LFSR2 controls a 

substitution cipher implemented by the hidable unit, HIDU. 

 

3.1 Power 

Fig. 3 shows the register file length dependency of 

HCgorilla.6 s power consumption. Since it is derived from 

static analysis, occupied area is also shown. 
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Fig. 3. Power consumption vs. register file length. 

 

3.2 Throughput 

Fig. 4 shows the result of evaluation for media processing 

performance in GIPS (giga instructions per second). Routines A, 

B, and C are described in Fig. 2. 

 

 

 

Fig. 4. Media pipe s throughput. 

 

Fig. 5 

performance in GOPS (giga operations per second) vs. register 

file length. The interpolation of an image data is the target of 

encryption and decryption. The time to be taken by rewriting 

register file is referred to DMA mode transfer. The throughput 

almost saturates at 128-word length. 
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Fig. 5. Cipher pipe s throughput vs. register file length. 

 

3.3 Cipher strength 

As shown in Fig. 6, the cipher strength is measured in a 

ubiquitous environment where HCgorilla built-in ubiquitous 

platforms are used. In view of computational complexity, the 

strength or the degree of enduringness is evaluated by the time 

taken for the attack and the discovery of a true key. While 

plaintext by using the given key, decipher, break, or crack is the 

own key. 
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Fig. 6. Measurement of cipher strength. 

 

Fig. 7 shows the register file length dependency of the 

cipher strength. As is illustrated in Fig. 2, it is a critical factor of 

cipher strength. From Fig. 7, the register file length is directly 

concerned with the cipher strength of HCgorilla. 

 

4. DISCUSSION 

 

The reason why various aspects of register file length 

dependency are evaluated is because the size of available 

memory space is one of critical factors of evry processors. 
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Especially, register file length is very important in designing 

cipher pipe. It also strongly affects power consumption of 

HCgorilla. 
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Fig. 7. Cipher strength vs. register file length. 

 

In view of throughput, the dependency on register file 

length is weak from Fig. 5. Then, longer length is more 

desirable for cipher strength from Fig. 7. However, it is not so 

practical because power consumption rapidly increases when 

register file length is larger than 128 words as shown in Fig. 3. 

Thus, it is very important for the application of HCgorilla in 

ubiquitous network is to suppress the power consumption of 

HCgorilla. 
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Fig. 8. Details of HCgorilla s power consumption. 

 

In order to achieve useful knowledge for power conscious 

design of HCgorilla, power consumption is analyzed more 

precisely from dynamic analysis in running the routine A shown 

in Fig. 2. Fig. 8 shows the details of power consumption of 

various parts of HCgorilla. Here, the routine A is executed by 

the core 1. The components of power consumption are defined 

as follows. 

 

Dynamic power 

= cell internal power + net switching power (1) 

Cell internal power =power consumption within cells 

= short circuit power + switching power (2) 

Net switching power 

=power consumed by stray capacitance  

dangling from the external loads (3)  

 

It is clear from Fig. 8 that most of the power is exhausted 

dynamically and each part consumes similar power regardless 

of the contribution in running the test program. The core 2 is 

idle in this case. Data cache is accessed in very short period 

when the core 1 finishes the execution of the routine A. 

According to the evaluation of the power dissipation shown in 

Fig. 8, suppressing the dynamic power is crucial for power 

saving. 

However, it is rather complicated to suppress dynamic 

power. Since Eqs. (1)-(3) are general and rather vague, let us 

consider a guide to this problem by using the static evaluation 

in the following [2]. 

 

 

cellall cellclockedthe

cellcell PPP
_ __

               (4) 

Pcell=A{CV2f+ VIshortf}+VIleak (5) 

fmax=(V-Vth)
2/V (6) 

 

Here, 

P: power consumption of a processor 

Pcell: power consumption of a cell 

A: switching probability of a clocked active cell within a 

clock cycle 

C=Ccell+Cload 

Ccell: stray capacitance dangling internally within the cell 

Cload: stray capacitance dangling from the external loads 

V: power supply voltage 

Vth: threshold voltage of a MOS transistor 

f: clock frequency 

fmax: maximum clock frequency 

: transient time during which short current flows from 

power supply to grand via active cell at on-off conversion 

Ishort: average of short current during 

Ileak: leak current. 

If V is made to decrease to suppress the dynamic power shown 

in the first and second terms of Eq. (5), fmax also decreases from 

Eq. (6). Certainly, this deteriorates throughput in both GIPS and 

GOPS. Since cell-based approach for power saving based on 

Eqs. (4) and (5) accompanies complicated tradeoff, the 

alternative solution based on microarchitecture level will be 
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more preferable. 

Gated clocking is a well known technology for 

microarchitecture level power saving. It stops the clocking of 

such circuit blocks with low activity that waste switching power. 

Since leakage power is extremely small in the case of the 

0.18 m CMOS standard cell process used in this study, the 

gated clock is very effective for power saving. However, it is 

not directly available for HCgorilla due to following reasons. 

While CAD tools supporting gated clocking are implicitly 

specialized for regular pipelines, HCgorilla is wave-pipelined 

[3]. 

Taking into account of the manual tuning for the 

wave- execution stage, another 

manual approach for the gated clocking in conjunction with the 

wave-pipelining is studied. In view of switching probability, the 

stack access stage and the waved MFU stages are the target of 

gated clocking as shown in Fig. 9. In addition, scan logic for 

DFT (design for testability) is introduced. Since the scan logic 

is applied to pipeline registers, a clock scheme to merge gated 

clocking and scan logic is developed in this study. 

 

FFs

MUXs

Scan in Scan clk
Scan control

Scan test

1 clock cycle

2 clock cycle

Stack access

Waved MFU

Int clk

Clocking 

gate

Decode

Instruction fetch

Instruction cache

 

 

Fig. 9. Clock scheme for the combination of wave-pipelining, 

gated clocking, and scan logic. 

 

The clock scheme shown in Fig. 9 is implemented in the 

context as follows. The pipeline registers are made to play the 

role of a shift register. The role is determined by a scan control 

signal. The serial mode of the shift register is used in the 

validation of the HCgorilla chip. On the other hand, a clocking 

gate unit is placed after an instruction decode stage produces a 

gated clock. 

The table 3 shows the effect of gated clocking in running a 

simple integer summation program. Since HCgorilla s media 

pipe is Java compatible and thus follows a stack machine, it 

wastes large power in the stack access stage. Thus, the 

application of gated clocking in the stack access stage is very 

effective. 

 

Table 3. Effect of gated clocking. 

 

Waved MFUStack access

Gated clocking

Nongated clocking 22mW 0.91mW

0.34mW 0.11mW  

 

5. CONCLUSION 

 

With the aim of applying HCgorilla in ubiquitous network, the 

latest version has been evaluated in view of power consumption, 

throughput in both GIPS and GOPS, cipher strength. As a result, 

it is very important to suppress the power consumption of 

HCgorilla. In order to achieve useful knowledge for power 

conscious design of HCgorilla, power consumption is analyzed. 

Then, the effect of gated clocking has been made clear. The 

next step of this study is to implement the clock scheme for the 

combination of wave-pipelining, gated clocking, and scan logic 

in the real chip of HCgorilla. 
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ABSTRACT 

 

A firewall function is indispensable for mobile devices 

and it demands low-power operations. To realize this demand, 

the authors have developed a firewall unit with a 

reconfigurable device. The firewall unit needs a large amount 

of register for the timing adjustment of packets. Using the 

registers is the cause of power consumption. In this paper, to 

solve the problem of power consumption, the firewall unit has 

developed by using wave-pipelining technique and detailed 

delay time for the technique is analyzed. 

 

Keywords: Firewall, Mobile devices, Wave-pipelining, 

Delay time analysis. 

 

1. INTRODUCTION 

 

A firewall is indispensable to prevent unauthorized 

access to computers connected to computer networks. It is 

needed in not only server computers but also mobile 

devices such as a PDA and a smartphone. The mobile 

devices have a feature that operates with a small battery. 

Therefore, the firewall can be used without sacrificing this 

feature is required. As a firewall that achieves these 

demands logic-based firewall circuits on FPGA have 

developed [1]. 

Additionally, the authors have developed H-HIPS 

(Hardware- and Host-based Intrusion Prevention System) 

[2]. It has been implemented on FPGA (Field 

programmable gate array), and its detection units have 

been achieved by logic circuits that can be reconfiguration. 

 H-HIDS has an IDL (Intrusion Detection Logic). The 

IDL of NIC that plays in part the function of network-base 

IDS should process the packet analysis more than three 

layers of OSI (Open Systems Interconnection) layer model.  

After manufacturing custom design VLSI processor cannot 

change hardware, it cannot add a limitation to a specific 

protocol and a new function. Therefore, it cannot be used 

for IDL. Then, the hardware processing that is only 

software becomes possible by using FPGA as for IDS. The 

TCP/IP Flow Monitor circuits were achieved with FPGA 

for such reasons [3].  

The firewall contributes to not only the prevention of 

an illegal access but also reduction of unauthorized 

detection circuits. Moreover, the firewall enables the power 

control to aim at the power reduction of the detection 

circuits of H-HIPS and networks and mobile 

communications systems. . 

   The novelty of the circuits is to be able to achieve 

wave-pipelined operations without changing the 

composition of the circuits. Because the wave-pipelined 

circuits execute the pipeline operations without using 

registers, the operations lead a low-power operation and a 

high-speed operation. However, the firewall circuits are 

only the circuits for the judgment of an illegal port and 
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hift register necessary to operate as the 

firewall.  

Conventional shift register necessary to operate as the 

firewall is not mounted.  Building conventional shift 

register into it influences the operation speed of the 

firewall circuits. In addition, to use a lot of registers, those 

use has the problem to increase the power consumption. 

Therefore,  wave-pipelined shift register has been 

developed. Building into the firewall unit and the delay 

time analysis of the whole circuits is needed. 

This paper is organized as follows. Section 2 presents 

wave-pipelining. Then, Section 3 describes reconfigurable 

firewall units by using wave-pipelining.  The results of 

delay time analysis presented on Section 4. In Section 5, 

the conclusions are made.  

 

2. WAVE-PIPELINING 

 

Not only high clock frequency but also low power 

dissipation can be obtained at the same time by 

wave-pipelining [4]-[6]. It exploits high throughput 

combinational logic blocks in which as many as data are 

launched unless they conflict. Although wave-pipelining was 

attempted to the entire region of a processor, it was viewed 

pessimistically because it requires removing general registers 

as well as pipeline registers from processors. It seems hard to 

eliminate general registers playing fundamental roles in 

sequential circuits. The insufficient power of CAD tools so far 

developed is another reason why wave-pipelines have been 

applied out of processors. 

Accordingly, design and evaluation methods for 

wave-pipelines have not yet established well compared with 

those for conventional pipelines. Mostly wave-pipelines have 

been so far applied to simple unifunctional circuits such as 

adders, multi-pliers, counters, and DRAM. Regarding 

multifunctional wave-pipelines, a wave-pipelined ALU has 

recently appeared [7]-[10]. 

Then, a microprocessor developed by using wave-pipelines 

in part appeared [10]. It is 14-segment ULTRASPARC-III 

whose second and third instruction fetch segments have been 

wave-pipelined. Another example is an asynchronous 

wave-pipeline, though it is not compatible with conventional 

processors. Wave-pipelined CRC that is sequential circuits 

has been developed by us [11]. 

The signal path of combinational circuit is uneven of delay 

time. The most high-speed signal in one group in a clock has 

the possibility to collide with the slow signal in just before 

clock. The problem was solved to wave-pipelined 

combinational circuit shown in Figurer 1 (a) by the delay time 

of all signal paths is brought close at the delay time of critical 

path. 

The relation between the clock cycle and delays is obtained 

as follows [6]. 

TCK > ( DMAX - DMIN ) + TOV                    (1)  

Here, 

 

TCK: Clock cycle time 

TOV: Overhead time  

 

 

From Eq. (1), DMAX - DMIN should be close to 0 as much as 

possible in order to obtain minimum Tck. One of solution to 

satisfy this requirement can be conceived from Figure 2 that 

shows relation between time and logical depth. 
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Figurer 1. Synchronization of pipelines. (a) Wave-pipeline. (b) 

Conventional pipeline. 
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Figurer 2. Wave model of Figurer 1 (a). 
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Figure 4 Firewall Unit. 

 

3. RECONFIGUREURABLE FILEWALL  

Figure. 3 shows the outline of the firewall for H-HIPS. In the last 

work of [], the controlled ports are for using a mobile computing, 

and they are at least needed. Table I is the controlled ports. Because 

the firewall unit is developed by FPGA, the change of ports is very 

easy. 

 

 

 Figure 4 shows synthesized circuits by using the 

development environment of Table II. Maximum delay time 

of the circuits is 17.9 ns. The circuits can operate at 50 MHz 

by conventional operations. And, Minimum delay time is 12.3 

ns. According to Eq. (1), they can operate at 100MHz by 

wave-pipelined operations. The gate-level simulations are 

executed for confirming wave-pipelined operations. Figure 5 

shows conventional operations and Figure. 6 shows 

wave-pipelined operations. According to the results of Figure 

6, 100 MHz operations are confirmed.  

 

 

 

 

TABLE   II 

DEVELOPMENT ENVIRONMENT 

CPU Intel Core 2 Duo E6600 (2.4GHz) 

Memory 2G Bytes 

OS Micorosoft Windows XP Pro. SP3 

Logic synthesis Altera Quartus II V8.0 

Simulator Mentor Graphics ModelSim Altera 6.1g 

FPGA Device Altera Cyclone EP1C20F400C7 

 

TABLE   I 

CONTROLLED PORTS 

Function Port Number Binary 

NOP 0 0000000000000000 

SMTP 25 0000000000011001 

DNS 53 0000000000110101 

HTTP 80 0000000001010000 

POP3 110 0000000001101110 

Internet /

LAN

Destination port number checking

Packets from the Internet / LAN

Packets to the Internet / LAN

53 (DNS) 80 (WWW), 

Source port number checking

53 (DNS) 80 (WWW), 

Firewall

 

 

Figure 3. Firewall for H-HIPS. 
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A. Shift Register for the Firewall Circuits 

The firewall circuits are only the circuits for the judgment 

of an illegal port number. They are necessary for each 

observation of a source port number and a destination port 

number. Therefore, the authors develop the firewall unit 

shown in Figurer 7.  

Detection results in the source port number and the 

destination port number obtained by the firewall circuits are 

input to an OR gate. Then, the value of the OR gate is input to 

a flag register. When an illegal port number is detected by the 

flag register, the packet including the illegal port number must 

be destroyed. Accordingly, a shift register is needed for the 

packet.  
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Figure 7. Firewall Unit. 

 

 

 However, the firewall circuits operate by wave-pipelined 

operations. That is, because operation speed of a conventional 

shift register is slower than that of the firewall circuits, the 

conventional shift register cannot be used. Therefore, a 

wave-pipelined shift register that is composed by buffers is 

developed and is built in.  

B. Operation Speed 

The delay time of the firewall unit shown in Figure 7 is 

analyzed. The development environment of Table II is used 

for the analysis. As a result, the maximum delay time is 8.80 

ns and the minimum delay time is 3.33 ns. In the development 

of the firewall unit, buffer insertion and logic synthesis are 

executed. As a result, the different maximum delay time from 

the results of Sec. III is obtained. From Eq. (1), the firewall 

unit operates at 180 MHz.   

 

 

 

 

 

 

 

Figure 5. Conventional Operations (50MHz). 

 

 

 

Figure 6. Wave-Pipelined Operations (100MHz). 
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4. DELAY TIME ANALYSYS 

 

In this section, the optimized number of the buffers for the 

delay time adjustment is found by delay time analysis. Figure 

8 shows relation between the number of buffers and delay 

time. It was made from the following. 

 Dividing the circuit of Figure 7 into Firewall Circuits 

with OR gate and Waved Shift Registers. 

 Buffer numbers of Waved Shift Registers are adjusted. 

 The maximum delay time and the minimum delay time 

of each circuits are obtained by using the CAD. 

According to Eq. (1), it is dominant in the point at the 

speed that the difference at the maximum delay and the 

minimum delay time is minimum. When the buffer number is 

8 in Figure 8, it is shown that it is minimum in 6.3ns. On the 

other hand, delay time of 6 buffers is 6.4ns. In this case, 6 

buffers are selected from the point of the area.  

 

 

 

5. CONCLUDING REMARKS 

 

In this paper, the authors analyzed the optimal number of 

buffers for wave-pipelining operations of Reconfigurable 

Firewall Unit. In the case of 8 buffers, the results of the 

analysis shows maximum operating speed. However, 6 

buffers were selected from the point of the area. Future works 

are detailed evaluations by using a packet data. 
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ABSTRACT 

 

This work is the first presentation of a new imaging 

technique which enables near real time 

context DOP is the normalized difference between 

two orthogonal states of polarization. Essentially it 

is used as the contrast element to determine the 

difference of light propagation in turbid media for 

different polarization. This approach is well known 

considering linear and/or circular polarizations, but 

the new experimental setup also permits the 

acquisition of DOP for all the possible elliptic states 

of polarization allowed by using of nematic liquid 

crystals. 

 

imaging, Degree of Polarization (DOP) 
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1. INTRODUCTION 

 

The aim of the study of the optical properties of a 

medium is to define some quantitative besides 

qualitative information and, among the four light 

characterization factors, the polarization has been 

chosen to highlight contrast as just proposed by 

Jacques [5], Guyot [2, 6] and Anastaziadou [7]. 

In this sense the calculation of the DOP for each 

input polarization state is done in order to appraise 

the comprehension of the mechanism of scattering. 

In particular it is considered in all his types (such as 

Rayleigh, Gans, Mie) [8]. We consider the variation 

of the input polarization state such as linear, 

circular (the most studied) and elliptic to obtain a 

complete dynamic characterization of the scattering 

media response. 

  

 

2. METHOD 

 

Considering the scattering media, the classical 

approach in polarimetry consists in the acquisition 

x (MM)[4]. Several 

polarimetric properties of the media like 

diattenuation, retardance or depolarization can be 

studied by MM [1, 3, 4]. In the special case of 

biological media which is our interest, the main 

problem of the M

acquisition time (typically from a few seconds to 

few tens of seconds). Problems and consequences 

are largely discussed in [2].   

The required experimental setup is shown in Figure 

1. 
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Fig. 1 shows a schematic layout of the system. 

The illumination part of the set-up comprises a 

halogen lamp (Olympus CLH-SC 150W), a fiber 

bundle with its output at the focus of an aspherical 

condenser L1 (LA-1027 Thorlabs   f1 = 35 mm) 

followed by an achromatic lens L2 (LB-1471 

Thorlabs, f2 = 50 mm) whose focal point coincides 

with the condenser's one. It should be noted that 

this system provides a homogeneous illumination 

over the field of view. A second achromatic lens L3 

(f3 = 100 mm) images the source on the sample. 

The Polarization State Generator (PSG) was 

developed with a linear polarizer LP (LPVIS-

100MP Thorlabs) followed by a nematic liquid 

crystals variable retarders LCVR1 (LCR-1VIS 

Thorlabs) which is remotely controlled by a power 

supply. Particularly, it allows the continuous 

variation of the beam polarization.  By this method, 

it is possible to generate all the feasible 

polarizations from linear state to elliptic and 

circular ones.  

Moreover, as demonstrated in Figure 1, we keep an 

angle of 15° between the optical PSG axis and the 

PSA (Polarizer State Analyzer) axis. This angle 

allows us to prevent specular reflection on the 

medium and so imaging artifacts [5].  

The PSA is composed of a second LCVR2 lens 

(coupled in charge and orthogonal fast axis with the 

first one) and a polarized beam splitter cube BS 

which allows to separate the two perpendicular 

polarization components (I// and I ) of the output 

intensity on the two CCD cameras (Pixelfly QE, 

1392X1024 pixels, Cooke). We give an example of 

both the results in Figure 2, while in Figure 3 the 

obtained calculated DOP image. 

 

It is important to note that a calibration of the 

complete system is required for the perfect 

alignment of the several components on one hand, 

but on the other hand also for the validation of the 

multispectral acquisition. Indeed, for this second 

point, it is necessary to determine the retards 

introduced by the LCVR vs voltage for the different 

input wavelength. In particular this is connected 

with the multispectral behavior of the used nematic 

liquid crystal that has to be especially characterized. 

 

Moreover, considering the biological media and the 

important to be able to better know the differences 

of interaction considering the wavelength of the 

incident beam, its polarization and scattering 

conditions.  

 

Note that all the system is piloted by a routine in 

Matlab with SDK function. 

 

The scientific case for this setup is to study light 

propagation in turbid medium, as illustrated in our 

previous works [2, 3, 6, 7], but the complete 

exploitation of light in imagery remains an 

important theoretical problem. 

White source  

Scattering Medium 
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LP 

CCD1 

CCD2 

BS 
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L3 
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Fig. 2: images with perpendicular components of 

polarization.  

 

 
Fig. 3: DOP image obtained by images in Figure 2. 

 

 

3. CONCLUSION 

 

To summarize, in this paper we report the first 

validation of our new imaging techniques. This 

experimental setup allows the near real time   

multispectral acquisition of the so called 

obtained with controlled ellipticity (from linear 

through elliptic to circular DOP) of the incident 

beam.  

We demonstrate all the accuracy of our setup 

during this conference and present our first results 

on human skin and more precisely concerning 

application for the diagnosis in dermatology. 
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ABSTRACT 
 

The currently used techniques for the detection of esophageal 
cancer usually rely on pathological examination after sectioning 
and ultrasound imaging. Optical methods have the advantages 
of better spatial resolution and sensitivity with minimal invasion. 
Therefore, the development of optical techniques will be helpful 
for the diagnosis of esophageal cancer at the early stage. In this 
research, we propose and develop an optical system for the 
detection of optical densities of biological samples in the visible 
range. Both the optical densities of normal and cancerous 
esophageal tissues from three independent patients as well as 
that of cultured esophageal cells were measured. After 
normalization of the spectra and calculation of the correlation 
coefficient of each pair of spectra with developed algorithms, 
the distribution of correlation coefficients was mapped for the 
identification of normal and cancerous tissues. We have also 
developed an algorithm which can quantitatively evaluate the 
possibility of a site of tissue to be cancerous. The results show 
significant distinguishability between normal and cancerous 
tissues and consistency with pathological examinations. Since 
the utilized light is in the visible range that is easy to be 
delivered in optical fibers, this technique is suitable for in vivo 
detection in the integration with endoscopes. 
 
Keywords: Esophageal Cancer, Optical Diagnosis, Spectrum 
Analysis, Optical Density, Correlation Coefficient. 
 
 

1. INTRODUCTION 
 

According to the report announced by the Department of Health 
in Taiwan, cancer has been the leading one among the top ten 
causes of death in Taiwan in the past two decades. The types of 
cancers led to death in recent years include lung cancer, liver 
cancer, colorectal cancer, female breast cancer, gastric cancer, 
oral cancer, prostate cancer, cervical cancer, esophageal cancer 
and pancreatic cancer, where the ranking of esophageal cancer 
gradually raises from the twelfth to the ninth from 1996 to 2008. 
Meanwhile, the mortality rate in patients with esophageal 
cancer rises from 3.6% to 6.2%. In addition, the median age of 
death of the top two types of cancers, the lung cancer and liver 

cancer, were delayed from 69 to 73 and from 64 to 68, 
respectively. However, the median age of death of esophageal 
cancer changed from 66 to 58—a phenomenon of youth 
oriented. Therefore, it is imperative to develop the techniques 
for the diagnosis and treatment of esophageal cancer at the early 
stage. 
 
There are many reasons lead to esophageal cancer. In Taiwan, 
betel nut chewing is one of the main risks of esophageal cancer 
[1]. The tobacco and alcohol habits will result in a substantial 
increase of chances of esophageal cancer [2]. In addition, 
consumption of hot drinks or soup resulting in allergy and 
damage to the esophagus, head or other digestive organs had 
been suffering from cancer and other genetic factors are also 
leading causes of esophageal cancer. Furthermore, patients with 
Barrett’s esophagus are at high risk of suffering from 
esophageal cancer [3]. In addition to the dietary habits and 
environmental factors which are relative to the occurrence of 
esophageal cancer, the researchers indicated that the incidence 
of esophageal cancer and genetic background of individuals is 
also relevant. For example, congenital variation (polymorphism) 
of genes such as p53 or XRCC1 can also affect individual risk 
of suffering from esophageal cancer [4, 5]. On the other hand, 
these differences in genetic background may also affect the 
results of treatment for patients. For example, the angiotensin 
converting enzyme gene can affect the patient in the risk of the 
occurrence of pulmonary complications after surgery of 
esophageal cancer [6]. The mutation existed in the normal 
population of glutamic acid conversion enzyme gene will have a 
meaningful impact to the survival after treatment of the patients 
[7]. Exposure to the environmental toxicants will cause gene 
damage and affect the stability of p53 [8, 9]. 
 
The currently used techniques for diagnosis of esophageal 
cancer include computer tomography (CT) [10], magnetic 
resonance imaging (MRI) [11], chromoendoscopy [12], acoustic 
microscopy [13] and narrow-band imaging [14]. As the 
spectroscopic techniques have the advantages of non-invasion 
and low-destruction, it is widely studied and used in 
biomedicine. For example, infrared spectroscopic technique can 
be used for distinguishing between the various pharmaceutical 
drugs, analysis of drug purity and crystal structure, and test of 
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the effects of different drugs [15]. Infrared spectroscopy has 
also been used in clinical diagnosis such as the diagnosis of 
traumatic intracranial hematoma in order to reduce the renewal 
of the injury [16] and detection of cervical precancerous lesions 
with the combination of Raman spectroscopy [17]. In addition 
to infrared spectroscopy, fluorescence spectroscopy is 
commonly used in biomedical technology, such as the use of 
fluorescence spectroscopy for analysis of protein interactions 
[18] and the use of fluorescent labeling for tumor tracking and 
study of cell differentiation. 
 
There are various techniques of the diagnosis and treatment of 
esophageal cancer. However, the effect of endoscopic detection 
for esophageal lesions at the early stage is not clear. Therefore, 
many techniques were developed to improve the ability of 
endoscopic detection for early esophageal lesions including 
spectroscopy. Spectroscopy provides a rapid and noninvasive 
diagnosis by detecting the signal through the interaction 
between light beam and tissues [19]. The relative stuies include 
the use of laser excited autofluorescence to diagnose different 
stages of esophageal lesions [20], the use of measurements of 
back-scattered spectrum to diagnose Barrett's esophagus [21], 
assessment of the capability of endoscopic measurement of 
Raman spectrum [22] and detection of Barrett's esophagus and 
esophageal adenocarcinoma with endoscopic optical coherence 
tomography [23]. 
 
In this research, we developed an optical system for the 
detection of optical densities of biological samples in the visible 
range. Both the optical densities of normal and cancerous 
esophageal tissues from three independent patients as well as 
that of cultured esophageal cells were measured. After 
normalization of the optical densities and calculation of the 
correlation coefficient of each pair of optical densities with 
developed algorithms, the distribution of correlation coefficients 
was mapped for the identification of normal and cancerous 
tissues. We have also developed an algorithm which can 
quantitatively evaluate the possibility of a site of tissue to be 
cancerous. The results show significant distinguishability 
between normal and cancerous tissues and consistency with 
pathological examinations. Since the utilized light is in the 
visible range that is easy to be delivered in optical fibers, this 
technique is suitable for in vivo detection in the integration with 
endoscopes. 
 
The purpose of this research is the measurement of the 
transmissive absorption spectra of the normal and cancerous 
human esophageal tissues as well as cultured esophageal cancer 
cells in the visible range with a self-designed spectrum 
measurement system. We also developed an algorithm for 
analysis and process of measured spectral information and can 
be used for quantitative pathology diagnosis. The results show 
significant distinguishability between normal and cancerous 
tissues and consistency with pathological examinations. Since 
the utilized light is in the visible range that is easy to be 
delivered in optical fibers, this technique is suitable for in vivo 
detection in the integration with endoscopes. 
 
 

2. MATERIALS AND METHODS 
 

In this research, the optical densities of human esophageal 
specimens were used as the basis for evaluation of the 
possibility of a tissue to be cancerous. Three groups of normal 

and cancerous esophageal specimens from independent patients 
as well as cultured human esophageal cancer cells were under 
investigation. In order to quantitatively analyze the possibility 
of an esophageal specimen to be cancerous, we developed an 
algorithm for statistical processing of measurement results. The 
optical density is defined as 
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where I0() is the spectrum of incident light, I() is the 
spectrum of transmitted light through the specimen. In our 
research, measurements of the optical densities at different 
positions of each esophageal specimen were performed. The 
correlation coefficients between the optical densities were 
discussed to distinguish the optical densities of normal and 
cancerous tissues. The distribution of the correlation 
coefficients was then obtained. 
 
After the measurements of the optical densities, the correlation 
coefficient between each pair of normalized optical densities 
was calculated by use of two kinds of definitions of the 
correlation coefficients: 
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In addition to the study of the differences of the optical densities 
between the normal and cancerous esophageal tissues, we also 
calculated the distribution of the correlation coefficients to 
identify the standard optical densities corresponding to normal 
and cancerous esophageal tissues which can then be used to 
quantitatively determine the possibility of a tissue to be 
cancerous. 
 
After obtaining the correlation coefficient of each pair of optical 
densities, the standard deviation of the distribution of the 
correlation coefficients relative to each optical density was 
calculated. The two optical densities corresponding to the 
largest two standard deviations in the distributions of relevant 
correlation coefficients were identified as the standard optical 
densities of normal and cancerous tissues, respectively. The 
possibility of a tissue to be cancerous was then calculated with 
the following formula: 
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where cij denotes the correlation coefficient defined in Eq. (2) 
and Eq. (3). The subscript N and C correspond to the standard 
optical densities of normal and cancerous tissues, respectively. 
 
 

3. RESULTS 
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The optical densities of the three groups of specimens as well as 
the cultured human esophageal cells were measured with a 
homemade spectrum measurement system where a broadband 
xenon lamp (SUTTER, Lambda LS) is used as the light source. 
The transmitted signal is delivered with an optical fiber and 
detected with a spectrometer (Ocean Optics, HR4000) after a 
neutral-density filter. 
 
In the experiments, 19 optical densities were measured at 
different sites of the three groups of normal and cancerous 
esophageal specimens. Optical densities of three groups of 
cultured esophageal cancer cells were also measured. The labels 
of 1 to 22 corresponding to different specimens and groups of 
cells are listed in Table. 1. After the calculation with the 
procedure mentioned in the previous section, the standard 
optical densities of normal (label 4) and cancerous (label 6) 
tissues were identified, respectively. The possibility of each 
optical density to be cancerous one was calculated by use of Eq. 
(4). Table 2 shows the results of calculated possibility of each 
optical density to be cancerous one. 
 
Table 1 Labels of optical densities corresponding to the 
esophageal tissues and cells. 
 

Label of patient Tissue type Label of optical density
normal 1-4 

1 
cancerous 5-8 

normal 9-11 
2 

cancerous 12-14 
normal 15-17 

3 
cancerous 18, 19 

Cultured cells cancerous 20-22 
 

Table 2 Possibility of optical density to be cancerous one. 
 

Label of 
patient 

Tissue type 
Label of 

optical density 
Possibility 
of cancer 

1 1.3% 
2 0.9% 
3 0.7% 

1 normal 

4 0.0% 
5 57.4% 
6 100% 
7 56.4% 

1 cancerous 

8 95.5% 
9 7.5% 

10 32.9% 2 normal 
11 6.2% 
12 3.9% 
13 35.5% 2 cancerous 
14 3.8% 
15 3.2% 
16 5.3% 3 normal 
17 3.4% 
18 11.8% 

3 cancerous 
19 46.7% 
20 31.6% 
21 45.3% Cultured cells cancerous 
22 40.3% 

 
Due to Table 2, the average value of the possibility of cancer of 
the 10 optical densities of normal tissues is 6.14%, where the 

average value of the possibility of cancer of the 9 optical 
densities of cancerous tissues is 45.67%. The average value of 
the possibility of cancer of the 3 optical densities of cultured 
esophageal cancer cells is 39.07%. The results show significant 
distinguishability between normal and cancerous tissues and 
consistency with pathological examinations. 
 
 

4. CONCLUSIONS 
 

The normalized optical densities show significantly 
distinguishable features between normal and cancerous tissues. 
There are strong correlation between optical densities of 
cancerous tissues as well as that between cancerous tissue and 
cultured cancer cells. Similar results were found in normal 
esophageal tissues. In the results of quantitative evaluation of 
the possibility of cancer for a specific site of the tissue, we can 
see that most of the results indicate the possibility for that tissue 
to be cancerous are very small when the tissue was pathological 
examined to be normal. On the other hand, the results indicate 
that there are high possibilities to be cancerous at some site for 
the tissues pathological examined to be cancerous. Similar 
results were found in the optical densities of cultured 
esophageal cells. The only exception is the optical density 
labeled as 10 which was suspected to be cancerous in the 
calculation. However, the calculated value is still not very large 
and more data is needed for further confirmation. Some optical 
densities in the cancerous tissues refer to small possibility to be 
cancerous. It is reasonable to expect that not the whole area in 
the tissue is cancerous. Therefore, the results in our experiments 
are basically consistent with pathological examinations. With 
the quantitative evaluation of the distribution, the contour of 
cancerous region can be identified under a two dimensional 
scanning. The use of visible light results in the possibility for 
this technique to be integrated in endoscope for in vivo 
applications. 
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ABSTRACT

We briefly present the basic principle of the pho-
toacoustic effect in gases. We present the equations
and boundary conditions governing the acoustic field
generated by the absorption of a modulated laser
beam. We solve these equations using Finite Element
Methods and compare the results with experiment.
We find that apparently there are effects not taken
into account in the classic acoustic theory as we find
a larger damping than theory predicts. However,
we see that these effects have significant negative
influence on the quality factor of the cell and thereby
the performance limit.

Keywords: Photoacoustic effect, acoustic damping,
FEM, n-heptane contamination.

1. INTRODUCTION

The photoacoustic effect was discovered by Alexan-
der Graham Bell in 1880 and has drawn considerable
scientific and engineering attention after the 1960’s
in connection with the invention and availability of
lasers [1]. Its broad range of applications include pho-
toacoustic spectroscopy, with the advantage of appli-
cability to solids (also soft tissue) as well as fluids.
This diversity makes it feasible for non-invasive med-
ical applications, biological, and environmental ap-
plications [2, 3, 4].

Here we focus on the measurement of n-heptane

concentrations in air, which is a model system for an
application towards measurement of oil contamina-
tions in air. For experimental convenience we chose to
conduct experiments on n-heptane as it shares many
critical properties (as optical absorption spectrum)
with oil without having the drawback of sticking to
the surfaces. Thus, compared to using oil, the pho-
toacoustic cell is easy to clean after experiments.

Since the generated acoustic signal might be rather
small, it is convenient to make use of acoustic reso-
nance as a natural amplifier of the signal. In order
to design the cell according to desired requirements
such as resonance frequency (such that it fits to the
microphone and laser driver specifications), math-
ematical modeling is a crucial tool. Mathematical
models for the photoacoustic effect have been devel-
oped since the middle of the 1970’s, started by a the-
oretical description of the photoacoustic effect with
solids [5, 6, 7]. Regarding gas-photoacoustics there
exist several works considering the theory behind [8],
specifically loss mechanisms [7, 9, 1]. However, many
of these works are limited to rather simple geome-
tries, being a limiting factor for the effective design
of a photoacoustic cell. There have also been works
concerning the simulation of photoacoustic cells using
Finite Element Methods [10, 11, 12], however there
still are problems modeling the loss mechanisms cor-
rectly.

Despite using a rather simple geometry, in prin-
ciple covered by the existing theory, we will present
a slightly more general model and solve it using the

146

Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation: IMETI 2011



Finite Element Method (FEM), comparing it with
the experiment in order to find a reliable method to
model more complex photoacoustic cells using FEM.
Furthermore we will discuss experimental results and
analysis of these.

2. THEORY

The basic theory behind the photoacoustic effect can
briefly be described as follows, focusing on the pho-
toacoustic effect in gas. The contaminated air (i.e.
synthetic air and n-heptane) is lead into a closed
cell as depicted in Figure 1. Then a laser beam is
sent through the cell. The wavelength of the laser
is tuned such that it fits to a contaminant absorp-
tion peak. When being absorbed, molecular rota-
tional/vibrational states are excited and these states
are subsequently relaxed by molecular collisions, es-
sentially heating up the gas in the small volume
around the particular molecule that absorbed laser
light. Finally the laser intensity is modulated (in
this case sinusoidally) and the heating will cause ther-
mal and pressure waves throughout the gas mixture.
The pressure wave is then measured by a microphone.
The amplitude of the acoustic signal depends linearly
on the strength of the laser and the concentration of
the contaminant (up to possible saturation limits at
very low concentrations).

window

microphone

gas area

laser beam

52mm 52mm104mm

12.5mm 37.5mm

Figure 1: Cross section of the cylindrical photoacous-
tic cell used. The cell is made of stainless steel, gold
coated while the windows are made of BK7 glass.

The photoacoustic effect can be described theoreti-
cally by fundamental thermodynamic laws regarding
the absorption of the laser light as heat energy in-
put [13, 14]. Manipulations as well as assumptions
about a small viscosity and small heat transfer coef-

ficient (such that only first order terms need to be
accounted for) together with small temperature and
pressure deviations, yields the Helmholtz equation in
acoustic pressure p reading

∇2p+ k2p = −iω
P0γǫ

T0Cpc2
. (1)

Here it is assumed that the heat input function ǫ is
a monofrequency input such that general time de-
pendence can be obtained by a Fourier transform
of the time dependent input. Here, p denotes the
acoustic pressure (i.e. pressure change generated by
the laser), Cp is the heat capacity at constant pres-
sure, γ denotes the ratio of specific heats, c is the
speed of sound, and P0, T0 are the equilibrium pres-
sure and temperature, respectively. The value of k
is the wavenumber ω/c, where we pick the lossless
wavenumber as the classical bulk loss effects are neg-
ligible [11].
The boundary condition in radial coordinates

reads [11]
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where z, ρ0, Jn, kt denote acoustic impedance of the
wall material, equilibrium mass density, n-th order
Bessel function, and transverse wavenumber (see dis-
cussion in [11, 13]), respectively. Furthermore lh, lv
denote thermal and viscous loss terms given by

lh =
K

ρ0Cpc
, (3)

lv =
µ

ρ0c
, (4)

where K is the heat conductivity and µ is the bulk
viscosity.
This equation is solved for the given geometry us-

ing Comsol Multiphysics 3.5 R© as two-dimensional
problem with the Cartesian differential operators
transformed into their polar counterparts.

147

Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation: IMETI 2011



We solve both the case where all losses are taken
exactly as above (sim. w/o fit) and the case where
we fit the loss parameters in this simulation to exper-
imental results (sim. with fit). Finally the amplitude
of the simulation with fit is scaled such that it cor-
responds to the experimental amplitude. The ratio
between the two simulated results is kept constant in
order to compare the two simulations. This indicates
the real quality of the cell compared to the theoretical
(i.e. ideal) quality of the cell of given dimensions.

3. EXPERIMENTAL SETUP

The cell used is depicted in Figure 1. The photoa-
coustic signal is detected by a fibre optic microphone
”Optimic 4110 FA” from Optoacoustics. This ultra
low noise microphone is designed for monitoring very
weak sound signals in selected bandwidths and has a
sensitivity of 5 V/Pa. It has a resonance frequency
of 1.65 kHz and a −3 dB conformity from 1.40 to
1.80 kHz. The electrical signal is furthermore filtered
and amplified with a ”Kemo BenchMaster” 8.41 fil-
ter/amplifier unit with an adjustable band pass fil-
ter (8 pole Butterworth filter −48 dB/octave) from
Kemo Limited. The refurbished signal is connected
to a lock-in amplifier (model SR 830 from Stanford
Research Systems) to extract the correlated amount
from the signal. A calibrated commercial instrument,
”1314 Photoacoustic Multi-gas Monitor” from Innova
Air Tech Instrumennts, was used as a reference to
monitor the contamination level of n-heptane. Each
acoustic frequency is excited and measured for three
seconds.

The contaminated gas samples are prepared by ini-
tially introducing a small amount of n-heptane (typ-
ically around 20 ppm) into synthetic air and measur-
ing the concentration by the reference device. Subse-
quently, after each measurement series covering the
acoustic frequencies of interest, this sample is diluted
to half of the previous concentration, thus giving a
reliable concentration.

The measurements are then fitted to the following
function, based on the response of the damped oscilla-
tor, i.e. on the same fundamental principle resulting

in damped harmonic vibrations:

pfit =
A

√

ω4
sm

2 + ω2
s(R

2
m − 2sm) + s2

, (5)

where ωs = 2π(f − fs) with f being the acoustic fre-
quency in Hz and fs is a fitting parameter. Further-
more s,m, and Rm are fitting parameters roughly
corresponding to bulk modulus, mass density, and
allover damping, respectively. However, these pa-
rameters are only fitted once as they represent cell
and gas properties which do not change significantly
(assuming temperature and pressure are kept almost
constant). Finally, for each measurement set the
parameter A is fitted, being the indicator of signal
strength.
This fitting function has shown to work reason-

ably well and is quite robust to single signal out-
liers. Also we have tried several polynomial fitting
functions of degrees up to seven. The harmonic
fitting function showed to have the least accumu-
lated error

∑nmeas

n=1
(pfit,n − pmeas,n)

2, where pfit,n
are the respective pressures obtained by the fitting
function at a certain frequency (denoted by index n,
i.e. f = f0+n ·∆f) and pmeas are the corresponding
measured pressures, while nmeas simply denotes the
amount of measured pressures.

4. RESULTS

We have used two different cell designs; one a de-
scribed above (figure 1) and one as described in [12].
The result for a single concentration measurement

obtained by the prototype described in [11] is shown
in Figure 2. We have found that, using the simula-
tion with fitted loss parameters, we obtain very good
agreement with experiments, indicating the feasibil-
ity of this model.
Results for the acoustic signal at a concentration

of 14 parts-per-million (ppm), using the cell design
described here, are shown in Figure 3.
We find, as before [11], that the damping consid-

ered in the boundary condition given above is not
sufficient to describe the actual acoustic signal. Note
that for the dotted curve we have used standard val-
ues for the thermodynamic properties of air only; we
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Figure 3: Acoustic signal with n-heptane concentra-
tion of 14 ppm at different frequencies

have only scaled the amplitude of the curve as the
measured signal is also subject to electronic amplifi-
cation. However, we find that an artificial increase
of the boundary effects, obtained by scaling of the lh
and lv parameters, leads to a better agreement. This
is seen as the dashed curve in Figure 3, where we con-
duct the same simulation with the imaginary terms
in equation (2) multiplied by 3.4. Nevertheless, there
seem to be some effects in the cell that our model does
not capture, as the shape of the simulated response
does not fit the measured response very well.
The amplitude of the acoustic signal is shown in

Figure 4, where the amplitude is seen to depend on
the n-heptane concentration somewhat linearly, al-
though with some deviations. This indicates the im-
portance of a complete understanding of the acoustic
effects apparent in the cell in order to find the origin
of these deviations and remove them as far as possible
in the cell design.
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Figure 4: Measured pressure amplitudes at resonance
for different n-heptane concentrations, using the cell
depicted in Figure 1

5. CONCLUSIONS

We have briefly presented the basics of the photoa-
coustic effect and have employed the theory to sim-
ulate the acoustic behavior of the cell using Finite
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Element Methods.
We have conducted experiments using synthetic air

contaminated with n-heptane and found that a mod-
ified version of a damped oscillator resonance is a
quite reasonable fitting function, being more stable
than high-order polynomials and giving the least ac-
cumulated error.
We have found a reasonably good linear behavior

of signal strength vs. n-heptane concentration, al-
though there are deviations.
Because of the fact that we obtain quite good

agreement with one prototype (Figure 2) and the rea-
sonable agreement only on one edge with the other
prototype (Figure 3), we believe it is important to
examine the frequency response further, measuring
other resonance frequencies as well as changing other
parameters and reconsidering details of the model.
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Abstract 

A filter with continuous amplitude and discrete phase 

modulation is introduced. For a focused radially 

polarized using the filter and a tight focusing lens, a 

supersolution focused spot and a strong longitudinally 

polarized field in the focal region are obtained in theory. 

The tight focusing system is approximated by Wolf and 

Richards’ theory. The filter introduced here enriches the 

family of generating an optical “needle” of 

longitudinally polarized field. 

Keywords: Polarization; Longitudinal field; Tight 

focusing. 

 

1. Introduction 

Recently, the radially polarized beam has been gaining 

great attention for its novel properties. The special 

polarization makes the radially polarized beam have 

wide applications in many fields, i.e. optical trapping, 

microscopy, optical date store, particle acceleration, 

second-harmonic generation, molecule orientation 

imaging and quantum communication. Especially, the 

ability of obtaining the supersolution spot using the 

radially polarized beam and a high numerical-aperture 

(NA) lens has been investigated in the past few years. 

Dorn et al. demonstrated experimentally that a 0.16λ2 (its 

FWHM is 0.45λ) spot was achieved by focusing a 

radially polarized beam using a 0.9NA lens with an 

annular aperture [1]. Wang et al. introduced the 

multi-belt binary-phase elements into the system of 

focusing the radially polarized beam and attained an 

optical “needle” with the size of 0.43λ (FWHM) and 

long depth of focus [2]. Huang et al. utilized the focusing 

properties of the radially polarized beam to improve the 

method of designing the multi-belt phase elements [3]. 

Zhan et al. suggested a filter with discrete amplitude and 

phase modulation for the purpose of obtaining an optical 

“needle” with the supersolution size [4]. Here, we 

provide a filter with continuous amplitude and discrete 

phase modulation to achieve the supersolution spot in the 

focal plane when focusing a radially polarized beam with 

a high NA lens. The focused spot with the size of 0.40λ 

is achieved in the free space. To the best of our 

knowledge, the 0.40λ spot in the free space is the 

smallest spot that has been reported using the traditional 

optical elements so far. When we change the structure of 

the filter, an optical “needle” of longitudinally polarized 

field is obtained in the focal region. The filter designed 

in this paper enriches the family of generating the optical 

“needle” with longitudinally polarized field.  

 

2. Theory 

 
Fig. 1. Schematic of focusing of a radially polarized beam with a 

filter and a high NA lens. The filter can modulate the amplitude 

and phase of light. θ denotes the angle between the convergent ray 

and the optical axis. f is the focus of the lens. 

   For a tight focusing system, the fields in the focal 

region can be approximated by the Richards and Wolf’s 

theory. In this paper, the NA of the focusing lens is 0.90 

and the media in the focal region is air. For a focused 

radially polarized beam, the fields in the focal region 
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θ 
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y

m

f 

151

Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation: IMETI 2011



contain the radial (Er) and longitudinal (Ez) component 

fields.  
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where ρ,φ,,z are the polar coordinates, A is a constant, Jn 

is the n-order Bessel function of the first kind, P(θ) is the 

complex amplitude of light that is incident on the 

focusing lens. In general, P(θ)=E0(θ)•T(θ), where E0(θ) 

is the amplitude of the radially polarized beam and T(θ) 

is the transmission function of the filter. For simplicity, 

we assume that the intensity of the radially polarized 

beam is uniform in this paper, that is, E0(θ)=1. From 

equations (1) and (2), one can see that, the longitudinal 

component field has non-zero on-axis intensity while the 

radial component field has null on-axis intensity. The 

longitudinal component field dominates the focal region. 

Therefore, the spot size in the focal plane is determined 

by the size of the longitudinal component field. In 

addition, the outmost of the incident radially polarized 

beam contributes most to the longitudinal component 

field in the focal region. Therefore, considering the 

focusing properties, one can easily conclude that much 

attention should be paid to modulate the outmost radially 

polarized beam. We propose a filter whose transmission 

function is given by: 

      12sin 2  rRFrMrT  ,   (3) 

where R is the radius of the entrance pupil of the lens, r 

is the radial position (polar coordinate) of the beam (r≤R), 

F is the modulation frequency, α is a constant (slightly 

larger than 1, α=1.01 in this paper) and 

   
max

21 12sin  rRFrM  .For a lens that 

obeys the sine condition, sinθ=r/f. The transmission 

function of the filter contains two factors: 

  11 2 rR  and  Fr
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Fig. 2. Transmission function of the “high-pass” filter. 

  11 2 rR  works as a “high-pass” filter, whose 

transmission function is displayed in Fig. 2. The 

“high-pass” filter maintains the outmost beam and 

depresses the inmost beam. In addition, the factor 

 Fr2sin provides the sine amplitude and discrete 

phase modulation. The discrete phase is associated with 

the sign of the sine factor  Fr 2sin . The modulation 

frequency F can be an arbitrary constant or a function of 

position r. 

3. Results and Discussion 

We achieve the numerical solutions of equations (1) and 

(2) by programming in MATLAB 7.0 (Mathworks).  

Considering the properties of the “high-pass” filter, one 

can easily expect an optical “needle” with longitudinally 

polarized filed in the focal region. In order to obtain the 

“needle”, one can adjust the structure of the filter by the 

method of changing the modulation frequency F. When 

searching the filter, we use the method in Ref. 3 to 

evaluate the beam quality of the optical “needle”. As 

mentioned above, the modulation frequency F can be 

variable.  

1) Frequency F is an arbitrary constant 2sin . The factor  
The factor sin(2πFr) is the sine function of the position r. 

The variable F just changes the filter’s frequency. After 

optimizing the frequency F, one can find the right filter 

for generating an optical “needle” of longitudinally 
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Fig.3. The transmission function of the filter with frequency 

F=0.71 and the corresponding fields (Er and Ez) in the focal region 

in the x-z plane. (a) Transmission function of the filter. (b) Radial 

component field. (c) Longitudinal component field. (d)Total field. 

The normalized intensity is shown in (b), (c), and (d). 

polarized field in the focal region. Here, we suggest a 

frequency F=0.71. The transmission function of the filter 

with frequency F=0.71 is shown in Fig.3 (a). It is 

necessary to note that the negative value of transmission 

function stands for the phase delay “π” of the filter. 

Therefore, the filter introduced in this paper has the 

modulation of continuous amplitude and discrete phase. 

Fig. 3(b, c and d) in the x-z plane give the fields in the 

focal region. One can clearly see that a strong optical 

“needle” of longitudinally polarized field is achieved by 

combining the tight focusing lens and the suggested filter 

with F=0.71. Fig. 3(b) displays a weak radial field 

component and a strong longitudinal field component is 

shown in Fig.3 (c). Comparing Fig. 3(c) and (d), we can 

conclude that the longitudinally polarized field 

dominates in the focal region. The depth of focus of the 

optical “needle” is about 3.5λ and the lateral size of the 

“needle” is 0.478λ (FWHM). Compared with the 

“needles” in Ref. 2 and 3, the “needle” designed in this 

paper has larger lateral size. However, the structure of 

the filter in this paper is equivalent to a three-belt binary 

phase element in Ref. 2 and 3. Considering the number 

of belts (5 belts in Ref. 2 and 4 belts in Ref.3), we have 

advantage over the number of belts of binary phase 

element that is used to create an optical “needle” of 

longitudinally polarized field. In addition, the “needle” 

designed in this paper have no sidelobes (strong axial 

intensity [4]).Therefore, from the point of the “needle” 

quality, the “needles” in Ref. 4 and this paper may have 

wider applications than those in Ref. 2 and 3. 

2) Frequency F is a function of position r 

Although frequency F can be an arbitrary function of r, 

we choose the frequency F(r)=C• arcsin(r/f) for the 

purpose of introducing the stronger modulation of the 

outmost light. The filter can be adjusted by changing the 

variable C. However, the filter is different from that with 

a given frequency. Fig. 4(a) gives the transmission of a 

filter with variable C=0.78. Although the filter in Fig.4 (a) 

also introduces the modulation of phase, the modulation 

frequency becomes larger as the radial position r 

increases. The filter in Fig.3 (a) has a given modulation 

frequency. When C=0.78, a spot with subwavelength size 

can be obtained in the focal plane. The FWHM of the 

spot is 0.40λ. The intensity profile of the spot is 

displayed in Fig. 4 (b).  
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Fig. 4 (a) Transmission function of a filter with variable C=0.78. 

(b) The intensity profile of the corresponding spot in the focal 

plane. The normalized intensity is shown here.  
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  When C=4.48, the filter gives the strong modulation 

and the transmission is shown in Fig. 5(a). After the 

modulation of the filter, a strong longitudinally polarized 

“needle” in the focal region is generated. Fig. 5 (b) and 

(c) demonstrate the radial and longitudinal component 

field in the focal region, respectively. The total field (Fig. 

5(d)) in the focal region displays the profile of the 

longitudinally polarized “needle”. The lateral size of the 

“needle” is 0.43λ. 
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Fig. 5 The transmission function of the filter with frequency 

C=4.48 and the corresponding fields (Er and Ez) in the focal region 

in the x-z plane. (a) Transmission function of the filter. (b) Radial 

component field. (c) Longitudinal component field. (d)Total field. 

The normalized intensity is shown in (b), (c), and (d). 

  In addition, because we constrain the filter to have a 

“high-pass” profile, the fields in the focal region are 

dominated by the longitudinally polarized field and an 

optical “needle” can be easily realized. In fact, if one 

designs a filter with “band-pass” profile, the radially 

polarized field in the focal region will increase. When 

the radial and longitudinal component fields are equal, 

an interesting optical “bubble” can be generated in the 

focal region. Of course, many filters can be used to 

modulate the radially polarized beam and many new 

results can also be obtained. 

4. Conclusion 

 We introduced a filter with continuous amplitude and 

discrete phase modulation. In theory, using the filter and 

a tight focusing lens to focus a radially polarized light 

with uniform intensity, we obtained several 

longitudinally polarized “needles”. The filter suggested 

in this paper enriches the family of creating a 

longitudinally polarized “needle”. Although the filter has 

the amplitude and phase modulation, it can be easily 

realized by the spatial light modulation (SLM) with 

amplitude and phase modulation experimentally. 
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Abstract 
 

Purpose: To evaluate the performance of the first wireless 
Retinal Implant System in blind patients with retinitis 
pigmentosa. Objective of the study is to evaluate safety and 
efficacy as well as stability and optimal stimulus parameters for 
single  electrode  as well as simple pattern stimulation. Further 
objective is to control the wireless signal transmission for both 
data and energy and to test the feasibility of the surgical 
implantation method and the toleration of the implant by the eye 
over time. Methods: In a prospective study, 3 subjects with a 
visual acuity of hand movement or less received an epiretinal 
implant with 49 stimulation electrodes (IMI Intelligent Medical 
Implants GmbH). On predefined postoperative dates, 
stimulation sessions of 3-4 hours were performed, including 
threshold measurements, amplitude modulations, motion and 
pattern perception tests. All results were verified by repeating 
testing. ICG, fluorescein angiograms (HRA, Heidelberg 
Engineering) and OCT investigations (Stratus OCT and Cirrus 
OCT, Carl Zeiss Meditec) were also achieved. Results: A stable 
implant positioning of the electrode array over the whole 
followup period was identified. Fluorescein angiograms showed 
no signs of vascular leackage or tissue proliferation. OCT data 
proved a close proximity between the retina and the electrode 
film. No retinal tissue damage was observed. The provoked 
visual perceptions were pleasant. Reported perceptions were 
predominantly circles, yellow or white in colour. Threshold 
measurements showed safe and stable current levels. Point-to-
point-discrimination was successful in all subjects. Motion as 
well as pattern perceptions showed success rates up to 100%. 
The patients were able to describe structures similar to letters. 
Data and energy transmission worked well. Conclusions: The 
implant allows safe and stable stimulation parameters in 
combination with good clinical results. This seems promising 
for upcoming implantations. The completely wireless data and 
energy transmission into the implant allows totally unrestricted 
eye movement and is therefore suitable as a long-term solution.  
 
Keywords: epiretinal implant, retinitis pigmentosa, retinal 
prosthesis, retinal stimulation 
 

1. Introduction 
 
Retinitis pigmentosa (RP) and macular degeneration especially 
age related macular degeneration are the most common 
diseases, caused by a continuous loss of photoreceptor cells. 
With an incidence of 1 in 3500 live births and approximately 
1.5 million people affected worldwide, RP is the leading cause 
of inherited blindness. RP is evoked by a genetic disorder and is 
characterized by a progressive visual field loss and decline of 
visual acuity leading to complete blindness in most patients. 
However the inner part of the retina, the bipolar and ganglion 
cells, remains intact in RP, so that the higher order neurons are 
still capable to process information to the brain and visual 
cortex. Thus the replacement of the degenerated photoreceptors 
by an electric stimulator might be a therapeutic option in RP 
and other degenerative retinal diseases. This idea is not new. 
The first reports on eliciting phosphenes by electric stimulation 
of the visual system date back to the 18th century [1]. Since 
then many different working groups have tried to elicit visual 
perceptions by eletrical stimulation. This development was 
especially driven by the success of cochlear implants. Two main 
approaches emerged and proved successful in retinal 
stimulation systems; the epiretinal and the subretinal approach 
[2]. From a surgical point of view, the epiretinal approach is 
easier to perform and is therefore associated with a lower 
incidence of peri- and postoperative complications. 
We have been developing an epiretinal stimulator, that can be 
surgically implanted using standard vitrectomy techniques and 
is wirelessly recieving stimulation data and energy [3,4]. This 
paper reports on the clinical and stimulation results of a chronic 
epiretinal implantation of this wireless epiretinal prosthesis in 
blind patients with RP. 
 

2. Materials and Methods 
 

The Epiretinal implant 
 

The device used in the study is developed and manufactured by 
IMI Intelligent Medical Implants GmbH, Bonn, Germany. It 
consists of an implanted component, the retinal stimulator, and 
several external components. The implantable retinal stimulator 
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(Figure 1) consists of a carrier onto which various micro-
electronic components are mounted. The electronic components 
are used to receive data and energy as well as to stimulate the 
retina via micro-electrodes. The carrier is a flexible circuit film 
with built-in conducting paths. The embedded high frequency 
receiver coil of this carrier provides the required energy for the 
stimulation electronics.  The coil is embedded in a supporting 
structure and positioned in the temporal area outside the eyeball 
in close proximity to an external sending coil which transmits 
the necessary energy. The infrared-receiver receives data 
containing visual information from an external transmitter via 
an infrared optical link. The infrared-receiver encodes the 
optical signals into electric stimulation currents and sends them 
to the retinal stimulator-chip. This chip processes the data and 
generates stimulation patterns for the electrode array placed on 
the retina. The array is composed of 49 platinum stimulation 
electrodes and is positioned on the epiretinal side of the retina in 
the area of the macula. The electrodes are in direct contact with 
the retina and activate the retinal nerve cells via electrical 
stimulation currents.  The Retina stimulator is coated with 
Parylene C. The material was deposited on the device by plasma 
activation with following vapour deposition. The material is 
resistant against acids, blood, moisture and hydrocarbons. A 
LED indicator located near the array serves to control the proper 
functioning of the device by visual inspection within the eye. 
The encapsulated outer part of the retinal stimulator is sutured 
onto the sclera. The intraocular part with the electrode array is 
inserted into the eye via a scleral tunnel and fastened on the 
retina using a surgical retina tack (titanium tack, GEUDER®, 
Germany) and corresponding surgical tools.  A ring made of 
medical graded silicone is placed on top of the tack as a 
retainer. The scleral tunnel is sutured watertight around the 
implant foil after correct positioning of both implant parts. The 
conjunctiva is closed over the external part. 
 

 
Figure 1: The retinal stimulator with its epiretinal electrode 
array on the left side and the encapsuled chip and energy 
recieving coil on the right. 

 
Subjects & Methods 

 
Three patients suffering from RP were enrolled in a prospective 
study. All patients had a visual acuity of hand-movement or 
less. Patient´s age ranged from 45 to 65. All patients signed 
informed consent.  
The sugical procedure was performed in two steps. First a 
preparing surgery including pars plana vitrectomy, cryo- or 
endolaser retinopexy and, if needed a cataract extraction. The 
implantation procedure itself followed about 4 weeks after the 
initial preparing surgery. All surgeries were performed under 
general anaesthesia. On predefined postoperative dates, 
stimulation sessions of 3-4 hours were performed using a 
special stimulation software connected wirelessly to the 
implanted retinal stimulator. These stimulating sessions 
included threshold measurements, amplitude modulations as 

well as motion and pattern perception tests. All results were 
verified by repeating testing.  For threshold testing, the 
amplitude was increased in predefined steps until the subject 
reported a phosphene. Point-to-point-discrimination was tested 
by activation of two consecutive electrodes and the subject was 
asked, if the phosphene moved from right to left or from top to 
bottom in a forced-choice interview.  
Motion dicrimination was tested by consecutive activation of 4 
electrodes in a linear horizontal or vertical direction. The 
subject was then asked, if the percieved motion was horizontal 
or vertical in a two-alternative forced-choice interview. Pattern 
recognition was tested by simultaneous activation of multiple 
electrodes in a linear horizontal or vertical bar orientation or a 
cross orientation. The patient was then asked, what kind of 
pattern he or she percieved in a three-alternative forced-choice 
interview. Even more complex patterns were tested in a free 
interview. 
Furthermore indocyanine-green-angiographies (ICG, HRA2, 
Heidelberg Engineering), fluorescein angiographies (Visupac, 
Carl Zeiss Meditec) and optical coherence tomography (OCT) 
investigations (Stratus  and Cirrus OCT, Carl Zeiss Meditec) 
were performed on predefined follow-up investigations. The 
postoperative follow-up was up to 36 months. 
The study protocol complied with the principles of Good 
Clinical Practice and participants were treated in accordance 
with the tenets of the Declaration of Helsinki. The local ethics 
committee approved the study. 
 

3. Results 
 

Implantation Procedure 
 
The preparing surgery was conducted without any notable 
events in all patients. The preparing retinopexy proved stable 
and safe retinal conditions for the later implantation. Thus no 
retinal detachment occured. All implantations were performed 
without intraoperative complications and all implants were 
successfully placed epiretinally. The placement of the retinal 
tack and the fixation of the electrode array on the tack showed 
no difficulties. In one patient a progressing corneal opacity 
during surgery made a corneal abrasion necessary to keep the 
insight sufficient, but the postoperative corneal erosion 
reepithelialized quickly. Special attention was paid on the suture 
of the scleral tunnel to avoid postoperative leakage of 
intraocular fluid and testing for leakage directly after closure 
showed no percolating fluid in all subjects. Overall the 
implantation procedure proved feasibility and an easy learning 
curve for experienced retinal surgeons by using standard 
vitrectomy tools in combination with only few special and new 
implantation instruments. 
 

Stimulating Sessions 
 

Reported perceptions were predominantly circles, yellow or 
white in colour. The mean minimum stimulation threshold was 
17 nC. The single threshold values showed a high variation 
according to the subject, the location of the electrode and the 
date of the stimulation session. An interindividual comparison 
of threshold values of the same electrode in different subjects 
showed differences in perception threshold, that was most likely 
caused by differences of electrode position and distance to the 
retina [5]. An intraindividual comparison of one electrode in the 
same patient on different session dates showed a slight change 
of threshold values even over time, wich sometimes showed a 
„learining curve“-like lowering of threshold over time, but 
sometimes also showed higher threshold values on later session 
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dates. Point-to-point discrimination was successsful in 85% to 
89% (right/left, top/bottom). Motion perception was correct in 
up to 100% in both horizontal and vertical directions. The 
pattern recognition tests showed correct answers in 98,5% when 
stimulating a vertical bar, in 89,5% when stimulating a 
horizontal bar and in 55% when stimulating a cross bar. The 
lower success rate in correct recognition of the more complex 
cross pattern goes concordant with the results of the free 
interview tests of more complex patterns like a triangle or a 
square (Figure 2). These free answers often showed slight 
changes from the definite presented pattern, wich is most likely 
caused by the stimulation of multiple not straight retinotopically 
organised gangion cells and bipolar cells. 
 

 
Figure 2: Examples of free interview answers on complex 
pattern stimulations 

 
Clinical Follow-Up 

 
The ophthalmoscopic examinations as well as the fundus 
photographies showed a stable and well positioned electrode 
array over the whole followup period (Figure 3). Only a slight 
change of retinal vessel configuration near the implant was 
observed in one subject. There were no signs of tissue 
proliferation or cell migration onto the implant and electrode 
array as well as no signs of proliferative vitreoretinopathy. The 
fluorescein- and ICG-angiographies showed an unchanged and 
intact blood-retina-barrier in all subjects over the whole 
followup period. No signs of leakage were detected, especially 
no signs of choroidal neovascularisation. OCT investigations 
show the eletrode array as a high refletive thin membrane over 
the retina. Typical optical shadows can be seen behind the 
conductant pathways (Figure 4). OCT data proved a close 
proximity between the retina and the electrode film, while 
differences in the distance between the electrode array and the 
retinal surface were not unusual and dependent on the exact 
location of the OCT scan. Even a slight compression of the 
retina at the edge of the implant foil could be seen on some 
OCT scans. In one case OCT scans showed a transient retinal 
edema. Overall no severe retinal tissue damage was observed. 

  
Figure 3: Fundus photography 2 years after implantation shows 
a stable and well positioned implant and electrode array in the 
macular area. 

 

 
Figure 4: OCT of the implant foil. Notice the typical optical 
shadows of the conductant pathways and the slight compression 
of the retina on the edga of the implant 

 
4. Conclusion 

 
The implantation procedure itself proved feasibility and is easy 
to learn for the hands of an experienced vitreoretinal surgeon. 
This was achieved by the use of standard vitrectomy techniques 
only extended by a few special instruments as the tack 
positioner or implant guidance forceps. In comparison to 
subretinal implantation procedures, in wich a retinal detachment 
needs to be perfomed and a postoperative silicone oil 
endotamponade is essential after implantation [6], the 
techniques for epiretinal implantation are easier and faster [7]. 
Furthermore the wireless data and energy transmission allows a 
complete wound closure without any cables or connectors 
penetrating through the wound and increasing the risk of 
postoperative infections. Nevertheless it is presumed that 
subretinal implantation can lead to postoperative choroidal 
neovascularisation (CNV) [8]. We can report no case of CNV in 
any of our subjects over the whole followup period. These facts 
point out the safety of the presented epiretinal implant device 
even during long term implantation and for the intended 
everyday use. Even more the completely wireless signal and 
energy transmission to the implant allows unrestricted eye 
movement and is therfore suitable as a long-term solution. 
The activation of the implant and the stimulation sessions are 
also very encouraging for further implant generations. The 
threshold values needed to elicit phosphenes are on a safe level 
and surprisingly much lower than in earlier studies [9]. This 
might result from an even closer electrode-retina contact by tack 
fixation in this chronic study compared to a handheld electrode 
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device in the acute study [4]. We found high success rates in 
point-to-point and motion recognition as well as in simple 
patterns similar to letters. This is a crucial point in improving 
patients´ independence by restoring their ability to read [10,11].  
The slightly incorrect answers in the free interview tests with 
complex patterns were most likely caused by the stimulation of 
multiple not straight retinotopically organised gangion cells and 
bipolar cells, as already mentioned above. This phenomenon 
indicates the necessity of a learning image processor in the 
pathway between the camera and the electrode array for a visual 
prosthesis [12]. The captioned image cannot be stimulated 
directly onto the retina without considering the individual 
retinotopic conditions of each patient. Otherwise these slight 
changes in the percieved patterns will result in distortion and 
complete inability of recognition. Therefore a computed and 
learning image processor will be implemented in future 
generations of our implant. 
In conclusion the presented results show a safe to implant and 
effective working wireless epiretinal implant device. The 
clinical and stimulation data are encouraging for upcoming 
long-term implantations and the intended every day use via a 
connected camera. Further improvement is expected with a 
higher number and efficacy of electrodes and a reduction of the 
implant´s and especially the electronics´ size [13]. Furthermore 
a learning image processor in the signal pathway will improve 
the resolution and recognition rate of more complex images. 
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ABSTRACT 

Protecting light-tree based multicast connections are 

more demanding than unicast connections in wavelength 

division multiplexing (WDM) based mesh networks. In 

this work, we proposed two mathematical models and a 

heuristic based approach to protect multicast connections 

in WDM mesh networks. The mathematical models 

presented in this paper are based on multiple unicast 

connections. Link-protection and path-path protection 

schemes are considered to protect the multicast 

connections. Our heuristic based approach based on sub-

path protection technique namely shared-segment 

protection (SSP) scheme. We simulate the above 

techniques on conventional networks and the results are 

compared to evaluate their performances. Simulation 

results show that SSP scheme offers a reduction in 

average cost for protecting multicast connections. Static 

and dynamic multicast connections have been used to 

calculate the average cost and the blocking probability 

respectively. 

 

Keywords: light-tree, multicasting, protection, 

survivability, WDM networks. 

 

1. INTRODUCTION 

WDM optical networks are high speed networks and 

provide many potential applications [1-5]. In order to 

support multicast based applications the WDM network 

be required to employ multicast-capable wavelength-

routing switches at the network node [6]. Theses switches 

are capable to replicate data stream from one input port to 

multiple output ports. There are two types of switch 

architectures are used [7].  Opaque switch which support 

electronic cross-connects with optical-electrical-optical 

(O-E-O) conversion and transparent switch architecture 

which support all optical cross-connects (OXCs). 

Significant work has been carried out to protect unicast 

connections in WDM networks, however, little effort has 

been made for protecting multicast connections in WDM 

mesh Networks. 

 

Several schemes have been proposed in the literature to 

protect the multicast connections. The simplest idea to 

protect the multicast tree from single fiber failure is to 

compute a link disjoint backup tree is reported in [7]. 

Two trees are said to be link-disjoint if they do not have 

any common links. The drawback of this scheme is that it 

uses excessive network resources and also it is not always 

possible to find a link-disjoint backup tree. Ring based 

approach is proposed to protect multicast session in [8]. 

In this approach a ring has to be formed taking the source 

node and all the destination nodes participating in the 

multicast session. The limitation of this scheme is that, it 

is not always feasible to form such ring in all cases, 

particularly, when the session sizes are large. Hence the 

scheme leads to higher blocking probability. Segment 

protection scheme is reported in [9]. The author derived 

arc-disjoint backup segment for every segment on the 

primary light-tree. A segment in a multicast tree is 

defined as the sequence of edges from the source or any 

splitting node (on a tree) to a leaf node, or, to a 

downstream splitting node. A destination node is always 

considered as a segment end node because it is either a 

leaf node in a tree or a splitting node. The author also 

proposed optimal path pair based shared disjoint-path 

(OPP-SDP) scheme. OPP_SDP scheme finds optimal 

path pair between every source-destination pairs to 

protect the multicast connection. The author concluded 

that OPP-SDP is the best scheme w.r.t. average cost and 

blocking probability among other proposed schemes. 

Wavelength sharing can significantly reduces the 

unnecessary capacity reserved for protecting light-trees 

and they are classified mainly into three categories (self-

sharing, intra-request sharing and inter-request sharing) 

[10-11]. Multicast protection scheme through spanning 

path is proposed to protect multicast session is reported in 

[12-14]. A spanning path in a multicast tree is defined as 

a path from a leaf node to any other leaf node in the light-

tree. The scheme derives backup paths for every spanning 

path in the multicast-tree. The author used the above 

three kind of sharing and reported as the efficient 

technique in terms of average cost and blocking 

probability. Two heuristics based solution is reported for 

protecting light-trees such as optimal path pair based 

removing residual links (OPP-RRL) and source leaf path 

based avoiding residual links (SLP-ARL) in [15]. The 

author concluded that the scheme is better than OPP-SDP 

scheme. 

 

In this paper we have extended the ILP based formulation 

used to protect the unicast (P2P) connections, i.e. a 

multicast connection is considered as multiple unicast 

connections from the source node to all the destinations 
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nodes participating in the multicast session. The rest of 

this paper is organized as follows. In Section 2, we 

discuss the proposed methods. In section 3 we present the 

numerical results and conclusions of this work is 

presented in section 4. 

 

2. PROPOSED METHODS 

A. Problem Description 

A multicast connection can be realized as multiple 

unicast connections. Since in a multicast based 

application, several replicas of information are routed to 

the desired destinations, hence a single wavelength 

channel needs to be assigned for each light-tree. 

In mathematical models (link-protection and path-

protection), we consider single wavelength channel per 

fiber where as in heuristic approach (SSP), multiple 

wavelength channels per fiber are considered. 

We assume that multicast connections or a light-tree is 

unidirectional in nature from source to each destination. 

The session size indicates the number of nodes takes part 

in a multicast session. In link-protection and path-

protection techniques we consider one protected multicast 

session where as in SSP algorithm, multiple protected 

multicast connections are considered. 

 

B. Mathematical Formulation 

The ILP formulations in [16] are used for finding the 

minimum cost path to all the destinations. We then 

explain our approach with a suitable example. 

 

Example: 

Suppose a multicast connection arrive as S = {1, 2, 3, 6} 

destinations of the multicast session. If we can consider 

this as three unicast connections then, three different 

lightpaths of P1= (1,2), P2= (1,2) (2,3) and P3= (1,2) (2,6) 

needs to be assigned different wavelengths shown in fig.  

1 (a). But, if we consider this is a multicast connection 

then, a single wavelength has to be used to send the 

information to all the destinations. Hence the light-tree 

 = (1,2) (2,3) (2,6) could be derived and 

is shown in fig. 1 (b). 

 

 

 
(a) 

 

 

 

 
(b) 

Figure 1: (a) Three unicast connections. (b) One multicast connection 

taking union of three unicast connection shown in fig 1.(a) 

 

Sets and Parameters: 

N: Set of nodes 

L: Set of links 

E: Set of edges contains arc (i,j) and (j,i) 

W: Number of wavelength on each fiber link 

dij: Number of requested connections between node pair i and j 

D: Set of demand pairs  

Pij: Set of  paths between node pair i and j  

R: Set of all paths 

Aij: Set of paths contain arc (i,j)  

 

: Set of directed paths accessible for restoration from i to j   

when (s,t) fail. 

: Set of directed paths not accessible for restoration from i 

to j when (s,t) fail. 

Variables: 
wij: Primary capacity on link (i,j) 

sij: Spare capacity on link (i,j) 

: 1 if lightpath p exists, 0 otherwise. 

: 1 if lightpath exists on path p, when link (s,t) fail, 0 

otherwise. 

 

To establish a primary light-tree the ILP formulation can 

be written as 

 

 

Demand between node pair:  

 

 

Working link capacity:  

 

 

 

 

  

 

Equation (1) ensure that the number of lightpath demand 

 between the node pair (i, j) must be equal to the 

number of paths  within the Pij. In a multicast 

connection this is equal to 1. Equation (2) says about the 

1 

4 

2 3 

6 5 

1 

4 

2 3 

6 5 
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number of connection passes 

through the fiber link (i, j). Equations (3) and (4) 

ensures the non-negative and integer variables. This 

formulation provides the path from the source to all the 

destinations with minimum capacity. So taking union of 

all the selected paths we will get the set of links that a 

light-tree consists. 

Spare Capacity Allocation Model 

 Shared Link Protection (SLP) 

In link based protection, we assume that each node is 

capable to detect a link failure and run a rerouting 

algorithm around the failed link. The traffic is rerouted 

only around the failed link. In this strategy, for 

calculating backup capacity we should have knowledge 

about the working capacity i.e. the number of primary 

lightpaths passes through the failed link. The technique 

followed to form a light-tree for a multicast connection, 

the backup paths for the failed link is calculated similarly.  

TABLE I 

Working link Backup route 

(1,2) 

(2,6) 

(2,3) 

(1,5) (5,2) 

(2,5) (5,6) 

(2,6) (6,3) 

TABLE I presents the links for the primary light-tree and 

the backup paths for the corresponding link. Taking the 

union of the entire backup route gives the cost of backup 

path which is 5 wavelength links. Since from the above 

backup capacity we can see that the link (2, 6) is being 

considered for both primary light-tree and the backup 

path shown in TABLE I. 

So the ILP formulation can be written as 

 

Lost link capacity:  

 

Spare link capacity:  

 

Fiber capacity limit:  

 

 

 

where wij may be calculated from the working capacity 

model. Equation (5) ensures that the number of 

connections affected due to failure of link (s, t). The 

affected connections must be rerouted through all the 

paths from 

(6) ensures that the sum of backup paths passes through 

link (i, j) and (j, i) must be less than the total number of 

backup paths available. Equation (7) ensures that the sum 

of the primary lightpaths and the backup lightpaths on 

any link is limited to the number of wavelengths 

available on the fiber link. In our work we have 

considered homogeneous network i.e. all the fiber links 

have the same number of wavelengths. Equation (9) and 

(10) ensures non negative and integer variables. 

 

 Shared Path Protection (SPP) 

In our second formulation we apply shared path 

protection technique used for unicast connection. 

 

TABLE II 

Working link Backup route 

(1,2) 

(2,6) 

(2,3) 

(1,5) (5,2) 

(1,5) (5,6) 

(1,5) (5,6) (6,3) 

 

Taking union of the entire backup route gives the cost of 

backup path which is 4 wavelength links and shown in 

TABLE II. 

 

Hence the ILP formulation can be written as 

 

 

Spare link capacity:  

 

 

Lost capacity in forward direction:   

 

 

Lost capacity in reverse direction:   

 

 

Fiber capacity limit:  
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C. Heuristic Based Solution 

 Shared Segment Protection (SSP) 

Since the complexity of ILP formulation increases 

rapidly we study a heuristics approach based on segment 

protection [9] using minimum spanning tree algorithm 

a fixed group size. The minimum spanning tree (MST) is 

then pruned with respect to the nodes present in the 

multicast session. The pruned graph thus formed is the 

primary light-tree. Then we identify the segments in the 

primary light-tree. To find the backup paths for each 

segments in the light-tree remove a segment from the 

primary light-tree and find the backup (minimum cost 

path) path to the corresponding segment if exists. If a 

backup path is found then it is added to backup cost. 

Update the cost of the path to zero for already found path 

and repeat the same procedure until all the segments are 

removed from the primary tree. The backup to the 

segment is found by Dijkstra algorithm. Source is one 

end of the segment and destination is the other end of the 

segment. 

 
Flow model for SSP algorithm 

3. NUMERICAL RESULTS 

We conduct extensive simulations to study the 

performance of the proposed protection scheme. We 

compare the proposed schemes with optimal path-pair 

based shared disjoint path algorithm (OPP_SDP) 

described in [9], which has been reported as the most 

efficient scheme by means of average cost and blocking 

probability.

 

 Assumptions and Simulation Setup 

 

We simulate our schemes on two sample network shown 

in fig. (2) and fig. (3). For NSFNET the link cost 

represents the normalized length where as for 

INDIANET the link cost represents the fiber length 

between the node pairs in kilometers. We assume that 

fiber links are bidirectional in nature. The multicast 

connection is unidirectional in nature from source to 

destinations. For link-protection scheme and path-

protection scheme, we applied precomputed sessions of 

fixed session size. In the case of SSP and OPP_SDP 

scheme multicast connections arrive with poisons 

distribution, and their holding time is set to one unit. The 

traffic load offered to the sample networks is the number 

of active multicast session per unit time. We assume that 

the wavelength converters are not available at the 

network node. Hence the multicast session or the light-

tree occupies single wavelength links throughout their 

path. As the computational complexity increases with the 

increase in number of node, we present the average of 

200 different multicast sessions for fixed session size for 

link-protection and for path-protection schemes. On the 

other hand for SSP and OPP_SDP scheme, we injected 

10
5
 different multicast session of same session size. The 

ILP models are solved with CPLEX 10.2 solver. The SSP 

and the OPP_SDP algorithm and the k-Shortest path 

algorithm are . 

 

 Results and Discussion 

 

Fig. 4 and fig. 5 shows the average cost for establishing 

multicast connections versus the session size for 

NSFNET and INDIANET respectively. Like path-

protection and link-protection scheme for unicast 

connections, the average cost for protecting multicast 

connection using path-protection technique is much lower 

than link-protection technique. It is also observed from 

the above figures that the SSP scheme offers lower cost 

than the OPP_SDP scheme for protecting multicast 

session. The author in [9] pointed out that there are cases 

where backup segments may not be found always, we 

feel that such case arise rarely. Fig. 6 and fig. 7 shows the 

blocking probability (BP) offered by SSP and OPP_SDP 

scheme. It is observed that the BP offered by OPP_SDP 

is better than SSP scheme till we increase the session size 

up to approximately 8 and 9 for both NSFNET and 

INDIANET. But when we increase the session size, it is 

observed that the BP is almost equal offered by both the 

scheme as the number of segments increases with the 

increase in session size. Further we find the BP, keeping 

the session size in mind; we fix the session size and vary 

the load. From fig. 8 and fig. 9 it is observed that for 

NSFNET when we fix the session size equal to 7 the BP 

offered by OPP_SDP scheme is lower than SSP scheme 

Create the MST 

Prune the MST as per the multicast session 

Remove a segment from the primary light-

tree and find the optimal backup path 

Identify the segments on the primary tree 

Update cost=0 for already found backup paths 

Add the cost of the backup path 

Is any segment left on the primary tree 

If the backup path for every segments on the 

primary tree are found then select the multicast 

session else reject the multicast session 
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where as when we increase the session size to 10 the BP 

is almost equal. Similarly from fig. 10 and fig. 11 it is 

observed that for INDIANET when we fix the session 

size equal to 10 and 15 the BP offered by both SSP and 

OPP_SDP schemes are almost equal. 

 

 

 
Figure 2: NSF NET (14 nodes, 22 links) 

 

 

 
Figure 3: INDIA NET (20 nodes, 33 links) 

 

 

 
Figure 4 : Average Cost Vs Session Size for NSFNET 

 
Figure 5: Average Cost Vs Session Size for INDIANET 

 

 
Figure 6: Blocking probability Vs Session Size for NSFNET 

 

 
Figure 7: Blocking probability Vs Session Size for INDIANET 

 

 
Figure 8: Blocking probability Vs Load with Session Size 7 and 32 
wavelengths for NSFNET 
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Figure 9: Blocking probability Vs Load with Session Size 10 and 32 

wavelengths for NSFNET 

 

 
Figure 10: Blocking probability Vs Load with Session Size 10 and 32 

wavelengths for INIDIANET 

 

 
Figure 11: Blocking probability Vs Load with Session Size 15 and 32 

wavelengths for INIDIANET 

 

4. CONCLUSIONS 

In this paper, we have investigated various protection 

schemes taking static as well as dynamic multicast 

sessions in WDM mesh networks. The proposed 

mathematical model for path-protection scheme offered 

lower cost over link-protection scheme to protect 

multicast connections. Also the heuristic based approach 

using shared segment protection scheme offers lower 

average cost for establishing protected multicast session 

in the WDM networks. The shared segment protection 

scheme offer equal blocking probability with the best 

reported scheme (OPP_SDP), particularly when the 

session size is larger. Moreover we are investigating 

further sharing techniques, to design efficient algorithm 

for protecting dynamic multicast sessions in WDM mesh 

networks. 
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ABSTRACT 

 
One of the effort to solve poverty problem, starting 2007, 
the government of Indonesia has launched a national 
Energy Self Sufficient Village (ESSV) program aiming, 
create the spirit of self help for villagers so that they are 
capable to fulfil their own basic energy needs for cooking, 
lighting, and to improve their wellbeing by cleverly 
utilizing locally available renewable energy sources to 
generate economic activities. By 2010 there were already 
more than 630 ESSVs have been established throughout 
the country. Each ESSV establishment has required 
between IDR 400 million (US$ 47,000) to IDR 1,2 
billion (US$141,000) for each ESSV depending of types 
of renewable energy sources available in the village. The 
program however, needs continuous long term 
monitoring and evaluation using university program to 
ensure it sustainability. The paper describes how Darma 
Persada University could help mitigating the current 
problems faced in implementing the ESSV program. 
 
Keywords: ESSV program, renewable energy, 
productive uses, lesson learnt, university roles 
 

1. INTRODUCTION 

 
As a concrete effort to solve  poverty problem and energy 
crisis, in 2007, the government of Indonesia has launched 
a national program called the Energy Self Sufficient 
Village (ESSV) [1]. The program aims to create the spirit 
of self help among the villagers so that they are capable 
to fulfil their own basic energy needs for cooking, 
lighting, and to generate economic activities through 
utilizing locally available renewable energy sources. 
Through the program, implemented by eight related 
ministries, access to badly needed electricity and fuel for 
the rural poor has been made available by providing 
micro-hydro, solar PV, biogas, and bio-fuel production 
infrastructures. By 2010 there were already more than 
630 ESSVs have been established. Each established 
ESSV required between.  It is envisaged that by the year 
2014, cumulatively 3000 villages is expected be 
established by the program. Such efforts by the 
government in fact are in line with Darma Persada 

technology concept of  Energy, 
Economy and Environment (E3i ) village also launched in 
2007.[2].   
Despite of this good intention and initiative by the 
government to provide the village with easy access to 
energy, however, at present, the villagers are, only 
capable to utilize the provided energy facilities for 
household cooking fuel and lighting. Under this 
condition the potential electricity generated have been 
kept mostly idle during the day time. A study is now 
underway in two ESSV samples to determine the impact 
of renewable energy intervention on sustainable 
economic development of the selected villages. For this 
purpose survey to two sample ESSVs, namely, Gunung 

Halu village in West Java, and Banyumeneng village in 
Special Province of Jogjakarta. LEAP (Long term Energy 
Alternative Planning System) model and I/O Table will 
be used to study the impact of renewable energy 
technology intervention, on sustainable development of 
sample villages. Hybrid solar dryer is proposed to 
substitute direct sun drying practices in both villages. 
The LEAP model will also be applied to study how far 
the existing 18 kWe, micro-hydro at Gunung Halu  
village and the existing 1200 Wp solar PV water 
pumping  can change the economic structure of the 
sample village by developing new industries based on 
local resources.[3]. 
This paper describes RD/D efforts in developing 
renewable energy based technologies which later could 
be utilized for value added activities in the two sample 
ESSVs.  
 

2. RENEWABLE ENERGY POTENTIAL AND 

DEVELOPMENT ROADMAP 

 

2.1. Renewable energy potential  
 

Table 1, shows the renewable energy resources potential 
as well as the condition of fossil fuel in Indonesia.[4]. As 
shown, geothermal, hydro and biomass wastes, are 
among the largest energy resources in the country. 
Biomass energy resources from oil bearing plants such as 
jatropha curcas, oil palm and other ingenious plant have 
the great potential to substitute partially diesel oil, while 
cassava, corn, sugar cane and arenga palm can be 
extracted to produce bio-ethanol as gasoline blend. 
 

Table 1. Renewable and fossil fuel resources of 
Indonesia  

 
 

Solar energy is available all over the country at 4,8  5,2 
kWh/m2/day, and can be used as distributed power 
supply such as for Solar Home System, but can be 
integrated with other energy sources such as wind and 
biomass to operate Small Processing Unit in the village. 
Wind is available in limited locations in the country, 
where wind speed is available between 3  6 m/s.  
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In order to anticipate the energy crisis in 2005 the 
government had enacted laws and regulations to promote 
effective utilization of the potential renewable energy 
sources nation wide. Presidential Regulation N0 5, 2006, 
for example, stipulated the national energy policy, 
implementation of BPPEN 2005-2025 (National Energy 
Management Blue Print), and in 2007 the Energy Law 
No.30, 2007 umbrella to all related 
energy regulations issued so far.  
 
2.2. Renewable energy road map 

 
Based on these laws and regulations, national energy 
road map was issued, including the critical role to be 
born to the development new and renewable energy 
sources, which based on the energy conservation scenario, 
Indonesia will need around 3000 MBOE (Million of 
Barrel of Oil Equivalent). In which initially the share of 
new and renewable energy was around 17%. (renewable 
energy sources, around 13%) by the year 2025 Later with 
the establishment of the Directorate General of 
New ,Renewable Energy and Energy Conservation 
(NREEC) in 2010, the share of new and renewable 
energy sources was increased to 25%  (See Fig.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. New and renewable energy development road 
map [2]. 
 
3. THE ENERGY SELF-SUFFICIENT VILLAGE 

PROGRAM 

 
One of the government effort to accelerate the utilization 
of the potential renewable energy sources of the country, 
in 2007, the government has launched a national program 
called the Energy Self Sufficient Village (ESSV), 
implemented by eight related ministries under the 
coordination of the Coordinating Minister of Economy 
[1]. The purpose of this program was to establish the 
spirit of self help among the less developed rural areas 
with locally available renewable energy sources, namely, 
bio-fuel, micro-hydro, solar, wind and biomass energy 
( other than biodiesel and bio-ethanol). By providing the 
needed energy access to around 68% of rural population 
of the country it was expected that economic growth can 
be accelerated in rural areas, creating new job 
opportunities and eventually improve the quality of 
village life. Since 2007, the government had invested 
between IDR 400 million (US$ 47,000) to IDR 1,2 
billion (US$141,000) for each ESSV, depending of types 
of renewable energy sources available in the village 
mostly for establishing basic renewable energy 

generating facilities. In implementing the program, the 
government have been persuading all stake holders, such 
as local government, state enterprises, including the 
private sectors not It  was reported that there are already 
more than 630 ESSVs had been established under the 
program. In the latter year of  ESSV project 
implementation the government has also begun to 
provide the ESSV with productive activities such as for 
coffee processing, production of bio-diesel and bio-
ethanol, rice milling, cocoa processing, etc. It was 
intended that after three years the project will be handed 
over to local government to continue central government 
initiatives until sustainable condition can be achieved.  
Survey to some of the ESSVs had indicated that most of 
the visited villages were still capable to utilize the 
generated energy to fulfil their need for cooking and 
lighting only, very few were capable to utilize the 
generated energy for productive uses. Consequently, 
micro-hydro with 20 to 100 kWe  capacity installed in 
some ESSVs have been keep idle and wasted during day 
time. The survey also indicated that the ESSV will need 
long term support both in terms of financial and technical 
aspect on how to utilize the provided energy facilities for 
their outmost benefit for economic wellbeing. 
In summary, the ESSV program has successful in 
providing access to basic need of energy for the rural 
people but still need further improvement in the 
following aspects: 
 

1) Provision of long term financial support ( 5 -10 
years may be necessary) such as easy access to 
innovative financing scheme to ensure 
sustainability of the program 

2) Continuous guidance through effective 
monitoring and evaluation activities, to 
improve managerial skill of the beneficiaries 
by providing access to working capital, better 
production method to ensure good quality of 
processed products  and find captive market of 
their product 

3) Long term energy planning skill such as using 
LEAP software and I/O Table so that the 
provided energy access can induce the growth 
of industries and employment creation 
activities.  
 

4. ROLE OF UNIVERSITY 
 

University can play role by undertaking the ESSV 
program as part of their academic program The study 
may relate to social engineering on how local villagers 
can participate in the development programs, develop 
and apply innovative financing scheme and management 
institution skill of the beneficiaries of the facility 
installed, including providing guidance to create market 
of their processed products. The university may also 
conduct renewable energy based RD/D technologies 
relevant to felt need of the local people. Such an attempt 
has been continuing until today, and several innovations 
had been introduced and field tested.  Figs.2. and 3 show  
typical examples of RD/D results on solar drying 
applications and Fig.4, shows how hybrid nocturnal 
cooling unit can help to extend shelf life of fruits and 
vegetables in the village at competitive costs as 
compared to the conventional storage system. Each of 
this developed individual technology can be integrated to 
form a Small Processing Unit (SPU), shown in Fig.5, in 
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which staple food such as rice, including corn and 
soybean  and high value crops such as coffee, cacao and 
peppers can be processed into finished products in the 
form of ground coffee, cocoa pastes, milled rice, corn, 
etc.  
During a national seminar and training of productive uses 
of locally available renewable energy sources in March 
2007, Darma Persada University, has introduced a 
development technology concept called the E3i  

(independent in Energy, Economy and Environment) 
village, aiming to establish villages capable to utilize 
cleverly their potential renewable energy sources for 
economic activities keeping harmony with the 
environment.[2]. This concept can be regarded as 
complimentary to the government ESSV program since 
the former has been concentrated on directly providing 
Small Processing Unit (SPU) in the villages powered by 
available renewable energy resources.  
It was recommended that in order to ensure the 
sustainability of the undertaking, university programs 
such as annual field practices of undergraduate students, 
under graduate and postgraduate research works as 
partial fulfilment of their graduate thesis or dissertation. 
 

 

Figure 2. Hybrid recirculation type solar ICDC under 
trial test. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Hybrid ICDC solar dryer for leather industry 
 

 
Figure 4. Hybrid nocturnal cooling for temporary cool 

storage in the highland of Malang, East Java[5]. 

 

 
 
Figure 5. Small Processing Unit model installed by 
CREATA-IPB in 1999 in Sumbawa Island. [5] 
 

5. SUSTAINABLE PARAMETERS 
 

5.1. The production function. 

 
Sustainable parameter proposed here can become an 
effective tool in evaluating the ongoing ESSV program. 
By comparing the parameters obtained from established 
ESSVs on regular basis improvement in management as 
well technical aspects of applied renewable energy 
technologies can then be made to ensure sustainable 
operation of the provided facilities. 

Assume that a renewable energy  technology has been 
installed in a rural cooperative as the main source of 
energy for a SPU and to be managed by local 
entrepreneur. The SPU can produce various kind of value 
added products ready to be sold in the market. Let the 
production function of the cooperative using any kind of 
renewable energy technology such as solar dryer 
mentioned above, can be represented by [3],[6]. 

 

)(/ bfCadtdC  .....................(1)  

with IC; at t=0, C=C0 
Here C is the number of sales or production per unit time, 
a is the managerial coefficient (1/unit time) , b is a 
coefficient related to the effectiveness of the appllied 
renewable energy technologies (IDR/ unit time) and t is 
unit time. 
Now let f(b)=b, then the solution of eq.(1) becomes, after 
applying the initial condition, 

)1()( atat
o e

a

b
eCtC  .....(2) 

The value of a and b then can be determined after solving 
eq..(2) using at least two data, or if more data are 
available the least square method can be applied. 
A survey had been made in ten SSEVs in West and 
Central Java and in South Sulawesi. Data obtained from 
sample ESSV with micro-hydro was calculated from the 
regular payment of electricity used for lighting only since 
the record for productive uses were not available. The 
data than was extrapolated in order to generate a 
production function and for the calculation of the 
sustainable parameters a and b, respectively. Fig. 6 
shows the comparison between the production of a 
micro-hydro utilization in G. Halu, West Java, as 
compared to eq. (2). The sustainability parameters 

 

167

Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation: IMETI 2011



obtained were a= 0,26 and b=0,13, respectively. Fig.7 
shows another case where solar drying technology 
applied for small tanneries to dry tanned leather [7] and 
Fig. 8. showing sustainable parameters for a hybrid solar-
wind and diesel project [8]. All quoted sales or 
production data in the above examples were estimated by 
extending the field data obtained during the survey 
assuming that the SPU could be operated in sustainable 
manner. True data should be obtained on regular basis 
and such work can be accomplished by students from 
university during their field practices or as research 
materials for their graduation thesis. 
 

 
Figure 6. Comparison between data and computed results 

using eq.(2) 

 

 
Figure 7.  Cumulative  leasing data (black marker) and 

calculated value for f(b)=b, (solid lines) and the case of 

no technology intervention (broken line). 

 

 

 

 

 

 

 

 

 

Figure 8. Sustainable parameters for Oeledo Project
 

6. CONCLUSIONS 

 
Village base renewable energy promotion is now taking 
place in Indonesia. It has been successful at least in 
providing access to basic energy need for household 

cooling and lighting, including the possibility to induce 
economic activities in the village. Nevertheless, direct 
involvement of university is an imperative action to 
ensure sustainable operations of the provided energy 
generating facilities. University involvement may include 
short and long term energy planning at village level, 
helping the beneficiaries in implementing priority 
programs according to the energy plan, help to obtain 
working capital, provide training on good production 
practices and to help in finding market of their products. 
University progma which can be designed to apply 
holistic and multidisciplinery approached can help on 
how to manage the facilities properly, so that it could 
bring a real benefit to the user. Successful undertaking of 
such university involvement can then be used as working 
model to other ongoing ESSV programs.  A method to 
determine sustainability of ESSV program has also been 
introduced in this paper and some results of its 
application have been presented. 
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ABSTRACT 

This paper analyzes technological options to 
mitigate CO2 emissions and reach the 2°C 
objective expressed to UNFCCC since 
COP15, through global and regional climate 
objectives. The first aim of this paper is 
evaluate the impact on global CO2

mitigation possibilities according to carbon 
constraints scenarios and the level of 
development of different regions An 
important result consists in the necessary 
participation of developing countries in the 
international climate policy. The second 
main aim of the study is to study the 
evolution of the energy system for 
developed and developing countries. While 
CCS technologies deployment appears as a 
necessary solution for fast developing 
countries (especially China), developing 
countries (and in a lower manner developed 
countries) need to invest in renewable 
energies. But in both cases, countries face 
economical aspects of their energy 
transition, such as costs, large scale 
deployment, traditional energy sector core 
activities and objectives. 

Keywords: Energy system, Long-term 
modelling, TIAM-FR, Climate policy, CCS 
technologies, Renewables energies and 
technological choices 

1. INTRODUCTION 

Strategies for reaching the long-term 
collective goal of limiting global average 
temperatures increases to 2°C above pre-
industrial levels requires a transformation of 
the world energy system. In this paper, 
different pathways are analyzed for to 
achieving a low-carbon economy and 
climate goals expressed in the Copenhagen 
Accord.  

The evolution of the energy system differs 
between regions, and high differences in the 
deployment of (new) cleaner technologies 
can be observed. Utilizing a global energy 
system model, we evaluate emission policies 
in terms of their impact on global and 
regional energy systems, and their 
effectiveness to reduce emission and achieve 
global warming objectives. The model is 
furthermore used to analyze technological 
and economic plausibility of strategies 
deployed to reduce GHG emissions.   

2. TIAM-FR PRESENTATION  

The analyses carried out in this study are 
based on the TIAM-FR (the French version 
of the TIMES Integrated Assessment 
Model) developed under the Energy 
Technology Systems Analysis Program 
(ETSAP) of IEA. TIAM-FR is a technology-
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rich, bottom-up energy system model. The 
model depicts the world energy system with 
a detailed description of different energy 
forms, resources, processes/technologies and 
end-uses. Links between commodities and 
technologies are described via a Reference 
Energy System, and thousands of 
technologies are used to model the different 
sectors of the energy system (energy 
procurement, conversion, processing, 
transmission, and end-uses). The model 
jointly considers the extraction, 
transformation, distribution, end-uses, and 
trade of various energy forms and materials.  

TIAM-FR is a geographically integrated 
model in which the world is represented 
using 15 regions on the time horizon from 
2005 to 2100. This study investigates 
changes in the energy system until 2050. 
The model aims to supply energy services at 
minimum global cost by simultaneously 
making decisions on equipment investment, 
equipment operation, primary energy 
supply, and energy trade. Costs considered 
in the model includes investment costs, 
operation & maintenance costs, costs of 
imported fuels, incomes of exported fuels, 
the residual value of technologies at the end 
of the horizon, etc.  

The main outputs of the model are future 
investments and activities of technologies 
for each time period. Furthermore, the 
structure of the energy system is given as an 
output, i.e. type and capacity of the energy 
technologies, energy consumption by fuel, 
emissions, energy trade flows between 
regions, transport capacities, a detailed 
energy system costs, and marginal costs of 
environmental measures as GHG reduction 
targets. Indeed, the model considers GHG 
emissions from fuel combustion and 
processes, carbon capture and sequestration 
technologies, and mitigation technological 
options for CH4 and N2O. The model can 
thereby be used to analyze atmospheric 
GHG concentrations and temperature 
changes [1].  

3. SPECIFICATION OF SCENARIOS 

The development of the energy system was 
evaluated according two environmental 
scenarios and a baseline business as usual 
(BAU) scenario without any emission 
constraints.  Furthermore, the impact of 
environmental scenarios was analyzed in 
terms of changes of the global and regional 
energy systems.  

The  Reg_Targ regional scenario represents 
the lower CO2 mitigation targets by 2020, as 
expressed  in the Copenhagen January 2010 
Agreement  by Europe, the United States of 
America, Australia, Canada, Japan, China 
and India. Targets by 2050 were assumed 
according to international convergence in 
term of CO2 emissions reductions, literature, 
or expressed political ambitions. Note that 
the scenario is regional in that it assumes 
that only the previously described countries 
are bounded by the climate constraint. These 
targets, and the corresponding level of CO2

emissions, are expressed in the Table 1.  

Table 1: Cop 15 targets for CO2 emissions 
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Intermediate targets are also introduced for the USA 
and Canada regarding their pledges to UNFCCC: 30% 
for 2025 and 42% for 2030.

The Glob_50, global scenario assumes that 
world CO2 emission in 2050 should be 50% 
less than that of the 2000 level. The scenario 
is thus in line with the consensual 2°C 
objective expressed at COP15 (IPCC, AR4). 
All regions are bounded by the climate 
constraint but they are not constraint at a 
beforehand determinate level of CO2

emissions. Regarding this carbon constraint, 
world emissions of CO2 could not be higher 
than 11 Gt.  
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4. RESULTS 

The analysis of the results focuses on the 
impact of the climate change scenarios on:  
- CO2 emissions levels by regions and 

sectors.  
- Electric mix: the use of fossil fuels and 

the future technological investments 
(renewables, carbon capture and 
storage).  

Environmental objectives 
Graph 1 presents CO2 emissions trajectories 
for the different scenarios and regions. The 
Glob_50 and Reg_Targ, scenarios, 
respectively results in a decrease of CO2 

emissions by 2050, of 38 Gt and 28 Gt in 
comparison to the BAU scenario. Thus, 
the two emission scenarios resulted in 
highly different levels of emission 
reductions. 

Graph 1: CO2 emissions by region and scenario 
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The level of CO2 emissions of developed 
countries in 2050 was quite the same in the 
two climate scenario, i.e. around 5 Gt of 
CO2. It is higher in 2020 in the global 
scenario, 11Gt of emitted CO2 against 10 Gt 
of CO2 emitted in the target scenario. This 
let us think that developed countries are 
engaged in coherent pathways to reach the 
global climate ambition of 2°C. The 
question will be their capability to reach 
their environmental ambition. This is also 
the case for China and India with a 2020 and 
2050 contribution to the CO2 goal more or 
less equal for the regional and global 
scenarios. This confirms an important point 

of the global climate policy: the world could 
not reach an acceptable level of CO2

emission without the participation of 
developing countries [2] [3].  

Technological challenges 
CCS technologies were found to be highly 
deployed for reaching the climate targets 
(see graph 2). CCS was found to be 
particularly important to response to carbon 
constraint for fastest developing countries, 
like China, whatever the scenario.  

The environmental constraints also lead to 
an increase deployment of renewable 
technologies, especially in developing 
countries in the global scenario where there 
are constrained for their CO2 emissions. 

Graph 2: World electricity mix  

��


��

���

���

���

���

���

���

���

	��


���

*�& *�& ���+,-. ���,�	
� *�& ���+,-. ���,�	
�

�..- �.�. �.-.

����/	+��� �����	
 0����� %�����
�1��"2������� %����/��3���(

Developed countries also invest in 
renewables technologies to reach climate 
targets (whatever the global policy or their 
COP 15 commitments). In China and India, 
the deployment of renewables is slowed by 
investment in CCS technologies. Note that 
carbon constraint involves an increase of 
nuclear power in developed and developing 
countries.  

Carbon Capture and Storage technologies 
deployment 
According to industry leaders such as 
Alstom Power, China is expected to be a 
major market for CCS technologies [4]. 
Graph 3 highlights the same CCS as an 
important market opportunity. In the global 
environmental scenario, 16 Gt of carbon 

171

Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation: IMETI 2011



need to be sequestrated in 2050 if the power 
generation comes from coal plants.  

Graph 3: CCS and BECCS deployment  
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However, this ignores the highly 
development costs to make CCS available at 
large scale of commercialization and 
unresolved safety problem. Obtain the social 
acceptability will be a challenge for the 
large scale commercialization of CCS 
technologies.  

To highlight this point, a constraint was 
constructed regarding deployment of coal in 
China. The constraint was constructed in 
line with Chinese energy policy to 
accompany its environmental target. In this 
scenario, the share of coal in the electric mix 
from fossil was limited to no more than 
50%. The constraint for China was 
incorporated into the Glob_50 and
Reg_Targ scenarios, but note that 
developed and developing countries are not 
directly impacted by this change in the 
constraints.  

Graph 4: CCS and BECCS deployment  
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Results according to the climate scenario 
highlights the reduced investment in CCS 
technologies to reach climate policy for fast 
developing countries, and here, more 
specifically China (see graph 3). With this 
new constraint, China sequestrates 4.2Gt of 
CO2 in the global scenario in 2050. 
However, as a consequence of the 
constraint, an increased development of 
renewables energies to generate electricity 
was noted. However, the deployment of 
renewable energies may be limited in China, 
thus forcing a high deployment rate of CCS 
in China [5].  

5. CONCLUDING REMARKS  

Environmental stakes requires global 
constraints and CO2 mitigations are required 
from developed countries and developing 
countries (including fast developing 
countries like China and India) for global 
climate constraints to be reached. Post-
COP15 policies thus require CO2 mitigations 
from developed countries and developing 
countries. The question is to determine the 
possible and fair level of CO2 mitigation for 
regions [4], considering that climate 
strategies impact on impacts energy systems, 
and that the action potential differs between 
regions. 

For each region, costs and the most 
promising technologies to reach climate 
targets are different. Regional differences 
exists in terms of the existing energy system, 
infrastructure, technological potential 
(renewable energies, CCS, etc.), future 
economic development, and priorities. 

For addressing the problem of global climate 
change, CCS technologies are expected to 
be deployed. However, are the required 
large scale investments in CCS technologies 
feasible, and can they be deployed to the 
considered levels? In order to face stringent 
carbon constraints, CCS technologies need 
to be installed on an industrial scale, but 
potential, effectiveness and cost aspects are 
still highly uncertain. Large scale adoption 
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of this technology is not yet economically 
feasible, and commercialization is likely to 
take time due to high costs and safety 
problem (leak back into the atmosphere and 
social acceptability).  

This study also highlights that even if 
international cooperation is needed to face 
the energy-climate problem, it is not only 
countries that must act, but technological 
progress must also be realized.  

The pool of existent and future technologies 
need to be extended and the mitigation 
potential of the technologies need to be 
realized. This not only concerns CCS 
technologies, but also non-fossil 
technologies, like wind, solar, biomass, etc. 
Like for CCS technologies, the potential of 
deployment of renewables is still uncertain. 
Notably, in the case of intermittent 
renewables power and their variability, the 
question remains still remains if a power 
system can introduce a larger share of 
renewables without any changes 
whatsoever? Deployment of renewables 
energies face traditional energy sector 
objectives, such as reliable electricity supply 
[6]. The electricity network will need to be 
reinforced to ensure stability, thus adding to 
the cost of renewables. Energy-climate goals 
to be addressed are reduction in energy-
related greenhouse gas emissions (and 
environment protection more widely), 
energy security, energy service cost 
minimization (for both business and 
residential consumers), and energy service 
accessibility [6]. These objectives imply not 
only behavioral changes in consumption 
(changes we have not evocated here because 
of a technological focus), but also further 
technological development.  Investments 
will be required to make a low carbon 
society feasible.  
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ABSTRACT 

The paper describes the results of technical study 

demanded by the Czech System Operator. The main goal 

of the study was an improvement of medium term 

planning process of ancillary services purchasing. The 

market with these services was quite volatile in the past 

several years and system operator had major problems 

with cost planning and budgeting. A substantial volume 

of the services is bought in advance, usually in three-year 

period. The important aspect of decision process is 

whether the current price is a bargain, or whether it is 

better to wait for more favorable price in the future. 

Keywords: Ancillary Services, Transmission System 

Operator, Electricity Pricing, Marginal Cost of 

Electricity, Regression Analysis. 

APPROACH TO SOLUTION 

The task solution was divided in three parts and sub-

models: 

average price of services depending upon other 

economic factors 

shape of supply curve 

marginal costs of services  

The average price is derived from regression analysis of 

the past proposals both bilateral offers and public tenders. 

The final average price depends upon several micro and 

macro-economic factors as well as on other mathematic 

factors of time series. The future price of ancillary 

services is anticipated with some probability using the 

forecasted values of previously mentioned factors. 

The situation in the market of ancillary services in the 

Czech Republic is currently not stable. The renewable 

sources of energy, especially the photovoltaic power 

plants, create higher demand for ancillary and system 

services. The higher demand evokes higher marginal and 

average price of services. The relation between price and 

volume of service is described by supply curves of their 

individual services and their shape. This supply curves 

were modelled on the offers and tenders from the recent 

history. 

Marginal costs of system services are modelled by 

guessing the cost of power sources supplying these 

services. The management of electric sources has to opt 

either for supply of energy or for supply of services. The 

profitability of service supply has to be at least same as 

the profitability of energy supply. So the marginal costs 

of the services can be used as the check of the price of the 

services. If the marginal price is substantially lower than 

the offered one, and the price of energy has no market 

spikes as well, the supplier can be successfully pushed to 

lower the offered price. 

TECHNICAL AND STATISTICAL ANALYSIS 

The authors have received a set of purchase data from 

system operator (TSO) for following services: primary 

reserve, secondary reserve, tertiary positive and negative 

reserve. The technical description of these services is not 

important for the solution of the task; the services were 

identically defined over analyzed time period [1].  

The basic linear multi-variable regression model for 

average price modelling has been used [2]: 

y = a + b1 X1 + b2 X2 + .. + bk Xk + e               (1) 
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A simple mathematical calculation (MS Excel) has been 

used in the first phase of modeling and testing. With 

regard to the number of necessary models and tests, and 

with regard to the excessively high demands on the time 

of model development and analysis, sophisticated 

statistical software SPSS v. 15 has been taken to use, 

where designing a model and the necessary analysis and 

tests was a matter of few seconds.  

The objective is to select from all possible factors X1, X2,

..., Xk their appropriate (matching, the best) subset, which 
is based mainly on variable content examined in service 

prices. From the methods of subset, selection of 

explanatory variables can be used as follows: 

Forward method – factors in the model are gradually 

added, 

Backward method – factors of the model are gradually 

withdrawn. 

Stepwise method – step regression in which sequence 

addition or removal of factors are tested. 

The choice of independent factors took place with regard 

to their macro and micro economic value. 

PPI   Industrial producer price index, the monthly 

value relative to the month of the previous year 

[-]. This factor assumption is the inflation 

dependence, and the possible effects on the price 

of ancillary services (AnS) 

RC   Required capacity, respectively required 

performance for the demanded AnS [MWh]. The 

price of ancillary services is influenced by the 

amount of energy demanded (positively or 

negatively) 

ExpPro  The index of export production, the monthly 

value relative to the month of the previous year 

[-].  The effect of export/import price to AnS 

price.  

Oil  Average monthly price of Brent crude oil on the 

spot market [USD/barrel]. 

Uranium  The average monthly price of Uranium on the 

spot market [USD/lb]. Energy factors (Oil, 

Uranium), which may affect the price of service 

in general. 

EEX  Average monthly price for an annual supply of 

electricity on EEX (European Energy Exchange) 

[EUR/MWh]. Factor, which may affect the price 

of electricity in general. 

Season   Seasonal index of given time series related to the 

average value of the quotation (offered price) [-

]. The factor that models the seasonal effects at 

the rate of the AnS price. 

 Key   Deferring of offered price [month]. Ordinal 

factor, which objective is to identify the 

sequence (in time series) of the price. 

The number of independent factors and their regression 

parameters (bk) which represent pricing models of the 

various AnS, eventuated from the performed analysis and 

tests of multiple linear regression models. 

Analysis of the primary reserve (PR)  

ExpPro + Oil + PPI + Season                          (2) 

Analysis of the secondary reserve (SR)    

PC + Oil + PPI + Season                                 (3) 

Analysis of the tertiary positive reserve (TR+) 

Oil + EEX Season                                           (4) 

Analysis of the tertiary negative reserve (TR–) 

PC + EEX + Uranium + Season                     (5) 

Multiple linear models explain based on the empirically 

observed parameters of 35.4 % (R
2
 in the TR+) of the 

price of required power up to 80.8 % of the price of the 

tertiary negative reserve. We can say, based on the 

analysis, that these models sufficiently reflect the 

settlement prices on the factors considered independent. 

Estimate short-term trends in prices of demanded AnS is 

conducted upon the findings of expected future 

development of independent factors for 2-3 years. With 

increasing length of the prediction, uncertainty of 

prediction increases because of both unexpected macro 

and micro economic development, as well as with regard 

to a number of factors used in the pricing model. For 

these reasons, it is useful to recalculate individual models 

every two years. 

SUPPLY CURVES FITTING 

Many different functions can be used for estimating 

supply curves. One of the principles, which we have 

chosen, is an easy interpretation of the curve parameters, 

and behavior of convex supply curve. Convex behavior 

means that with the growing demand for services, the 

price continually increases. Therefore, there is nothing 

like discounts for the size of service. The existence of a 

local minimum size is ensured by the convex behavior 

required for services and vice versa, in high demand, 

price increases significantly, so it comes automatically to 

reduce the high demand. 

At first calculations, we tried to smooth quotations with 

several different curves. For some functions was the 

entire curve, or its significant portion, concave, thus it 

does not satisfy the above assumptions. At the same time, 

it proved to be that given the complexity of the task, it 

would be best to use a function with three parameters, 

which is simple enough, but it also allows to align offers 

sufficiently precise. 
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In the final stage, we have decided to use an equilateral 

hyperbola to estimate supply curves, more precisely, one 

of its parts. Three parameters can be easily interpreted, 

two describe the size of the asymptotes of hyperbola, i.e. 

a minimum price (for infinitely negative demand) and the 

maximum possible performance (the exercise price of the 

service grows to infinity with a value approaching), and 

the third parameter is the “slope” of hyperbole. 

D
powerA

C
Price                             (6) 

where 

A maximum available power of service [MW] 

D minimum  price of service [CZK/MWh] 

C “slope” of  supply curve 

Supply curves are calculated quarterly, thus every 13 

weeks. Each week, a supply curve is determined for each 

of the services (SR, PR, TR+, TR ) supply curve – offers 

are sorted by price and offered power volumes are 

gradually added. It makes no sense to cumulate bids from 

several weeks together, on the contrary, the resulting 

curve would not correspond to reality, for it is not 

possible to move bids between different weeks. 

The following procedure was “tuned” in real data so that 

the calculations were carried out quickly and successfully 

enough, therefore the method of least squares in a 

spreadsheet Excel will not have results in a minimum of 

cases. 

Thirteen supply curves for a quarter are smoothed with 

the hyperbola by the method of least squares. Since this 

optimization is very complicated, the first guess of the 

curve parameters of the three points is made. These 

points are calculated as the average 5
th

 and 15
th

 percentile 
for power and price, which determines the value 

estimation of the curve first point. Other points are 

determined from the 40
th

 and 60
th

 percentile point for the 

second, and 85
th

 and 95
th

 percentile for the third point. 

From these three points, an estimation of three parameters 

of supply curve is made by solving the system of three 

equations for the three parameters. 

The figure 1 presents one example of the final supply 

curve calculated for the 3
rd

 quarter and the secondary 

reserve. Blue dots show original data from offers. Red 

curve shows the final supply curve of the service 

calculated by the least squares method. Blue and yellow 

curves represent the maximum a minimum estimates of 

the supply curve, i. e. the limits for the price of the 

service.  
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Figure 1. Supply curve for secondary reserve in the 3
rd

quarter
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Curves determined by the procedure in the previous text 

are not, of course, the final curves, but there are to be 

adjusted to changing knowledge of the decision maker. 

The curves parameters will be taken from regression 

analyze. Curves changed due to changes in economic 

theory in the neighborhood, described in the chapter 

“Technical and Statistical Analysis”, are calculated from 

the estimated values of the independent factors. 

Another possible change is the shift of the curve 

according to the knowledge of average price. If the 

estimate is known, that 300 MW of regulatory power will 

cost 980 CZK/MWh, the curve can be shifted so that the 

average price for a given power is met, so that the cost of 

the service is equal to the required value. 

**

** ln
PowerA

A

Power

C
PriceD                  (7) 

where 

A, C  parameters of supply curve 

Price
*
  estimated average price [CZK/MWh] 

Power
*
  estimated purchased power [MW] 

D
*
  new value of D parameter [CZK/MWh] 

The third possible change is the shift of the maximum 

power, i.e. the vertical asymptote. If a sharp increase in 

the needs of the regulatory power was expected, an 

annoying feature of the hyperbole is that after crossing 

the asymptotes, the functional value falls to minus 

infinity. For specified purposes only one-half of 

hyperbole is used, therefore it is necessary to increase the 

size of maximum offered power (parameter A). At the 

same time, the other two parameters are recalculated, so 

that the curve passes through two initial points, relatively 

determined to the original parameter A (for example, at 

0.1 A and 0.5 A). 

As the last touch, a curve shift is possible in a situation 

where a part of the power has already been purchased. 

The offered value of the power reduces this size and 

increases the value, because we assume, that the power 

was purchased at the cheapest possible price. 

MARGINAL COSTS 

Long-term marginal costs are the incremental production 

and transport costs, which are caused by an increase in 

supply at a given period, which as well includes the 

investment of producer in the needed expansion of 

production and transport capacity [3]. 

Short-term marginal costs are defined as incremental 

production and transportation costs caused by increase in 

supply at a given period at unchanged capacity of 

production and transportation facilities. We can say that it 

is only a relative increase in operating expenses 

(excluding depreciation, interest, etc.). Contents of short-

term marginal cost is often extended due to a loss caused 

by possible non-supply of electricity in peak load hours 

when the supplier may not be getting power to cover the 

increase of that load. 
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Figure 2. Supply curve with several adoptions 

There are two possible approaches to find short-term 

marginal cost. The first is a calculation based on techno-
economic indicators of existing power units [4]. To 

pinpoint this, it would be necessary to know the 

parameters of all existing power sources individually, as 

their fuel and variable costs, as well as their setting in 

overlaying load diagrams, let us say offered price of its 

energy market companies. These data are confidential 

information that cannot be ascertained from publicly 

available sources. 

Another possible approach is to use information from the 

electricity market and determine opportunity cost. The 

preferable approach for us is the one described below. 

The operator of the power plant can enter a bid for power 

in the relevant electricity market and obtain unit revenues 

for sale of electricity of standard base and peak product 

on the energy exchange, or if needed, by direct bilateral 

contract. Earning Before Interest, Taxes, Depreciation 
and Amortization (EBITDA) is obtained by subtracting 

the average variable costs from these revenues. If the 

operator considers selling support services, he should get 

for this service at least the same operating earnings as for 

sale of electricity. This is the basic idea of this approach 

with which it is possible to obtain value of support short-

term marginal cost services. 
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Modified approach is under circumstance when the 

entrepreneur receives payment for the variable 

component of support services different from its actual 

variable costs. In a situation where this payment will be 

less, an increase of short-term marginal cost will occur. If 

it is on the contrary, there will be its reduction. 

Long-term marginal costs represent the upper price limit 

because they are calculated from the cost parameters of 

the planned new units and networks, and cover both fixed 

and variable cost component. On the contrary, short-term 

marginal cost of support services are the lower price limit 

because they are derived from the variable costs, and the 

price level of services is set so that profitability of service 

delivery is consistent with the profitability of the supply 

network. 

CONCLUSIONS 

The main goal of the technical study was to find the 

model leading to practical results for system operator and 

its planning processes. The business data for five years 

were gathered, checked and analyzed – more than 45 

thousand of records. The data were subsequently 

processed by statistical software, and the main economic 

factors influencing the prices of the ancillary services 

were found. The number of these factors was optimized. 

The final number of parameters is either three or four, the 

correlation coefficient is from 0.6 to 0.9.  

The data were also used to calculate the shape and 

numerical parameters of the supply curve function. The 

hyperbolic function was accepted, as this function is 

convex and suitable for optimization, and the description 

of its parameters is native. The software module enables 

to adopt parameters of the function to the changed 

economic factors, and to the expertise of the users as 

well. 

The marginal cost module is used to check the market 

prices of the ancillary services to the theoretical value of 

the services. The long-term marginal costs are the upper 

limit for the service price because the new sources are 

used to calculate these costs. The short-term marginal 

costs are the opportunity costs of sources under current 

operation, and therefore they are the minimum limit 

price. The knowledge of the price boundaries involves 

better purchase timing of services. 

The set of program modules was created, and it is used by 

the Czech TSO. A test for annual operation of the 

software is expected to be processed, and further 

cooperation between TSO and authors is planned. 
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ABSTRACT 

The trend in new civil aircraft’s development is towards 
“more electric” aircraft and green sky. Fuel cell systems as 
possible part of the electrical supply in civil aircraft can 
allow reaching this target. Indeed fuel cell systems have 
high electrical efficiency, which can be used for on ground 
power generation and emergency power on flight, and are 
only producing water and oxygen depleted air as gas 
emissions. Innovative is that these “waste products” can 
be used to generate water on board and inert gas for the 
jet fuel tank as fire retardation and suppression measure. 
For several years the Institute of Technical 
Thermodynamics of the German Aerospace Centre 
(Deutsches Zentrum für Luft- und Raumfahrt; DLR) in 
cooperation with Airbus developed fuel cell systems which 
fulfill these functionalities for both aircraft ground and 
cruise operation. The main achievements of the last past 
years are the Antares-H2 development and tests as well 
as the successful milestones passed with the research 
aircraft DLR ATRA with fuel cell system tests. This paper 
presents all the modeling and experimental activities of 
the DLR on fuel cell development for aircraft. 

Keywords: Fuel Cell, Power, Green, ACARE, emissions, 
aircraft, system, Antares, ATRA 

1. INTRODUCTION 

A greener sky, that is the vision 2020 issued by ACARE 
(the Advisory Council for Aeronautics Research) [1]. For 
several years the Institute of Technical Thermodynamics 
of the DLR together with Airbus and partners work actively 
on the development of fuel cell systems for aircraft 
applications. Fuel cell systems are foreseen as attractive 
solutions to improve the environmental impact of aircraft 
systems. Indeed, fuel cell systems can reach 50% of 
electrical efficiency and advantageous replace power 
supply systems [2]. The activities of DLR focus on 
theoretical and experimental investigations regarding 
specific aircraft relevant operating conditions of PEMFCs 
(Proton Exchange Membrane Fuel Cell) and HT-PEMs 
(High Temperature-PEM). In cooperation with partners, 
several fuel cell applications within the aircraft for both 
ground and cruise operation could be identified. 
In consequence, fuel cell systems capable to support or 
even replace existing systems have been derived. In this 
context, the provision of inert gas for the jet fuel 
(kerosene) tank and electrical cabin power supply 

including water generation represent the most promising 
application fields.  
This contribution will present the state of development and 
the evolution discussing the following points: 

 Experimental and modeling evaluation of fuel cell 
systems under relevant conditions (low-pressure, 
vibrations, reformate operation, etc.). 

 Fuel cell tests in DLR’s research aircraft ATRA 
(A320). 

 Fuel cell tests in Antares-H2, DLR’s flying test 
bed

2. MODELING 

Low temperature fuel cell systems in particular PEM-
based configurations are currently the only fuel cell type 
that satisfies the maturity and power density requirements 
for aircrafts. They can vary significantly in design and 
functionality. The differences in the individual set-ups 
arise from specific application purposes as well as from 
optimization efforts intended to improve the system 
performance specifically for various aircraft functions.  
Consequently not all systems would be suited for aircraft 
applications in the same extend. Based on this 
background a design study via modeling was carried out 
to find an auspicious configuration and reduce the number 
of eligible system setups [3].  
The main components of the fuel cell system are the fuel 
and air supply, the fuel cell stack, the cooling system and 
the electrical power management (DC/DC, DC/AC 
converter). 
The application oriented results [4] support the positive 
evaluation of PEMFCs with hydrogen pressure tank based 
system configurations. A good performance can also be 
expected for the usage of H2 cryogenic tanks.  
The figure 1 gives an overview of the evaluation. 
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Fig. 1: Relative system efficiencies for considered architectures 

at cruise conditions [4].

3. EXPERIMENTAL EVALUATION IN LABORATORY 

DLR has tested cells and systems under aircraft relevant 
conditions in the laboratory environment. A specific test is 
the low pressure operation down to 200 mbar which 
corresponds to a flight height of ca. 12 000 meter (ca. 
39000 feet). Even if the final fuel cell system probably will 
be operated with cabin air, such characterizations are of 
high importance for system evaluations. 

In another test bed, the different possibilities of 
conditioning the fuel cell cathode exhaust gas are tested 
in order to optimize the water production for the cabin and 
the inert gas drying before its distribution in the kerosene 
tank. Cathode exhaust gas characteristics as mass flow, 
relative humidity, oxygen concentration, pressure and 
temperature are evaluated under aircraft representative 
configurations (pressure and altitude simulated thanks to 
a vacuum pump) [5]. 
The water production is ca. 0.5 - 0.6 liter of water per kWh 
electrical power as shown in figure2. 
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By reducing air stoichiometry, it is possible to obtain a low 
content of oxygen in fuel cell exhaust and to use it as inert 
gas source. Typical results are presented in figure 3. 
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4. DEMONSTRATIONS 

The development of a multifunctional fuel cell system 
based on air and hydrogen has to fulfill the rules and 
regulations of the aircraft industry.  
The first functional demonstration was the tests of a 
qualified H2/O2 fuel cell system for emergency power in 
the research aircraft A320 (D-ATRA). The fuel cell system 
(manufacturer Michelin) was tested in several flights with 
standardized missions. During the tests, the hydrogen and 
oxygen based fuel cell system generated up to 20 kW of 
electrical power. The fuel cell system powered an aircraft 
electric to hydraulic converter (motor pump) and the back-
up hydraulic circuit which also operated the aircraft's 
ailerons. The system's robustness was confirmed at high 
gravity loads ("g" loads) during turns and zero gravity 
aircraft maneuvers. During the flight tests, the fuel cells 
produced around 10 liters of pure water [6].  
Besides emergency power, another system (H2/air) was 
developed able to deliver inert gas for the jet fuel tank and 
water during the flight. On ground the system can power 
on the nose wheel an electrical drive for ground taxiing [7]. 

In the last 3 years, DLR has developed together with 
Lange Aviation GmbH company the Antares-H2 – DLR’s 
flying test bed. The Antares DLR-H2 is a high-tech motor 
glider aircraft based on the Antares 20E self-launching 
glider, modified by attaching two pods below the wings to 
carry the fuel cell system and the hydrogen tanks [8-9]. 
The Antares DLR-H2 flying test bed (figure 4) provides a 
cost-efficient test environment for developing fuel cell 
systems, optimizing the test time of the DLR's research 
aircraft Airbus A320 ATRA. 
The advantage of the new test bed consists in the 
combination of different qualifying test routines. 
Acceleration, low pressure behavior and climatic 
environments can be tested in a single run. The fuel cell 
provides the energy for the electric drive train which 
consists of electronics, electric motor and propeller. In 
2010 an altitude record of 2560 meters was set. 
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Fig. 4: Antares DLR H2 Flying Test bed 

5. CONCLUSIONS 

Aircraft fuel cell‘s successful milestone opens the way for 
future developments like the improvement of energy 
efficiency and multifunctional operation.  
Future research activities will, therefore, focus on control 
and power management of the fuel cell systems to 
achieve the required electricity, inert gas and water 
supply. These goals are partly supported by national 
projects in LuFo IV (Luftfahrtforschungsprogramm des 
BMWI, aircraft research program of the German ministry 
of economics). 

On top of these activities the DLR is developing the next 
generation of fuel cell driven motor glider, Antares H3, in 
cooperation with Lange Research Aircraft GmbH. The 
Antares H3 will be a higher-performance successor of the 
Antares DLR-H2. It is planned to achieve a range of up to 
6000 kilometers and endurance of more than 50 hours 
[10]. 
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ABSTRACT 

Even though policies related to water and energy 

generally dealt with them separately, the two 

resources are highly interconnected. Energy is 

required to maintain water supplies while water 

is essential to produce energy. However, the 

models developed to estimate future water 

allocations and energy systems are usually 

uncorrelated.  

In order to jointly consider water and energy 

uses, a water module has been added to the 

global TIAM-FR prospective energy system 

model. Water footprints for the processes in 

terms of withdrawals and consumptions were 

implemented in the model. This proposed 

TIAM-FR model shows how water issues are 

crucial in energy production and can constitute a 

tool to observe if future energy mixes could be 

plausible in regards of water availability.  

 

Keywords: water-energy, long-term planning 

tool, TIAM-FR model 

 

OVERVIEW 

Water and energy are both considered as 

strategic issues in our societies that have to cope 

with numerous challenges. Depletion of fossil 

resources and increasing environmental 

consciousness are driving the actors of the 

energy sector towards improving the efficiency 

of existing technologies and developing new 

technologies to reduce environmental impacts. 

Some experts refer to water as the new oil, 

reflecting a growing concern about the 

availability and the sustainability of water 

resources.  

While water and energy are highly 

interconnected, models to estimate the future 

development of water and energy systems are 

usually uncorrelated and deal with each resource 

separately.  

 Prospective energy system models may be 

used to estimate the long-term development 

of the energy systems and future energy 

mixes.  

 On the other hand, water models may be 

used to study future allocations of water in 

sectors such as agriculture, residential, 

industry, and energy.   

To the best of our knowledge, no link between 

water models and energy system models has 

been established, which means that the 

computation of a shared optimum for energy and 

water resources is unachievable [1, 2, 3]. The 

current environmental approach in energy issues 

mainly focuses on reducing greenhouse gas 

emissions, commonly resulting in increasing use 

of technologies which provide a partial solution 

to air pollution issues but may worsen the water 

stress as they require large quantities of water. In 

the context of a growing world population with 

increasing demands and competition for water 

and energy, it is vital to develop models that 

include the interactions between the water and 

energy sectors to compute sustainable long-term 

management policies. 

Water and energy issues have been jointly 

considered by integrating water allocations for 

energy purposes into the TIAM-FR prospective 

energy system model. The proposed model 

considers the link and dependencies between 

water and energy, thereby providing plausible 

developments of the energy system in regions 

where water is scarce or may become scarce. 

Water is incorporated in the model in terms of 

water withdrawal (“water removed from any 

sources, either permanently or temporarily” [4]) 

and water consumption (“water abstracted 

which is no longer available for use because it 

has evaporated, transpired, been incorporated 
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into products and crops, consumed by man or 

livestock, ejected directly into sea, or otherwise 

removed from freshwater resources” [4]). 

Water allocations related to the energy chain 

were implemented in the model according to two 

methods, a commodity approach and a process 

approach. The commodity approach relates to 

every energy process that uses water (mining, 

refineries, power plants, etc.), while the process 

approach relates only to electricity production 

(nuclear, coal power plants… etc.).  

WATER USES 

Water is present throughout the energy chain. On 

the upstream, water is used for extraction, 

refining and processing. It is also a key factor for 

the production of non-conventional resources 

(e.g. oil sands, shale gas, tight gas etc.), currently 

growing in the oil and gas markets. The 

quantities of water vary with the method put in 

place. For example, secondary oil recovery using 

water injection could require 600m
3
/TJ whereas 

primary recovery requires only 5m
3
/TJ [5]. The 

same applies for coal and uranium though 

quantities of water needed are highly dependent 

on the type of mine.  

Water uses for power 

generation 

Withdra

wal 

Consum

ption 

Cooling system: 

     - Open loop 

     - Wet closed loop 

     - Dry closed loop 

 

+ + + 

++ 

0 

 

+ 

+ + + 

0 

Heat transfer fluid: water withdrawals or 

consumptions related to the main loop of the 

power plant are negligible compared to these 

related to the cooling system, therefore this 

water use will be disregarded. 

Emission control: CCS 

(carbon capture and 

sequestration) and FGD 

(flue gas desulfurization) 

++ ++ 

Gasification processes + + 

Table 1: Water uses for electricity production 

On the downstream of the energy chain, in the 

electricity production, four major uses of water 

were identified (see table 1 for an overview). 

Quantities of water used in the cooling systems 

are dependent on the kind of technology. As for 

new processes implemented to reduce the 

discharge of pollutants or greenhouse gases, they 

turn out to be high consumers of water:  

desulfurization systems increase by 10% the 

volume of water consumed, carbon capture 

nearly doubles it. 

Hydropower has not been considered in this 

study. Though hydropower plants are by 

definition the main users of water for energy 

production, most of these plants do not consume 

water. Water consumption may be due to 

additional evaporation from the reservoir (if 

any), but as dams are also used for multiple 

purposes (irrigation, flood control, navigation) it 

makes it difficult to assess which part is related 

to electricity production. 

THE TIAM-FR MODEL 

Analyses carried out in this paper are based on 

the TIAM-FR developed by MINES ParisTech, 

Center for Applied Mathematics. The model is 

based on the TIAM model and the TIMES model 

framework developed by the ETSAP 

organization [6, 7]. TIAM-FR is a global model 

(divided into 15 regions) which offers a 

technology-rich representation of the energy 

system. The development of the energy system 

can be analyzed in a short-, medium-, long-term 

perspective up till the year 2100. The model is 

based on a bottom-up, linear-programming 

approach in which the technical optimum is 

computed by minimizing the discounted global 

system cost.  

Each step of the energy chain from primary 

energy to final energy service demands (heating, 

lighting, travel, etc.) is identified in the model in 

terms of both economical and technical 

characteristics. Technologies to achieve these 

stages are called processes (extraction of fossil 

fuels, imports, processing of primary energy in 

final energy etc.). Energy carriers (primary 

energy, final energy, and useful energy), energy 

services, materials, cash flows and emissions are 

called commodities. The links between the 

commodities and processes are represented in a 

Reference Energy System; an example is shown 

in the Figure 1 where commodities are 

represented with an italic font and a light filling, 

while processes are represented with a normal 

font and a dark filling. 

In the proposed model, water commodities have 

been linked to extraction, transformation and 

electricity production (processes framed in red). 
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 Figure 1: Reference Energy System 

 

COMMODITY APPROACH 

The commodity approach may be used to 

determine water withdrawals and consumptions 

of the energetic mix. Two types of commodities 

were linked to each process output, called water 

factors:  

1. Water consumption: *WC 

2. Water withdrawal: *WW 

The star makes reference to the kind of water 

used as different kinds of water have been 

identified for open loop cooling systems while 

for every other process, only fresh water has 

been considered:  

 B: Brackish water 

 F: Fresh water 

 G: Ground water 

 M: Municipal water 

 S  Saline water 

Water factors related to the upstream energy 

chain processes 

Data related to water consumption for extraction 

were found in the literature [5]. Those depend of 

the kind of technology put in place (type of 

mines, processes used for oil extraction etc.). 

However, in the TIAM-FR model, all these 

processes are not identified so precisely, 

therefore it has been necessary to weight the 

water factors according to the different 

parameters they rely on. Ratios of the various 

mining methods used for coal and uranium 

extraction (conventional open pit, underground 

open pit and in situ leach) were needed to 

determine water factors for these extracting 

processes mentioned in the model. Various oil 

extraction technologies were also identified to 

adjust their water factors. Other parameters like 

the percentage of on-shore oil fields or the 

quantity of produced water extracted from oil 

and gas fields used (thereby reducing the net 

amount of water injected) were also taken into 

account. 

 Figure 2: Upstream water RES with the 

commodity approach 

Only one output commodity is related to those 

upstream energy chain processes: FWCU (Fresh 

Water Consumption Upstream), as shown in  

Figure 2.  
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Water factors related to power plants [8] 

The main user of water in a power plant is the 

cooling system. Withdrawals and consumptions 

related to these technologies depend on the flow 

in the cooling system, and thereby on the power 

plant efficiency. Efficiency varies with the type 

of power plant (steam turbine, combined cycle 

etc.) and the fuel used (coal, gas, oil, and 

biomass). Indeed, the heat to release in the 

cooling system (Q) is related to the thermal 

efficiency ( ) and the mechanical work (Wm): 

 

Water withdrawal ( ) needed to release 

this heat using an open loop cooling system is 

equivalent to the flow in the cooling system as 

those do not recycle water:  

 

where  is the water specific heat and  the 

authorized increase of temperature. There are no 

consumptions related directly to the power plant. 

However, as the EPRI pointed out in one of its 

studies [9], the increase of temperature is 

responsible for a substantial evaporation at the 

downstream of the power plant and may also 

affect river or marine life. Consumption of open 

loop systems has been assumed to be 1% of their 

withdrawal.  

Water consumption for wet closed loop cooling 

systems depends on the rate of heat transfer 

made by evaporation ( ) and the water latent 

heat ( ):  

 

Withdrawals are needed to maintain a constant 

flow in the system. Indeed, water losses are 

caused by evaporation but also by blowdown, as 

the water evaporated exits the refrigerant in a 

pure vapor state, leaving minerals behind that 

will concentrate in the remaining cooling water. 

The cooling system and the condenser could 

thereby be damaged. To avoid these issues, a 

portion of the cooling water has to be removed 

and replenished with make-up water, which is 

determined by an acceptable level of 

concentration (n) [10].  

 

To allocate a water factor to these power plants, 

not only their efficiency has to be known but 

also the ratio of cooling systems (open loop, wet 

closed loop, dry closed loop) put in place in the 

different regions available in the model as well 

as parameters like the allowed increase of 

temperature.  

For some power plants, the implementation of 

FGD or CCS processes has also to be taken into 

account, as it will increase substantially their 

water factors. The same applies to IGCC power 

plants, as water is used for their gasification 

process. Some EPRI and DOE
1
 studies evaluated 

water withdrawals and consumptions related to 

those technologies [1, 9, 11]. Thus, the overall 

water factor for each process, in each region, 

takes into account all these parameters and two 

kinds of water factors, withdrawals and 

consumptions of different kinds of water were 

attributed to them, as shown in Figure 3.   

 
Figure 3: Electricity production water RES with 

the commodity approach 

The last commodity, mentioned in the figure, 

FGDW, represents withdrawals and 

consumptions (as they were assumed being 

equivalent) related to the use of flue gas 

desulfurization.  

PROCESS APPROACH 

The process approach applies only to cooling 

systems for new facilities. Instead of allocating 

water factors directly to the power plants, a new 

output commodity, Q, is linked to them, 

representing the amount of heat that has to be 

discharged in the cooling system. These new 

commodities are determined according to the 

source of heat (combined cycles operating with 

gas, steam turbines using subcritical coal etc.). 

New processes related to different cooling 

systems and different kinds of water are also 

considered in the model. By requiring that the 

                                                 
1
 US Department of Energy 
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amount of waste heat (Q) is zero, the model is 

required to use these processes. 

At this level of implementation, the process 

approach gives identical results as the 

commodity approach. But further improvements 

have been made, allowing the model to be more 

flexible about the concept of water. Indeed, wet 

and dry closed loop cooling systems induce 

lower efficiency than open loop cooling systems. 

Therefore, a quantity of electricity related to the 

quantity of heat to discharge by the cooling 

process is needed for them in the model, as 

shown in Figure 4 . 

 
Figure 4: Water RES with the process approach 

Upper bounds of open loop cooling systems 

activity have also been established, equivalent to 

existing processes currently put in place in 

regard of current incentives for these kinds of 

cooling systems as well as lower bounds of use 

of closed loops (wet and dry). It is now possible 

to leave the choice of cooling systems uses to the 

model rather than imposing ratios. For a region 

where water is already scarce, like the Middle 

East, scenarios of maximum water consumption 

have been established. With the process 

approach, the model is able to decide between 

processes without use of water like photovoltaic 

or wind energy and the kind of cooling system 

being used.  

RESULTS 

Considering water resources to be unlimited, a 

Business as Usual (BAU) scenario concerning 

the use of processes was created.  The scenario 

showed the evolution of water allocations; it also 

showed that worldwide water consumption due 

to electricity generation may triple by 2050. 

Additionally, a massive introduction of flue gas 

desulfurization technologies was found to have a 

large impact on the water consumption of coal 

power plants. Such systems might indeed 

represent 11% of water consumption of these 

power plants in a scenario where all new coal 

power plants are installed with these 

technologies. The impact on water supply with 

climate constraint scenarios was also studied. 

These scenarios aim to improve the use of 

Carbon Capture processes, which increase the 

power plants water consumption by almost 90%; 

thus these energy mixes may consume almost 

four times more water than the current mix. The 

study further pointed out that even if cooling 

systems may contribute to high levels of water 

consumptions, extraction technologies may 

together represent nearly a third of the water 

consumption in the overall energy chain. 

Stability of the energy mix under limited 

consumption of fresh water showed that the 

energy mix is highly dependent on water.  An 

upper limit of water use was defined for each 

region, according to which the use of processes 

was evaluated. The constraint on the maximal 

use of water was found to have a particularly 

high impact on the electricity generation with the 

commodity approach and the cooling system 

choice with the processes approach. These 

results consolidate the importance of considering 

the interaction between the water and energy 

sectors.  

CONCLUSION AND PERSPECTIVES 

Scenarios foreseeing future energy mixes to meet 

environmental policies commonly do not reflect 

consequences on the water supply. The study 

showed that worldwide electricity generation 

may double by 2050, with an energy mix which 

may consume almost three times more water 

than is currently being consumed. As such water 

consumption levels may prove to be 

unsustainable; the link between water and energy 

needs to be taken into account when estimating 

the development of the energy system.  

The proposed TIAM-FR model is a first step 

towards changing the perception of water in 

energy models in order to find a global optimum 

considering both water and energy uses. With 

this model, it is possible to include 

environmental considerations and water use 

throughout the energy chain. Further 

developments will focus on including   other 

water users (agriculture, residential, industry) in 

the model in order to perform a global 

comprehensive analysis of both water and energy 

supply. 
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ABSTRACT 

 
In the context of mitigating climate change and 

increasing energy security, the use of bio-energy 

production is expected to play a major role. However, 

an increased use of woody biomass sources for bio-

energy production has in Sweden induced pressure on 

the woody biomass sources available and influenced 

forestry management. In this paper we analyze the 

competition of biomass sources and changes in 

management of woody resources induced by the joint 

expansion of the bioenergy sector and forest 

industries. Results show that increased demand of 

biomass sources may induce a short-term increase of 

forest harvesting. However, in the long-term, adequate 

biomass sources was found to be available to fulfill 

the joint demand of biomass sources for the 

production of bioenergy and woody products. 

 

Keywords: Bioenergy, Biomass, Energy Systems, 

Forest Industry 

INTRODUCTION 

 

Modern use of biomass for energy purposes 

commonly spurs from a will to achieve climate goals, 

decrease greenhouse gas (GHG) emission, support 

rural development, and increase energy security. As 

biomass sources can substitute carbon expensive 

fossil-fuels (e.g coal, oil, gas) for heat, electricity and 

liquid fuel production, use of biomass is by numerous 

countries supported as a mean to achieve short-, 

medium-, and long-term climate targets. Furthermore, 

as biomass sources may be produced locally, their 

utilization supports rural development and decrease 

dependencies of foreign commodity imports, thereby 

decreasing a countries vulnerability to severe supply 

disruptions and price shocks. 

 

In many parts of the world, modern use of biomass has 

expanded rapidly in recent years, and biomass is in 

more and more countries perceived as a vital source of 

renewable energy. Particularly in countries with 

abundant supply of biomass sources, biomass has 

shown to be cost competitive to conventional fossil-

fuels for heating and electricity generation. Most of 

the biomass currently being used in Europe for energy 

purposes is forestry biomass, and Sweden is one of 

Europe’s largest users of forestry biomass for energy 

purposes. In Sweden, biomass and biofuels (including 

peat, waste, and biofuels such as tall oil, black liquor, 

ethanol, biogas) supplied 10% (173 PJ) of the total 

national primary energy use in 1980, and has since 

steadily increased over the years to in 2009 supply 

22% (457 PJ) [1]. Biomass sources are mainly used by 

the forestry, pulp & paper industries (184 PJ in 2009), 

district heating sector (180 PJ in 2009), industrial 

sector (50 PJ in 2009), and by private consumers (41 

PJ in 2008) [1, 2].  See Table 1 for an overview of the 

main biomass sources currently being used by the 

bioenergy sector.  

 

Table 1: The main biomass sources being used for 

bioenergy production in Sweden 

Sector Main biomass sources being used 

Forest 

industries 

- Industrial by-products (bark, saw-

dust, etc.) 

- Unprocessed forestry residues  

Pulp & paper 

industries  

- Tall oil  

- Black liquor 

District 

heating  

- Wood fuels (logging residues, 

wood with no industrial uses, 

recycled wood, short rotation 

forestry) 

- Processed forestry residues 

(pellets, briquettes) 

- Waste 

- Peat  

Industrial 

sector 

- Logging residues wood with no 

industrial use 

- Waste 

- Peat  

Private users - Firewood 

- Processed forestry residues 
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As bioenergy production in Sweden is to a high degree 

depending on forestry biomass sources, the 

agricultural sector only supplied 5.4 PJ of bioenergy in 

2005 [3], the strong growth of the bioenergy sector has 

induced competition for forestry biomass sources and 

altered forestry management and harvesting strategies. 

While the bioenergy sector currently is mostly using 

forestry biomass sources not in demand by other 

sectors (e.g. forestry residues, wood with no industrial 

purposes), it is likely that it will increasingly be 

relying on biomass sources traditionally used for the 

production of woody materials and paper. It has for 

example been observed during the last years that 

pulpwood has to some extent been sold to district 

heating plants if they are closer to the harvesting sites 

than sawmills and pulp & paper factories. Also, 

harvesting operations have been noted to increase the 

minimum diameter for pulpwood, resulting in a larger 

crown and increased production of woody chips for 

bioenergy production. While the forestry biomass 

sources available for bioenergy production may 

diversify in the future (e.g. stump harvesting, intensive 

forest management), a continued high expansion rate 

of the bioenergy sector may force the bioenergy sector 

to rely even further on biomass sources traditionally 

used for other purposes. Particularly if political 

instruments are put into place to reach optimistic 

climate targets, a strong expansion of the bioenergy 

sector may induce high pressure on the available 

biomass sources. Sectorial competition for the 

biomass sources may increase, induce changes in 

management of biomass source, induce environmental 

damages, drive up the price of biomass sources, as 

well as decrease the growth potential of some sectors. 

   

While numerous studies have analyzed the 

development of the bioenergy sector in terms of the 

use of food crops for biofuel production [4], or the 

bioenergy production potential based on freed up and 

un-utilized agricultural land [5], few have investigated 

the implications of the growth of the bioenergy sector 

concerning the use of forestry biomass sources and 

induced competition of forestry biomass sources [6].  

Energy system model that may be used to estimate the 

development of the bioenergy sector typically only 

considers the amount of biomass sources available for 

energy purposes and do not consider the development 

of other sectors that rely on biomass sources [7, 8]. 

Related sectors are assumed to develop in an 

exogenously defined manner even if the supply of 

biomass sources changes. However, as numerous 

sectors are dependent on the biomass sources, it is 

important to jointly consider all sectors in a common 

prospective methodology, according to which the 

development of the sectors can be evaluated and the 

link between the sectors can be analyzed.  

 

The main aim of the paper is to study how the growth 

of the bioenergy sector may induce competition for 

forestry biomass sources and changes in forestry 

management. We particularly focus on how the 

growth of the bioenergy sector may impact the 

national forest harvest level, and which forestry and 

agricultural biomass sources will be used for 

bioenergy purposes. For this, we use a prospective 

energy system model that jointly considers the 

bioenergy sector and forest related industries. The 

model endogenously computes from the perspective of 

a least total system cost development of the energy 

system: which biomass sources will be used by the 

different sectors, the marginal price of biomass 

sources, and the resulting national forest harvest level. 

 

MULTI-SECTORIAL TIMES MODEL 

 
To analyze the impact of an expanding bioenergy 

sectors on forestry management and forestry related 

industries, we use a joint TIMES energy system 

model. The proposed multisectorial model is based on 

the MARKAL/TIMES modeling framework [9, 10, 

11, 12], which are partial-equilibrium, linear-

programming models for which the short-, medium-, 

or long-term development of an energy system can be 

represented and analyzed. The model is driven by the 

demand of some specific commodities (e.g. heat, 

biofuels, electricity, woody products), and is based on 

a technology rich, bottom-up approach in which 

typically a large number of technologies can supply 

the different demands (e.g. 1st and 2nd generation 

biofuel conversion technologies). The proposed 

TIMES energy system model jointly considers forestry 

and agricultural biomass sources, and how the biomass 

sources may be used to produce woody products (saw 

material, boards, panels), pulp & paper, district 

heating, electricity, heat, and biofuels. A range of fully 

commercial, newly integrated, as well as technologies 

currently under development are considered in the 

model to give a full picture of both current and 

developing conversion technologies. 

 

As the focus of the study is on the forestry biomass 

sources and the forest industries, the competitiveness 

of the bioenergy sector were not evaluated within the 

frame of this report (e.g. electricity production from 

biomass, nuclear, hydro), nor competition for 

agricultural biomass sources (e.g. food vs. fuel 

discussion). While a full range of agricultural biomass 

sources was considered in the constructed TIMES 

model (e.g. starch crops, oil crops, grassy crops, 

woody crops, agricultural residues), only freed-up 

agricultural land no longer required for food & feed 

production was assumed to be available for growing 

energy crops. Improved productivity of food crops as 

well as technological progress has been forecasted to 

increase yields agricultural crops and freeing up land 

for other purposes [13]. Assuming a constant self-

reliance level of agricultural crops, only domestic 

agricultural biomass sources without compromising 

food & feed production was assumed to be used for 

growing energy crops.  
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A full range of forestry biomass sources was 

considered as available for bioenergy purposes (e.g. 

forestry residues, pulpwood, saw timber, refined 

woody products). To accurately consider the flows of 

commodities between processes, a large number of 

woody by-products were also considered in the 

constructed model (e.g. bark, sawdust, wood chips, 

black liquor, and pulp). See Figure 1 for an overview 

of the considered flow of commodities for the forest 

industries. While a large proportion of the woody by-

products being produced by forest industries are being 

used for the production of panels, boards, and paper, 

significant amounts are also for bioenergy production. 

Some of the woody by-products are being used 

directly at the industries to produce heat and electricity 

for the internal process, however, large quantities are 

also sold to CHP plants. 

 

As the demand for biomass sources may affect 

forestry management, the national forest harvest level 

was endogenously computed by the model. The 

harvest level is endogenously computed from a set of 

exogenously computed applicable and long-term 

sustainable forest harvest scenarios. Eight harvest 

scenarios were exogenously created, including a 

reference harvest scenario (BAU) corresponding to 

continuation of the current trend in forestry harvesting. 

The harvest scenarios result in high and low harvest 

levels during different time periods. As all linear 

combinations of the exogenously computed harvest 

scenarios are also applicable and feasible harvest 

scenarios, the optimal harvest scenario was 

endogenously computed by the TIMES model as a 

linear combination of the exogenously defined harvest 

scenarios. As the rotation age of trees in Sweden is 

relatively long, 70 years is common, the development 

of the energy system was studied until 2100 for long-

term sustainable forest harvest scenarios to be 

considered. 

 

To evaluate the sensitivity of the optimal forest 

harvest level and the development of the Swedish 

bioenergy system to key parameters, a number of case 

scenarios were developed. With the developed set of 

scenarios, sensitivity analysis of model results could 

be evaluated according to principal economical, 

technical, and resource assumptions. In all, six 

scenarios were created concerning the demand of 

bioenergy and woody products (three concerning 

demand of bioenergy and three concerning demand of 

woody products), and five scenarios concerning the 

cost and availability of agricultural biomass sources (a 

base case scenario, two concerning cost of agricultural 

biomass sources, two concerning potential of 

agricultural biomass sources). 

 

RESULTS 

 
Overall, the results show that increased competition 

for biomass sources may affect the national forestry 

harvest level and induce changes in which biomass 

source are being used for bioenergy production.  

 

The increased demand of forestry biomass sources 

was found to be likely to induce a short-term increase 

in the national forest harvest level (see Figure 2). 

Increased pressure on woody biomass sources was 

found to increase forest harvest between the years 

2010 and 2035 in comparison to the BAU harvest 

scenario. After a peak in harvest in 2035, high harvest 

during earlier periods forced the forest harvest level to 

decrease below that of the BAU harvest scenario. 

Thus, in the long-term the computed forest harvest 

level was found to stabilize to that of the BAU harvest 

scenario.  

 

Figure 2: National forest harvest level according 

to the predefined reference harvest scenario 

(BAU) and the endogenously computed harvest 

level computed by the TIMES model (Computed 

harvest level). Harvest of forestry biomass is 

expressed in terms of metric tons per year and 

constitutes the stacked harvest of pulpwood, 

timber, and forestry residues.  

Figure 1: Overview of the considered flow of 

commodities for the forest industries. White 

boxes represent commodities while gray boxes 

represent technologies/processes. 
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The endogenously computed forest harvest level was 

found to be surprisingly robust to changes in key 

parameters. Sensitivity analysis based on the 

developed case scenarios showed that the computed 

forest harvest level was stable to the considered 

changes in demand of bioenergy, supply of 

agricultural biomass sources, as well as cost of 

agricultural biomass sources. The computed forest 

harvest level was only found to be influenced by a 

decrease in demand of woody products, and this to a 

fairly moderate degree. If the increment in demand of 

woody products will be low (approximately 30% 

lower than in the base case), then the computed 

harvest level was found to convert to that of the BAU 

harvest scenario all through the planning horizon.  

 

The induced pressure on forestry biomass sources was 

also observed to influence the use of forestry and 

agricultural biomass sources for bioenergy production 

(see Figure 3). Harvesting of forestry residues was 

observed to increase from its current level to peak in 

the year 2025. However, after 2025 the use of forestry 

residues for bioenergy purposes was observed to 

decrease, and the increasing demand of biomass 

sources for bioenergy production was instead 

supported by woody crops grown on freed-up 

agricultural land (e.g. willow, poplar). Large amounts 

of woody crops were estimated to be grown on 

agricultural land after 2020 to support an increased 

demand of biomass sources for the production of 

woody products and bioenergy. Thus, after 2020, the 

bioenergy sector starts using a large proportion of 

woody crops instead of forestry residues as feedstocks 

for electricity and heat production. Note however, that 

the decrease in use of forestry residues for bioenergy 

purposes was to a high degree due to a decrease in the 

availability of forestry residues and not by a decrease 

in the share of available forestry residues being 

harvested. Forestry residues were assumed to only be 

collected from final felling, and as the national harvest 

level decreases, so does the availability of forestry 

residues.  

 

DISCUSSION 

 

While the increased joint demand of biomass sources 

by forest industries and the bioenergy sector was 

found to be likely to induce a short-term increase in 

the national forest harvest level, it did not induce a 

long-term deviation from the current trend of forest 

harvesting. The increase in forest harvesting was still 

relatively small and only lasted over a short period of 

time. As the amount of freed up agricultural land from 

food and feed production increases, a large amount of 

energy crops may be grown on agricultural land, 

increasing the supply of biomass sources. In the long-

term, the harvest level stabilized to that of the 

reference harvest scenario corresponding to a 

continuation of the current trend in forest harvesting. 

This indicates that the impact on forestry management 

may be significant in the short-term, but less 

significant in the long-term. An adequate and reliable 

supply of biomass sources can be materialized to 

support both bioenergy generation and the needs of 

forest industries. 

 

However, the results show that a short-term increase is 

the forest harvest level would be beneficial for the 

joint development of the bioenergy sector and forest 

industries. If supply of biomass sources is not 

mobilized fast enough to match demand, this may lead 

to shortages in pulpwood, and price of biomass 

sources may rise even as production costs continue to 

fall. However, as logging and transportation 

techniques for forestry biomass are well developed, 

and as the logistic chain from harvesting sites to 

factories is well mature, Sweden is in a good position 

for performing such an increase in forest harvesting. 

Forestry biomass sources could thus act as a supply 

buffer until the production of energy crops has been 

increased.  

 

It is important to consider that the potential forest 

harvest level is only a theoretical measure, and a 

realization of the harvest level is dependent on a 

number of factors. In actual conditions, the timing of 

forest harvesting operations is decided by forest 

owners, whom may require further incentives to 

increase harvest rates. As the current national forest 

harvest level is much lower than the annual forest 

increment, economical incentives may have to be put 

into place to increase harvest levels. Such incentives 

would help to safeguard the supply of biomass sources 

at a price that support the development of the 

bioenergy sectors and forest industries. 

 

Furthermore, steps may have to be taken to ensure the 

production development of energy crops. Production 

in Sweden of energy crops has been modest so far and 

numerous obstacles need to be overcome for a large 

scale production to mobilize. Significant 

developments are required in terms of supply 

infrastructure, production chain, and distribution 

chain. There is also a considerable amount of 

uncertainty around the attractiveness of energy crops, 

Figure 3: Harvest of woody crops and forestry 

residues for bio-energy purposes (heat & electricity). 

Harvest of biomass sources is expressed in terms of 

Million of tons of dry biomass per year.  
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an uncertainty that creates hesitation towards energy 

crops on the parts of companies and farmers. Farmers 

may not be willing to switch from annual crops to 

growing energy crops with a rotation period of 20 to 

30 years until instruments are put into place to 

guarantee sufficient demand at a profitability level 10 

to 15 years from now. Until a stable and sustainable 

demand of energy crops is proven, farmers may be 

unwilling to switch to energy crops that take two 

harvest cycles to recoup initial investments and that 

only generate income every three to five years. 

 

While heat and power generation from biomass 

sources can reduce GHG emission, production and 

logistics need to be performed in a sustainable 

manner. Large-scale biomass production of energy 

crops will require new legislations and the setting of 

industrial standards for biodiversity and other 

environmental values not to suffer. It is difficult to 

predict the potential impact on environmental and 

biodiversity values by a short-term increase in forest 

harvesting. Increased harvest operations may inflict 

damage to key animal habitats, and as the age 

structure of the forest will be affected by the increased 

harvest, the amount of available habitats of some 

species may be affected. The supply of dead tree 

biomass in the forest may affect the forest ecosystem. 

However, biodiversity issues are commonly 

considered when logging operations take place. 

Legislations and industrial standards to prevent loss of 

biodiversity have been developed over a long time and 

may be considered as mature. Also, as Swedish 

legislation does not allow deforestation, the impact on 

environmental and biodiversity values may be minor. 

Furthermore, as a decrease in forest harvest would 

take place after the peak year, the resulting forest 

volume in 2100 would be the same as if forestry 

harvesting would continue according to the current 

trend. 

CONCLUSIONS 

 
This study indicates that the demand for forestry 

biomass sources for the production bioenergy and 

woody products may induce a short-term increase in 

the Swedish forest harvest level. This calls for better 

co-ordination of forestry, agricultural and energy 

policies to make sure that industrial and environmental 

values are not hampered. Although biomass 

production can be increased significantly in the near 

future both in terms of increased land and feedstocks 

available for bioenergy production, it is nonetheless a 

limited resource.  
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ABSTRACT

The growing costs of fuels and supply security concerns make it
necessary to reduce energy consumption in industrial processes.
The use of heat recovery technologies like Heat Pumps (HPs) is
an effective way of achieving an energy saving and a
significantly reduction in CO2 emissions. Around one third of
the final energy used for thermal purposes1 is subsequently
wasted through losses. The lowest temperature range of this
heat could be technically recovered through HPs systems from
energy end-uses like dryers, refrigeration systems, air
compressors etc. HPs have made great technological progresses
by providing at the same time useful heat at higher temperatures
and the possibility of replacing boilers which consumed
traditional fossil combustible to provide heat. The purpose of
our work is a prospective energy analysis up to 2020, to
highlight the availability and opportunities of existing and
innovative high temperature heat pumps systems in French
Food & Drink (F&D) industry. For that purpose, we implement
a sectoral energy system optimization model using the ETSAP
TIMES2 framework. It is a “Bottom up” technical economic
model which provides a technology rich basis for estimating
energy dynamics over a medium or long-term and a multi-
period time horizon.
Keywords
Energy policy, Climate change, Heat Pump system, Heat
recovery, Industrial waste heat, energy efficiency, TIMES.

1. INTRODUCTION
Almost three-quarters of final energy consumption in industries
are used for thermal purposes (boilers, thermal end-uses) and
this heat is mainly produced by combustion of fossil fuels
which  generate  great  amounts  of  CO2 emissions. However,
around one third of the final energy used for thermal purposes is
subsequently wasted through losses (fumes and waste water).

1 Almost three-quarters of final energy consumption in industries are
used for thermal purposes (boilers, thermal end-uses) and this heat is
mainly produced by combustion of fossil fuels which generate great
amounts of CO2 emissions.
2 The Integrated Markal-Efom System.

Under Energy Savings Certificate (ESC or White certificates),
some measures such as boilers economizers and variable speed
drives have been applied because of their high potential of
energy efficiency and simple implementation on industrial site.
However, estimating precisely energy savings for more
complex projects is not simple. Between 10% and 30% of final
energy consumption are in theory possible to recover in the
losses on thermal equipments which represent around 30 to 100
TWh per year for France in industry. Thus, our modeling
problematic is heat recovery on industrial processes which
could be developed and recognized as eligible for ESC.

The lowest temperature range of this heat could be technically
recovered through heat pumps (HPs) systems from thermal
energy end-uses like dryers, ovens…etc. But we can recover
refrigeration systems, air compressors etc... They can be used to
raise the temperature of waste heat so that it can be also re-used
for processes and space heating purposes. However, it is seldom
re-used today. HPs have made great technological progresses by
providing at the same time useful heat at higher temperatures
and the possibility of replacing boilers which consumed
traditional fossil combustible to provide heat. Therefore, it
seems important to recover and re-use this heat in order to
achieve the 20/20/20 EU scheme against climate change for an
energy efficient and low-carbon economy. Heat pumps
represent an important technology which can significantly
reduce CO2 emissions and provide attractive opportunities for
energy conservation in industry. But their adoption will depend
mainly on their economical competitiveness.
The purpose of our work is a prospective energy analysis up to
2020, to highlight the availability and opportunities of existing
and innovative high temperature heat pumps systems in French
F&D industry which considered as Non-Energy Intensive (NEI)
industry [1]. We focused on this sector by his energy and
economical importance in industry. This sector represents
around 13% of total industrial value added for around 15% of
total final energy consumption in French industry with about 63
TWh for 2005 [2][3]. It is the third greatest energy consumer
sector after iron & steel sector and chemistry sector.
Heat is very important in food processing (drying, baking,
pasteurization, heat sterilization, blanching...) which will allow
destroying enzymatic or microbiological activity or removing
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water to inhibit deterioration. We observed that 85% of the total
heat demand is consumed by only four energy end-uses (dryers,
heating liquid and gazes, heat treatment and evaporation
concentration). And around 95% of this heat needed which
means approximately 25 TWh is between 60°C-200°C. The
heat demand on the 60-100°C range represents almost 45%
while in the 100-140°C; the heat demand is around 40% of the
total. Three subsectors such as Dairy, Starches and Sugar
consumed 55% of the total heat demand of French food and
drink3.

2. THE TIMES MODEL
We implement a sectoral energy system optimization model
using the ETSAP TIMES framework. TIMES is developed and
maintained by the Energy Technology Systems Analysis
Programme (ETSAP), an implementing agreement under the
aegis  of  the  International  Energy  Agency  (IEA).  TIMES is  an
economic linear programming model generator for local,
national or multi-regional energy systems. It is a “Bottom up”
technical economic model which provides a technology rich
basis for estimating energy dynamics over a medium or long-
term and a multi-period time horizon. It is usually applied to the
analysis of an entire energy sector like industry, but it may also
be applied to study in detail single sectors, like the Food and
Drink industrial sector here (Fig. 1) [4].
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Fig. 1 : Overview of TIMES model.
The TIMES objective is to minimize the total cost of the system
which includes capital costs, Operation & maintenance costs,
exogenous imports or exports, taxes and subsidies…etc. All
costs elements are discounted to a chosen reference year.
Furthermore, TIMES is a partial equilibrium computation on
energy markets. This means that the model computes both the
flows of energy forms and materials  as well  as their  prices,  in
such a way that, at the prices considered by the model, the
suppliers of energy produce exactly the amounts that the
consumers are willing to buy [5]. The cost discounted explains
why we have to choose a global discount rate (see after) but we
can specify it for each technology such as heat pump

3 The Food & Drink industry is subdivided in 20 subsectors according
to the Statistical classification of economic activities in the European
Community (NACE).

It  is  based  on  a  Reference  Energy  System  (RES)  which  is  a
network describing the flow of commodities through various
and numerous processes [6]. The energy description has to be
done by process step because the process flows could be fairly
well defined for a single broad product line by unit process step
(iron and steel, paper and allied products, glass and glass
products…). This technological description is well suited to
Energy Intensive (EI) Industries. However, in the case of NEI
Industry like F&D sector, this method is difficult to apply, and
so it requires another approach because of the diversity and the
large number of end products and unit processes. This explains
our choice to develop a modeling approach by energy end-uses
(e.g. drying, heat treatment…) (Fig. 2). In this work, we assume
eleven energy end-uses which represent an aggregation of
existing unit processes (we can see some examples in Fig. 2) in
food and drink sub-sectors.
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Fig. 2 : Reference Energy System for Food and Drink sector.

This approach allows us to build a generic model unlike the
energy intensive industry where we have to model each sector
differently. By adding the amounts of energy consumed in each
energy end-use, we can calculate the total energy consumption
of each industrial sub-sector. We have to define four types of
input to obtain a complete scenario in TIMES. These inputs
represent energy service demands, primary resource potentials,
a policy setting, and the descriptions of all technologies
(efficiency, all costs such as investment cost, O&M cost…etc)..

3. DESCRIPTION OF DIFFERENT HYPOTHESIS AND
SCENARII

We considered a highly disaggregated level (4-digit level of
NACE classification) of the Food and Drink industry, such as
35 sub-sectors.

Ø Heat pump systems
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Fig. 3 : Heat pump principle.
From  the  first  law  of  thermodynamics,  we  can  define  the
relation between the amount of heat extracted QF at the
temperature TF,  the  amount  of  heat  delivered  QC at the
temperature TC > TF, and the mechanical energy W supplies to
the system:

(1) W + QF = QC

The theoretical Coefficient of Performance (the Carnot COP)
which is the efficiency of the HP is defined by:

(2)
FC

CC
ltheoretica QQ

Q
W
QCOP

-
==

We can deduce from the Clausius equation, the relation between
the theoretical COP and the different temperature for an ideal
thermodynamics HP:

(3)
FC

C
ltheoretica TT

TCOP
-

=

But the COP of real systems which are irreversible is around the
half of the values obtained in the (3) relation [7]. And so, we
assume that the real COP is defined from the Carnot COP with
a factor according to industrial experts [8]:

FC

C
ltheoreticareal TT

TCOPCOP
-

== *55.0*55.0

In this paper, we will subdivided in seven temperature ranges
between 60°C-200°C the heat demand in the F&D subsectors,
such as four 10°C ranges between 60-100°C, two 20°C ranges
between 100-140°C and the last range 140-200°C. Heat pumps
are currently providing heat up to 100°C. We have many
developments for high temperature heat pump in many
laboratories.  We  have  the  example  of  EDF  which  works  with
several French R&D programs for the development of industrial
high temperature heat pumps providing heat up to 140°C [7].
First prototypes will be tested in Lab perhaps in these two next
years. We considered this generation of HP will be on market in
three or four years from now. This analysis allowed seeing the
possibility of their penetrations. Their investment costs are 20
or 30% more expensive than those of the heat pump up to
100°C.

According to the temperature of heat extracted at 45°C as we
said before, we can calculate the different COP for different HP
in each temperature range:

Temperature

ranges

60
to

69°
C

70
to

79°
C

80
to

89°
C

90
to

99°
C

100
to

119°
C

120
to

139°
C

COP 6,29 4,85 3,99 3,42 2,85 2,36

Table 1 : Considered COP for Heat pumps
Their adoption will mainly depend on their economical
competitiveness with their investment costs and the evolution of
energy prices up to 2020.

Ø Heat recovery opportunities on energy end-uses
In F&D industry, heat is mostly wasted with the temperature
between 30 and 60°C in the industrial energy end-uses. So in
this modeling, we considered an average temperature of 45°C.
This heat temperature is too low to be recovered by an
exchanger and re-used in industrial end-uses. So, HPs can be
used to raise the temperature of waste heat so that it can be also
re-used for processes and space heating purposes. We
distinguished, as we said before, eleven energy end-uses.
 Heat recovery on air compressors
Compressed air represents around 7% of total electricity
consumption in French F&D. It is a major energy end-use in
industry. An estimation of over 90% of the input energy
(electricity) to air compressor is lost as waste heat [9].

Source GPG 238

*The additional 2% latent heat is the energy released when the moisture in the air condensed

Fig. 4 : Energy flow in air compressors (example of oil injected
screw compressor).

But if we assume that almost 5 to 20% of additional losses is
possible in the case we have an extensive or short ductwork to
the HP, this estimation goes down between 70% and 85% of the
input energy which can be recovered as heat. In this paper, we
used a heat recoverable in air compressor of 70% in pessimist
view.

inputEnergyerablereHeat scompressorAir *%70cov =

Heat recovery on chiller condensers
Cooling is also a major end use in industry and represent almost
one quarter of total electricity consumption in F&D industry.
The heat available at their condenser is generally wasted and the
calculation of heat recoverable is based on the first law of
thermodynamics and the definition of the energy efficiency
ratio (EER). Thanks to the mechanical energy W supplied to
this  system,  E  the  electric  input  power,  we  absorb  to  the  heat
source in the temperature thermodynamics TF with the heat
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energy QF and we reject the heat at the condenser to the
temperature TC with the heat energy QC:

W + QF = QC    First law of thermodynamics

E
QEER F=       Definition of the EER of the machine

We deduced from these two equations4 the total heat which is
lost at the condenser:

EEERQC *)1( +=

In this paper, we assume, according to industrial experts at EDF
R&D, the chiller EER during an entire year is estimated around
2.5 and we also considered that only 70 % of QC is recoverable
by heat pumps [10].

inputEnergyerablereHeat condenserChiller *)5.21(*%70cov +=

Heat recovery on other thermal end-uses
Due to the difficulty to obtain data at the end-uses level, we
assume that for all other end-uses unless air compressors or
end-use of cooling and refrigeration, the heat recoverable is
between 15%-25% of total input thermal end-uses in average
with  industrial  experts  at  EDF  R&D.  In  some  studies,  we
observed that this waste heat could be more important up to
55% like in some US industries [11]. Indeed, we assume a
factor which is 15% meanwhile having an accurate estimation
for each end-use due to the good French policy in energy
efficiency in industry.

inputEnergyerablereHeat usesendthermalOther *%15cov =-

Ø Energy prices scenario
We  built  our  scenario  by  starting  from  the  real  energy  prices
noticed historically (between 1993 and 2009) in each subsectors
of NEI industry.
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4 For simplification, we assume that it is a perfect compressor with no
loss. And thus the electric input power E is equal to the power
transferred as work to the refrigerant.

0.000

0.010

0.020

0.030

0.040

0.050

0.060

0.070

0.080

2000 2005 2010 2015 2020 2025 2030

€/
kW
h

Sugar sector (NACE 1583)

Electricity Domestic Fuel Heavy Fuel Natural Gas GPL Coal

0.000

0.010

0.020

0.030

0.040

0.050

0.060

0.070

0.080

2000 2005 2010 2015 2020 2025 2030

€/
kW
h

Other F&D subsectors
Electricity Domestic Fuel Heavy Fuel Natural Gas GPL Coal Heat

Fig. 5 : Scenarii of energy prices for all subsectors in French
F&D industry.

Indeed, the projections of energy prices stemmed from models
such  as  POLES5 or the World Energy Outlook 2010 reflect
more those of the EI industries. The energy contracts signed by
NEI industry with energy operators are totally different to those
of EI industry due to the energy consumption weight. The
hypothesis  which  we  made  is  to  start  at  the  real  levels  of
historic energy prices used in the NEI sectors, then to prolong
them by using the same projections as IEA with specific
elasticity.

4. RESULTS
To know the impact of HP on the final energy consumption and
the CO2 emissions in French F&D industry, we compare two
scenarios.
The first scenario represents the Business-As-Usual Scenario
(Sc_BAU), in which no change in policies is assumed. This
scenario could be called the Reference Scenario, is attended to
serve as a baseline against which the impact of new policies can
be assessed. The second scenario is the Heat Pump Scenario
(Sc_HP), in which we assumed that heat pumps are on the
market and could be used for heat recovery for an energy
efficiency policy.

Ø Evolution of final energy consumption

5Prospective Outlook on Long-term Energy Systems, developed by the
LEPII (A research lab in economy and energy policy) which is at
Grenoble (France)
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Fig. 6 : Impact of HP on the evolution of final energy
consumption in French F&D up to 2020.

Finally, we obtained an evolution of the final energy
consumption about -7.5 % relative to the level of 2001 (-12.1 %
relative to the level of 1990) thanks to the deployment of HP in
F&D industry, i.e. approximately 60.35 TWh up to 2020. On
the other hand, without the implementation of these HP in F&D
industry, we would have obtained an increase of the final
energy mix of 7.1 % compared with 2001 (+1,7 % compared
with 1990) to reach 69,9 TWh.

We finally achieve around 9.5 TWh of energy savings up to
2020 which represent approximately 13.6 % of the final
energy consumption in French F&D industry (Fig.  6).  It  is
distinguished by subsector for a better screening of the impact
of  HP  in  F&D  industry  (Fig.  7).  These  energy  savings
corresponds to a substitution of around 2 TWh of electricity
against approximately 11,5 TWh of fuels (90,8 % of natural gas,
3,7 % of coal and 5,4 % of bought heat).
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Fig. 7 : Evolution of energy savings by subsector in french
F&D industry.

Ø Range temperature economically achieve by
subsectors

Fig. 20 below present the levels of heat demand, the heat
production of HP and their penetration rate as well as the
temperature ranges reached at a subsectoral disaggregation in
French F&D industry up to 2020. We grouped all subsectors in

three graphs presented from the highest heat demandto the
lowest.
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Fig. 8 : Range temperature economically achieved by
subsectors in French F&D industry up to 2020.

We deduct that from it the level of the penetration rate of HP
systems is not directly correlated to the level of the subsectoral
heat demand, but rather to the most established temperature
ranges, the seasonality of production and the economic
environment (relation between electricity and natural gas
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prices). Furthermore, these results show that HP high
temperature (beyond 100°C) is not economically feasible in
F&D industry until 2020.

Ø Evolution of CO2 emissions
Due to the reduction in the final energy consumptions in F&D
industry with introduction of HP, we also observe a decrease of
CO2 emissions. Fig. 9 shows the evolution of reduction
emissions achieved up to 2020.
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Fig. 9 : Impact on evolution of CO2 emissions in French F&D
industry.

The  BAU  scenario  shows  that  CO2  emissions  post(show)  a
decline until 2010 because of the impact of the economic
recession. So, we notice a decrease of -19.5 % of emissions in
2010 compared with the level of 2005 (-5,1 % with the level of
1990).  It  followed  by  a  progressive  increase  of  emissions  to
reach 9,15 MtCO2 due to the revival of the economic growth,
that is approximately +2,8 % relative to the level of 1990). The
introduction of HP allows F&D industry to achieve a
reduction of CO2 emissions of around 25.6% compared with
the BAU scenario in 2020, corresponding to an effort of
23.5% relative to the level of 1990.

5. CONCLUSION
This implementation of heat pumps until 2020 represents
around 15% of energy savings in the total final energy
consumed and almost one quarter of CO2 emissions avoided by
F&D until 2020. A disaggregation for this energy savings and
emissions avoided was done on all subsectors by temperature
range and by energy end-uses, and shows a strong heterogeneity
in this industry.

Furthermore, these results show that the economically feasible
HP correspond to the temperature ranges below 100°C, we can
aspire to reductions of CO2 emissions around 35 % on the
horizon 2020 compared with the level of 2005. Within the
framework of the Package Energy Climate, France hopes to
achieve 18.3 % of emissions reduction with sectors not covered
by the EU-ETS such as those of the NEI industry, between 2005
and 2020 . This industry could contribute so effectively to the
objectives fixed by action plans for the energy efficiency of the
European Union thanks to the promotion of heat recovery with
HP systems.
Heat pump is an excellent and very promising technology which
is expected to be adopted widely in industrial sectors through
further technology research and development. By applying
them, it is possible to obtain value-added benefit such as
reduction of CO2 emissions; energy cost savings and is a
pragmatic technology to fight global warming.
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student’s performance in math, science, and 
reading, and the “Quiet Crisis” that impacts 
American competitiveness and innovation.  In 
reviewing these issues, identification of 
resources, planning methods, and program 
interventions are introduced.   
 
A presentation of Innovative Infrastructure Use 
“cases studies” in higher education and state 
agencies are provided.  Middle and high school 
student concerns about Motivation and 
Retention are discussed from their perspective. 
The role of the Center for Urban Youth and 
Technology (CUYT) has a design engine of 
culture-base STEM models is presented and 
their Institute for Nanoscale Technology and 
Youth (INTY) is discussed.  The collaboration 
between CUYT and the College of Nanoscale 
Science and Engineering is reviewed.  We make 
the case for collaboration, the use of existing in 
STEM infrastructures, and the important role 
the these interactions have on students 
motivation and retention issues.  
 

Key words: Student motivation, K-12 retention, 
quiet crisis, collaboration, STEM, culture base, 
and informal education. 
 

1. INTRODUCTION 
 
President Obama’s, 2010 report, “Prepare and 
Inspire: K-12 Science, Technology, 
Engineering, and Math (STEM) Education for 
America’s Future,” is a central theme of this 
article. 
 

“STEM education in K-12 relies on our 
ability to motivate and inspire students. 
This involves creating exciting 
opportunities for students to have 
individual or team-oriented experiences 
with the ideas, discoveries, and emerging 
knowledge in STEM fields. …Key 
avenues can provide students with 
experiences that allow them to explore and 
challenge themselves with STEM.  …. 
Out-of-class and extended day activities 
that include contests, laboratory 
experiments, field trips, and more”. 
(PCAST p.87.)[1]  

 
This telling statement indicates our potential 
future in the field of STEM education.  
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However these are some sobering statistics 
about America’s youth in the Highlights from
 The Programme for International Student 
Assessment (PISA) 2009 study on student 
performance in math, science, and reading.   
 

• Average scores of 15-year-old students 
rank 25th out of 34 countries when 
compared with top students elsewhere in 
the world. (p. 18) [2] 

 
• Average scores of 15-year-old students on 

science literacy scale, Ranked 17th out of 
34 OECD countries. (P.24) [3] 

 
• By the end of 8th grade, U.S. students are 

two years behind in the math being 
studied by peers in other countries. [4], 
and the Broad Foundation stated that: 

 
• Sixty eight percent of 8th graders can’t 

read at their grade level, and most will  
never catch up. [5] 

 
There are numerous opportunities in 
biomedicine, nanoscience, alternative/renewable 
energy, e-transportation, e-literacy, e-mobile, 
and telecommunications, but how do we prepare 
our youth for this bright and exciting world of 
the 21st Century? 
 
2. QUIET CRISIS? 
 
The crisis stems from the gap between the 
nation’s growing need for scientists, engineers, 
and other technically skilled workers, and its 
production of them. As the generation educated 
in the 1950s and 1960s prepares to retire, our 
colleges and universities are not graduating 
enough scientific and technical talent to step 
into research laboratories, software and other 
design centers, refineries, defense installations, 
science policy offices, manufacturing shop 
floors and high-tech startups.  This “gap” 
represents a shortfall in our national scientific 
and technical capabilities. [6] 
 
The notion of the “Quiet Crisis” and the impact 
it is having in American innovation and 

competitiveness must be considered and 
addressed.  President Shirley Ann Jackson, 
Rensselaer Polytechnic Institute states: 
 

“U.S. demographics have altered, 
creating a "new majority," which now is 
comprised of women and other groups 
traditionally underrepresented in science 
and engineering. It is to this talent pool 
we must turn to help build the next 
generations of scientists and engineers, 
while spurring the interest of all of our 
young people — and herein lies our 
challenge.   I have termed this overall 
situation "The Quiet Crisis" — a "perfect 
storm" of converging trends threatening 
the American innovation enterprise.” [7] 

 
The “Quiet Crisis” concerns are echoed by New 
York Times columnist and author of “The 
World is Flat”, Tom Friedman and Peter Smith, 
Author of 2006 “The Quiet Crisis” book 
publication.  In an interview with Susan Walsh 
Veronikas (Texas Tech University) and 
University Business, Smith States, 
 

“When you look at where we're 
successful, with whom we're successful 
and you cut that by race and income, you 
find that people with less money--
predominantly people of color--simply 
are not at the table of opportunity. In 
numbers, they don't come anywhere 
close to approximating where they are in 
this society and where they are going in 
sectors of the population. We simply 
have to develop a national strategy for 
how it is that we're going to respond to 
those people to bring them into the 
mainstream of society, or there is no way 
we will have a middle class 
characterized or described by 
educational attainment, which is what 
we have agreed that we want in the next 
15 to 20 years.” [8] 

 
These are a few concerns raised by “The Quiet 
Crisis.”  Included are: student scores in math 
and science internationally, retirement age  of 
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the existing STEM workforce, changing 
demographics of our nation, college and 
university readiness, and  inclusion of 
minorities, women, and adult learners into the 
STEM workforce. 
 
I have identified the problem, established an 
audience, and provided a rationale for this 
project. The Center for urban Youth and 
Technology (CUYT) designed interventions and 
collaborations with existing STEM resources 
across New York State.  We will discuss these 
existing infrastructures, provide case study 
examples of our partnerships, and present how 
we provided motivation and retention 
opportunities for urban students. 
 

3. INNOVATICE INFRASTRUCTURE 
USES 

 
New York Tech Valley – a region that stretches 
from the Canadian border near Montreal to just 
north of New York City – is brimming with 
opportunity and excitement.  The area 
encompasses the Capital Region and parts of the 
Adirondacks/North Country, Hudson Valley and 
Mohawk Valley.  Tech Valley offers rewarding 
career and business prospects, world-class 
educational and research facilities and a 
fantastic quality of life.  This is the environment  
our youth live and are educated.  It is our 
responsibility to expose students to the best 
opportunities in business, technology, 
education, and life-long learning. 
 
Higher Education - University 
 
CUYT collaborates with other university 
departments (Geography and Planning, Theatre, 
African Studies, and Music) at the University at 
Albany, the College of Nanoscale Science and 
Engineering (CNSE), Rensselaer Polytechnic 
Institute, CUYT Foundation, state/city agencies, 
the business community, school districts, 
community based organizations, and cultural 
centers to provide program opportunities, to 
address these concerns.    
 

Collaboration with atmospheric sciences and 
geography and urban planning department 
provided  opportunity for students to work with 
the National Oceanic and Atmospheric 
Administration (NOOA) to view area weather 
patterns, launch weather balloons, observe 
weather simulations, and visit their Doppler 
radar facility.  This experience was linked to 
their middle and high school science curriculum 
on climate, weather patterns, and the 
environment.  In addition, students had the 
opportunity to do the weather forecast using 
green screen technology.   
 
In Urban Planning, students surveyed their 
communities, identifying landmarks, parks, 
churches, bodegas, vacant lots and buildings, 
and schools.  When students completed the 
survey of their community, they returned to the 
area and created a beautification plan.  Lots 
were cleaned out, flowers were planted and 
vegetable gardens were seeded and watered.  
Using Arch View and Map Info software, the 
students created a community asset map.  When 
a new school was being built in their district, the 
students submitted floor plans for the rooms and 
floor design.  During their community survey, 
they monitored traffic flow around area schools 
and met with local city officials to request stop 
signs and lights.  Finally, students documented 
(video and pictures) each area block and they 
produced a community documentary. 
 
In the School of Education the students 
produced video programs, public service 
announcements, digital newsletters, web sites, 
and social network pages.  Camera operation, 
studio production, radio production, and digital 
editing were all part of their on-going training 
activities. 
The Institute of Nanoscale Technology and 
Youth (INTY) is a partnership between CUYT 
and the College of Nanoscale Science and 
Engineering (CNSE), (University at Albany) 
with a goal of engaging youth in the science, 
engineering, and economic impact of 
nanotechnology. INTY focuses on themes in 
nanoscience, (nanoengineering, nanobioscience,  
nanoeconomics, and alternative energy), 
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robotics, character education, radio frequency 
aircraft, multi media design,  video production, 
and professional development. 
 
INTY is an informal education  (defined as: 
casual and continuous learning from life 
experiences outside organized formal or non-
formal education) [9], culture-base model that 
provides program activities on weekends 
throughout the academic year and a summer 
residency program for middle and high school 
students.  During the school year, INTY 
provides workshop sessions (Nano career, 
community, and high tech) at University at 
Albany and CNSE in Albany, New York.  We 
visit the school districts to hold Nano Expo 
activities, which support teacher and parent 
involvement, student demonstrations and 
presentations of their work, and program 
recruitment.  Student participation in the 
summer institute varies from one to fours 
weeks.   The program activities are determined 
by availability of space, faculty scheduling, and 
the amount of funding.  A list of program 
activities has been provided and radio frequency 
aircraft is selected for this discussion.   
 
Students were asked to build an aircraft from a 
kit, cutting out the parts of the aircraft, gluing 
elements together (wings, rudders, ailerons, 
flaps, elevator, spoiler, and stabilizer), and 
attaching propellers, nano control devices, and 
the motor to prepare for flight.  Students were 
introduced to the elements of flight (lift, drag, 
thrust, and propulsion) and the remote control 
device.  Most of the day was spent on building 
the aircraft, testing the controls, and making 
sure that the aircraft were secure.  The next day, 
depending on good weather, the students 
applied their skills and knowledge and flew 
their aircraft.  We combined nano chip 
technology, aviation history, aeronautics, and 
weather to provide a STEM experience for 
students that have not been exposed to these 
fields of study.   
 
 
 
 

State Agencies 
 
Many of the state agencies in New York State 
have youth program divisions that introduce, 
recruit, and provide demonstrations of agencies 
activities and resources.  The Department of 
Transportation (DOT) and the Department of 
Environmental Conservation (DEC) have been 
selected for this discussion. 
 
Department of Transportation (DOT) 
 
Working with the Department of Geography and 
Urban Planning at the University at Albany, our 
program was introduced to the “Bridge 
Building” program at DOT.  DOT had a group 
of civil engineers, urban planners, and 
geologists, who supported the transportation 
infrastructure (bridges, highways/thruways, 
railway service, and construction) of New York 
State.  The DOT program had students work in 
teams and we used West Point bridge building 
software to build bridges, and test them for road 
efficiency, weight, safety, structural stability, 
and weather resistance.  The students competed 
against each team to determine which bridge 
would withstand the tests and remain standing.  
The engineers then met with students and 
created a model of the winning bridge that was 
created in the bridge building simulation.    
DOT engineers took the students to the 
Castleton Concrete Factory to see how bridge 
components were designed and created.   
 
Department of Environmental Conservation 
(DEC) 
 
The DEC trained our students to use Global 
Positioning System (GPS) scanner units, and 
provided GPS scanner units, so that they could 
visit Five Rivers Environmental Education 
Center in Delmar NY to look for caches.  Called 
“Geocaching”, this is a great adventure game for 
those who love both technology and the great 
outdoors. Students obtained coordinates of 
caches located in their region. The ‘treasure 
cache’ always contain a notebook or sheet on 
which a triumphant player can record his or her 
success.  
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DEC introduced students to alternative and 
renewable energy resources with demonstrations 
of hydro powered cars and wind turbines.  
Teams of students created operational wind 
turbines and visited the Port of Albany to see 
wind turbine components arrive.  The students 
then visited a wind turbine farm in the Utica, 
New York area and learned about how much 
power the wind farm generated, the cost saving, 
and households/businesses covered. 
 
We have created partnerships with the business, 
education, community based organizations 
(Center for Economic Growth and Workforce 
Investment Board), and could continue these 
discussions.  These case examples demonstrate 
that these resources exist across the country and 
around the world, but they remain unknown 
unless go out and network, research the 
possibilities, and design STEM interventions for 
youth.   
 

4. MOVTIATION AND RETENTION 
 
How do we motivate and retain students with 
STEM to keep them in school? 
Program attitudes toward students, culturally 
diverse content, non-threatening environments, 
hands-on activities, and a culture-based model 
(CBM) are concerns that have been integrated 
into this STEM initiative.  We view our students 
as resilient. 

 
The Programme for International Student 
Assessment (PISA), Against the Odds: 
Disadvantaged Students Who Succeed in School 
Report provides a working definition: 
 

“Resilient students are characterized by 
their positive approaches to learning or, 
more specifically……. increased self-
confidence or interest in science. The 
evidence in PISA shows that positive 
approaches to learning tend to boost the 
performance of socio-economically 
advantaged students more than that of 
disadvantaged ones. Therefore, in their 
aim to foster positive learning 
approaches, policies should target 

disadvantaged students more than 
others”. [10] 
 

Attitudes toward our youth must change!  It is 
not about the poor down trodden, hopeless, 
academically challenged student that someone 
on a white steed will ride in an save.  Many of 
the students want us to believe in them, provide 
them with access to information and technology, 
and get out of the way so that they can shine.   I 
cannot tell you how many times I have tripped 
over my feet in the way of student goals and 
desires.  I am still learning to support, provide 
access, and step back.  I have always created a 
culture-base model for all our student 
interventions and programs.  
 
Dr. Patricia Young in Instructional Design 
Frameworks and Intercultural Models states: 
 

“Culture-base Model is an intercultural 
instructional design framework that  
Guides designers through the 
management, design, development, and 
assessment process, while taking into 
account explicit culture-based 
considerations”.  [11] 
 

Inherent in the CUYT culture-base model are 
other features that impact the programs and 
interventions.  Selection of qualified staff from 
diverse backgrounds and gender is a 
fundamental issue.  Students, staff, and 
administration have a common background that 
is identifiable.  Invite community, business, 
legislature, church, sports, science,  and 
students’ leaders as role models to meet with 
students.  Provide cultural activities for students 
that celebrate their cultural heritage.  Feature 
students completed work and accomplishments 
as a way to stimulate and encourage our goal of 
middle and high school retention.  With their 
permission, feature all student accomplishments 
via various media forms.  Create interventions 
that continue for multiple years to strengthen the 
relationships that have been created. 
 
Our uses with technology provide real time 
experiences for students that allow them to see, 
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experience, and complete activities of their own 
design and creation.  These activities and 
completed productions are used to stimulate 
deeper questions and interest about how these 
technologies operate and their relationships to 
math, science, and engineering.  Creating hands-
on, non-threatening learning environments for 
students can supplement and improve their 
educational achievement, advancement, and 
increase contributions to society.   
 

5. CLOSING 
 

Innovative uses of available infrastructures are 
all around us, but designers must reach out to 
the state, business, and federal agencies for 
support.  Many community-based organizations 
are  looking for partnerships with higher 
education institutions.  Funding remains a 
critical issue and we must continue to advocate 
with our legislative leaders for support and 
resources.   
 

6. BIBLIOGRAPHY 
 
[1] President’s Council of Advisors on Science 
and Technology (PCAST) (2010) 
Prepare and Inspire: K-12 Science, 
Technology, Engineering, and Math (STEM) 
Education for America’s Future. PCAST is 
administered by the White House Office of 
Science and Technology Policy (OSTP). (p. 87) 
 
[2] Fleischman, H.L., Hopstock, P.J., Pelczar, 
M.P., and Shelley, B.E. (2010). Highlights  
From PISA 2009: Performance of U.S. 15-
Year-Old Students in Reading, Mathematics, 
and Science Literacy in an International 
Context (NCES 2011-004). U.S. Department of 
Education, National Center for Education 
Statistics. Washington, DC: U.S. Government 
Printing Office. (p.18)| 
 
[3]Fleischman, H.L., Hopstock, P.J., Pelczar, 
M.P., and Shelley, B.E. (2010). Highlights 
From PISA 2009: Performance of U.S. 15-
Year-Old Students in Reading, Mathematics, 
and Science Literacy in an International 

Context (NCES 2011-004). U.S. Department of 
Education, National Center for Education 
Statistics. Washington, DC: U.S. Government 
Printing Office.  (p. 24) 
 
[4] Schmidt, W. (2003, February 4). 
“Presentation to Mathematics and Science 
Initiative.” 
 
[5] Broad Foundation – Education website, 
http://www.broadeducation.org/about/crisis_stat
s.html 
 
[6] Jackson, Shirley Ann. (200   ) The Quiet 
Crisis: Falling Short in Producing American 
Scientific and Technical Talent.  Building  
Engineering and Science  Talent (BEST), San 
Francisco, CA (p.1) 
 
[7] Jackson, Shirley Ann. (2005). The Quiet 
Crisis and the Future of American 
Competitiveness.  Presidential Symposium 
"The Business Case for Diversity in the 
Chemical Enterprise" American Chemical 
Society (ACS) Fall National Meeting 
Washington, D.C. 
 
[8] Smith, Peter. (2006)  interview with Susan 
Walsh Veronikas (Texas Tech University) and 
University Business, 
http://www.universitybusiness.com/viewarticle.
aspx?articleid=478 
  
[9] Definition provided by Education.com 
http://www.education.com/definition/informal-
education/ 
 
[10] OECD (2011), Against the Odds: 
Disadvantaged Students Who Succeed in 
School, OECD Publishing. 
http://dx.doi.org/10.1787. 
 
[11] Young, P. (2009), Instructional Design 
Frameworks and Intercultural Models 
IGI Global Hershey, PA (p. XIV)  
 
 

 

204

Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation: IMETI 2011



Educator and Student Use and Development of Open Source Software and Resources 
 

Rita Hauck 

 Technology Studies Department, Fort Hays State University 

Hays, KS 67601, USA 

 

 

ABSTRACT 

 

This paper posits that educators should understand and support 
Open Source software and resources.  The objectives of the 
study include 1) an introduction to the study of Open Source for 
educators 2) discussion of the history and definition of Open 
Source, 3) presentation of ways and means to promote the use 
and development of Open Source software and resources, 4) 
presentation of bona fide Open Source resources for educators 
and students, 5) presentation of samples of use and development 
of Open Source in education, 6) discussion of both pros and 
cons of using Open Source software and resources, and 7) a 
conclusion. 
 
Keywords: Open Source, GNU, Linux, Redhat, social 

networks, critical thinking, authentic learning. 
 
 

1. INTRODUCTION 

 
Educators should do more to support student use and 
development of Open Source (OS) software and 
resources.  Seemingly obvious reasons for the increased 
support for OS are promotion of creativity, authentic 
freedom of expression, freedom of access to educational 
resources, and practice in critical thinking and decision 
making skills. Learning to find, use, and adapt OS 
software can instill a confidence to learn and apply new 
information, and competence to build upon prior 
knowledge. Another advantage of OS is the opportunity 
to experience the benefits of collaboration with peers as 
well as innovators, and the gratification of applied 
learning. Such abilities and achievement may fly in the 
face 
learning. Rather, they support Physics Professor at Fort 
Hays State University in Kansas, Dr. Paul Adams, in his 
presentation about teaching science when he propelled 
himself across the front 
of an auditorium, using a fire extinguisher as a personal 
rocket engine and being driven as well by his passion to 
help each student become an Albert Einstein.   
 
Educators can take responsibility and determine the 
computer software wave of the future rather than ride the 
crest of advancing, undefined, undetermined commercial 
products. The working definition of OS for this paper has 
a purposeful, functional, yet limited scope. This OS does 
not need a formal legal license, but rather has an informal 
license to define a non-fragmented future for education, a 
future punctuated by passion rather than greed. Open 
Source in this paper is transparent software code and 

educational materials that are available 
for others to modify and use as they choose in the 
learning environment.  
 
The OS Initiative (OSI) organization founded in 1998 
supports an OS Definition that has the ten rights 

explained in detail at opensource.com and further 
discussed later in this paper. The concept of OS dates 
back to the first sharing of recipes and other pre-personal 
computer strategies among friends 
and other acquaintances in social networks. 
 
 

2. HISTORY AND DEFINITION OF OPEN 

SOURCE 

 
Rather than starting at the moment of the first such 
sharing, or with innovation giants like 
William Thomson1 (1850s), this paper starts the history 
of OS at the emergence of the computer age when 
creative computer geniuses began sharing code, 
mathematical equations, ideas,  too many 
to mention here, except for Vannevar Bush (1930s), 
Claude Shannon (1937), Tim Berners-Lee (1989),  
Richard Stallman (1971), and Linus Benedict Torvalds 
(1991). The author was surprised at the unexpected depth 
of this topic which is much like an iceberg. The 80% 

here; it is hoped that 
the links and references provided will lead the curious to 
a greater depth of understanding of OS and its 
implications for educators. 
 
History 

 

The OS 
focus is on software and source code accessibility. In 
describing his work on the design of the navigation 
system for  now be called a cruise 
missile   the Snark, from 1959 to 1961, Reed sets the 
stage for the history of OS, or the 

cle is called. It involves a 
continually growing community with passion to share 
and promote freedom to learn and innovate [1]. The 
Redhat website attributes the beginning of modern 
computer OS to the founding of ARPANET in 1968 [2]. 
 
The Microsoft Disk Operating System (MS-DOS) was 
the beginning of Microsoft, initially being an Open 
Source operating system. Hobbyists and computer 

                                                            
1
 Steele, who worked full-time on the [Snark navigation] 

project, instead took his cues from the mechanical differential 
analyzers that had been developed in the 1930s by Vannevar 
Bush at MIT, based on 19th-century work by William 
Thomson, the first Baron Kelvin, [rather than the planned 
celestial navigation system]. These machines used wheels, 
gears, and cams to create a mechanical analogue of the 
equations. (A drafting compass can be thought of as a simple 
analog computer, programmed to solve the equation that 
describes a circle of a given radius.) The famous Norden 
bombsight used in World War II was a small, mechanical, very 
clever Kelvin- ]. 
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scientists in the 1970s through 1990s developed computer 
operating systems that had an umbrella term of disk 
operating system, commonly 
example of how OS has led to some very important 
proprietary software systems. The various DOS systems 
were not compatible with each other but became 
proprietary systems such as MS-DOS, Apple DOS, Atari 
DOS, and Commodore DOS.  Microsoft DOS basically 

both started in essentially the same place with the same 
basic operating system. 
 

VisiCalc was the first spreadsheet software  author 
bought it along with IBM 5150 PC in 
1981! VisiCalc also began in 1979 as a hobbyist s OS,  
as defined in this paper. Another example of OS is Open 
Office, a currently popular suite of applications that was 
developed by Sun Microsystems, apparently to check the 
Microsoft juggernaut, providing essentially the same 
funct . Particularly, in 
the third world, Open Office will likely be widely 
adopted, although its recent donation  by Oracle (Sun 

 to the Apache Foundation may 
significantly change its future. Wikipedia is a classic OS, 
inviting volunteers to write, edit and augment articles. 
 

While proprietary software and resources were evolving, 
so was the development of Linux-based products, and 
free Google products such as Google Earth, Picassa, and 
Google Documents. Microsoft's Ballmer calls 
Linux the biggest threat to Microsoft  [2]. In 2009, a 

Microsoft is open source's biggest 
threat  [3]. This was the main reason that Sun 
Microsystems supported the development of Open Office 
and why Google supported Firefox as competition for 

Internet browser.  
 

As the competition among the technology giants 
continues, educators seek economical, reliable, and 
equitable software support and resources. While there 
now are multiple software sources, commercial 
companies are forming partnerships and foundations to 
entice schools to continue to buy their products and 
services. For example, the Bill & Melinda Gates 
Foundation has partnered with a foundation of the 
Pearson textbook and school technology company to 
develop courses rich with media that will promote the 
core standards adopted by 40 states for K-12 English and 
Math. Efrati and Gorman noted, Since its entry into the 
Chinese-language world in 2000, U.S. search giant 
Google Inc. has struggled to balance its growth ambitions 
in the vast but restrictive new market while adhering to a 
self-held principle: Don't be evil  [4]. Did Google 
adhere to principle by sleeping with the potential 

 Will commercial school textbook media 
providers truly help educators and students to, as Prensky 

, and as FHSU Professor Adams 
   

 

The  documentary video provides a 
robust summary of the history of GNU and the Linux 
kernel,  beginning 

 M.I.T. 

Artificial Intelligence Lab in 1971. T
of Linux was 1991 to 1993. The documentary features 
interviews with key OS players, including Torvalds and 
Stallman with commentary by Eric Raymond, author of 
The Cathedral and the Bazaar. Raymond notes in the 
documentary that he chose Cathedral  represent the 
tradition
that offers a variety of choices. Bruce Perens noted, 
Netscape went open source, essentially to beat 

Microsoft  in 1998, naming its browser project Mozilla  
after the original Navigator code name. The documentary 
shows the first office of VA Linux Systems where they 
moved in 1995, and explains it was the place where the 
term Open Source originated, to be used in lieu of the 
term free software  which might give the illusion of 
cheap  or have other misleading connotations, especially 

suggesting that someone should not want to use it due to 
inadequate marketing, development or resilience. 
Raymond attributes the term to Christine 
Peterson who was in the group making the decision. 
Apache web server, described as 

touted to be the 
Linux, motivating many ISP and e-commerce 
companies to choose Linux  
Redhat and Oracle also played significant roles in 
broadening the scope of Linux. The documentary also 
provides a history of the attempts and eventual success of 
some players to attract venture capitalist investment [5].  
 
A Redhat history timeline from 1968 to 2009 and a Linux 
history with images from Business Insider both 
complement the documentary and this paper. Of interest 
from the Red Hat 
proposes to provide free software to every school district 
in the United States if Microsoft pays for the computing 
hardware in an alternative to Microsoft's class action 
lawsuit settlement plan  and from 2008, 
partners with the Georgia Institute of Technology to 
release worldwide study comparing and contrasting open 
source activity across 75 countries [2]. In 2001, 

announced its Shared Source campaign to 
combat the Open Source movement ]. On June 2, 
2011, Oracle donated the Sun-developed Open Office to 
the Apache Foundation [6]. As of June 3, 2011, 
valinux.com is 
web page  SourceForge.net, Slashdot, 
ThinkGeek and freshmeat are registered trademarks and 
Geeknet is a trademark of Geeknet, Inc.   
 

Android phone, which uses a Linux-based 
operating system, now dominates both the iPhone and 
Blackberry. HP's webOS has also done well with Linux. 
The Linux foundation Executive Director stated, "Apple 
is your worst enemy and your best friend if you're an 

Apple in many ways has done a 
lot of good things for open source and for Linux. It 
changed the definition of what client computing is. That 
has been good for Linux. Apple also has a lot of open 
source components within their products and tends to 
work very well, in some cases, with the open source 
community. But I'm not going to argue that they don't 
have a very closed system as well 7]. 
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In April 2011, Linux Foundation Executive Director Jim 
Zemlin claimed, Two decades after Linus Torvalds 
developed his famous operating system kernel, the battle 
between Linux and Microsoft is over and Linux has won . 
. . They used to be our big rival, but now it's kind of like 
kicking a puppy. . . While Microsoft's stock has stagnated 
. . . open source torchbearer Red Hat has soared" [7]. This 
year is the 20th anniversary of Linux [8]. 
 

Definitions 

 

As of the writing of this paper, t
has not been limited to software code. It can refer to an 
article or report, suggesting it is public information and 
not confidential, proprietary or restricted information. For 
example, the Open Source Center provides foreign open 
source intelligence at opensource.gov. This paper focuses 
on Open Educational Resources (OER) and Open Source 

 that can help 
educators and students, or anyone who wants to learn in 

 Stallman think of 
freedom of speech, not free beer . . . freedom to change 
the software ]. For educators, it means freedom to 
educate, freedom to learn, innovate, and adapt.  

Referred to in  
Source definition, Perens defines OS in terms of its 
rights. The OS Initiative (OSI) organization founded in 
1998 supports the OS Definition (OSD) that now has ten 
rights explained in more detail at the OSI website. The 
rights are 1) free distribution, 2) source code available, 3) 
derived works permitted, 4) integrity of The Author's 
Source Code, 5) No Discrimination Against Persons or 
Groups, 6) No Discrimination Against Fields of 
Endeavor, 7) Distribution of License, 8) License Must 
Not Be Specific to a Product, 9) License Must Not 
Restrict Other Software, and 10) License Must Be 
Technology-Neutral [5]. 

 
3. WAYS AND MEANS 

 

Stop Dabbling  Start Developing 

 
Our students need to be in the real world (authentic 
learning), to compete for and contribute to the greater 
good, not totally focused on market share or self-
aggrandizement, but on passion for the good, to be better 
people and a better society  a better world  not for self-
reliance or reliance on monopolies or government. Efrati 
and Gorman reported Google said hundreds of Gmail 
users were tricked into shari

 based in China [4]. One way to teach our students 
to pursue good or 
work with others who are trustworthy to improve 
resources and provide equitable access.  
 

our students need to learn for the future is, to an 
enormous degree, different than what we are teaching 
now, and 2) Future education is a worldwide issue, not 

He presents five essential 
21st century metaskills with the goal: To Be Able to 

The five skills individuals must master are 1) Figuring 
out the right thing to do, 2) Getting it done, 3) Doing it 
with others, 4) Doing it creatively, and 5) Constantly 
doing it better. For a list of sub-skills under each, refer to 
pages 186-187 of Teaching Digital Natives [9]. All of 
these aspirations are completely consistent with educator 
support of OS. 
 
Finding the right commercial product or OS resource is 
like shopping at a local supermarket  either grab the first 
thing that satisfies the desire, or look at the unit prices. 
Educators must learn more to be a better and more 
informed consumers. According to Harvey, 
educational community has discovered open source tools 
in a big way. Analysts predict that schools will spend up 
to $489.9 million on support and services for open source 
software by 2012, and that only includes charges related 
to operating systems and learning management systems. 
Teachers, professors, and home schoolers are using open 
source applications as part of their educational 
curriculum [10]. 
 
There seems to be a tendency for educators and 
entrepreneurs to want to be the first to inform others 
about snake oil  that really works, something that will 
transform education as we know it, a tendency to jump on 
the band- -
name-

-page 

h which 
interactivity happens [11]. 
to market conferences using the term Web 2.0. Like the 
term Web 2.0, the term Open Source has become a buzz 
word in education communities without much reflection 
or understanding about the history behind the 
terminology and concepts. 

-
referenced by Levy. In his book, In the Plex, Levy 

to make you happy; if we can do it for free, so much the 
better. You just start editing in the cloud  no files, files 
are so 1990  [12]. 
 
Wenk notes that the OAIster database provides a central 
source for OER repositories. Wenk recommends that 
repositories provide metadata in formats compatible with 
most search engines indexes: Unicode for text, TIFF 
(Tagged Image File Format) for images, MP3 (MPEG-1, 
Layer 3), and MPEG-4 for video. Wenk describes 
Portable Document Format (PDF) for documents with 
text, g

notes that it is easy to adapt HTML pages and suggests a 
free Web authoring tool such as KompoZer [13]. 
 

 

4. OPEN EDUCATION RESOURCES 

 
Upon questioning a colleague about where to begin 

It would amount 
to academic malpractice not to use Google Search and 
Google Scholar!  WorldCat is also good but the 
researcher may have to wait ten days to two weeks to 
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receive the item found. A graduate student in one of my 
past Multimedia Applications courses engaged our class 
in a tour of China and its culture using Google Earth. It 

Levy describes that 
r an 

annual subscription. Google purchased it and made it 
available for free [12]. 
 
A search at Multimedia Educational Resource for 
Learning and Online Teaching (MERLOT) at merlot.org 
unearthed a tutorial XHTML, HTML 5, and CSS  that 
this author used successfully in teaching two semesters of 
a graduate course  
for FHSU s Masters in Instructional Technology 
program.  piece advocates 
Putting Educational Innovations Into Practice  Find 

peer reviewed online teaching and learning materials. 
Share advice and expertise about education with expert 
colleagues. Be recognized for your contributions to 
quality education.  The OS contributions of Dr. Kevin S. 
Floyd to the MERLOT community are gratefully 
recognized [14]. It is truly good news that there are too 
many OER resources such as olcos.org and nasa.org to 
mention in this paper.  
 
Free  is seldom really free, especially with online 

tracking software watching our every Internet move. It 
the visitor will 

likely end up getting targeted email advertisement 
messages from them. There is a huge difference in the 
two phrases, and -for- The first 
seems self explanatory as a website may be free for all to 
access. A glance at the deluge of incoming email reveals 
the latter as described by Merriam-Webster as a 
competition, dispute, or fight open to all comers and 
usually with no rules : brawl; also : a chaotic situation 
resembling a free-for-all . . .  [15]. To avoid the latter in 
finding the right OS resources, educators need the 
collaboration with others of similar interests, passions, 
and values.  
 
Wenk notes, The OER movement aims to break down 
barriers  such as teaching material locked up behind 
passwords within proprietary systems or filed in personal 
drawers  and enable sharing content freely 13]. A visit 
to oercommons.org reveals Except where 
otherwise noted, content created on this site is licensed 
under a Creative Commons Attribution-NonCommercial-
ShareAlike 3.0 License.  
 
 
5. SAMPLES OF OPEN SOURCE IN EDUCATION 

 
In their Dilemmas in a General Theory of 

 Rittel and Weber substantiate that social 
endeavors are ]. 
Prensky has a chapter in his book that describes 132 

-

teachers, including the types of skills students may learn 
from each. He reminds teachers that it is not possible to 
know the ins-and-outs of all 132 listed tools and the many 
more that are not listed, or those that are emerging. He 

describes methods and strategies of students and teachers 
partnering in learning [9].   
 
Many educators are using mixed IT, a term used by 

 
[17]. Kougianos, Mohanty, and Patra describe 

how they use OS and free software in their Digital VLSI 
courses in Electrical and Computer Engineering [18].  
VLSI, the acronym for very-large-scale integration,  
involves the process of combining thousands of 
transistors into integrated circuits [19]. For more 
information, refer to their article, 
Through Open-Source/Free Tools . As mentioned, 
the Digital VLSI courses use LDAP. In addition, they use 
XCircuit programmable schematic entry tool, SPICE 
standard analog simulator. GTKWave graphical 
waveform viewer. They use Magic, and graal, although 
Toped and LayoutEditor are also recommended. They 

the Alliance VLSI system is part of many Linux 
distributions and comes in precompiled binary packages, 
as well as complete source code 18]. 
 
Wenk describes a successful OER search for a tutorial 
about the OS course management system called Moodle 
[13]. Drupal is another widely used content management 
system with samples at the Drupal.com website. The Free 
Software Foundation lists available engineering 
education software that includes AeroCalc, GDC, Icarus 
Verilog, IntelHEX, NumPy, and OpenVulture.   
 

we keep track of current news articles at Evernote. 
Students and I access news in our face-to-face class and 

 [20]. I also use Dropbox.com for sharing 
files in the cloud with students, colleagues, families, and 
friends. Websites such as Evernote and Dropbox can 
provide a  like recipe sharing, 
a way to experience the cloud for personal and 
professional purposes  and sta ahead of the curve.  
 
It is smart to use google docs to learn about spreadsheets. 
There is not a steep learning curve to transition from 
Google s OS cloud application to the other proprietary 
spreadsheet applications like MS Excel. If the OS 
application continues to be a robust resource, there is 
really no reason to step up  to a proprietary product. 
Encourage students to develop more OS applications and 
enhancements to current applications. Especially, 
encourage computer science classes to contribute to 
developing OS - -
accomplishment for the greater good of education.  

free!) and it engages the 
brain. I also let my students veer off in other directions 
half-way through the course. By that time, they are better 
able to choose another product since it seems there are 
more every day. 
 
 

6. PROS AND CONS 

 
Problems happen whether code is OS or commercial: 
The recent data breach involving Sony Corp.'s online 

videogame services has knocked more than 6% off the 
Japanese electronics maker's shares, with some analysts 
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estimating the incident could cost the company over a 
billion dollars as it takes steps to soothe and protect 
customers . . . Sony acknowledged personal information 
for 77 million customers of the network had been stolen. . 
. the company said hackers may have obtained personal 
data for customers from another online service, bringing 
the potential number of compromised accounts to more 
than 100 million 21] -
the- -scale 

OS X  OS [22]. 
 

Pros 

 
Open Source could be an incubator and catalyst for 
improvements and advancements in software by users, 
and enrich the student learning experience. Innovation, 
teamwork, and collaboration are some of the hallmarks of 
OS. Linux Desktop noted the vulnerability of Microsoft 
and any other commercial company when they each 
determine to remain monopolies and to . . . kill its 
competitor instead of innovating . . .  [3] Google has to 
have its own skunk works  because the company is so 
mega open source, not to have its engineers 

bogged down with the mainstream OS technologies that 
Google distributes. The momentum of being a profit-
driven large enterprise can inhibit creativity, hopefully 
the reason that Open Office has been released by Oracle 
to the hacker community. 
 
San Francisco State University, working jointly with 
University of Applied Sciences, Fulda, Germany, and 
Florida Atlantic University is developing an OS Web-
based electronic Teamwork Assessment Tool, e-TAT. 

Upon successful testing e-TAT will be available as 
 

ssessment in Software Engineering Education 
[23]. The worldwide collaborative community is certainly 
an advantage of OS. In Sri Lanka, OS online survey 
software has been translated into the local Sinhala 
language with efforts to develop it in the Tamil language 
[24]. Open Source frequently allows for a broader 
application of creativity in meeting local needs. 
 
Kougianos et al. note the limitations of academic 
versions of software as being too restrictive. Open Source 
allows users to do more and even allows students and 
instructors to use their products in a creative and 
entrepreneurial spirit following the GNU General Public 
License (GPL). They prefer OS to free software because 
of the viability and availability of the source code in OS. 
They use the Lightweight Directory Access Protocol 
(LDAP) based on its simplicity and availability. They 
note some advantages of the OS Alliance VLSI system 
that comes with CMOS libraries and other resources and 
has been fieldproven with industrial designs,  -

They 

that high quality undergraduate education in VLSI is 
possible with open source or free tools and should be 
encouraged as part of the ethics training that is expected 
of modern engineering curricula  [18].  
 

 

 

Cons 

 
Sometimes developing or using OS may not be practical. 
It may also end up like a free-for-all at times. In reference 
to the Snark project, Reed commented that he 
nonetheless realized that an enormous amount of 

practical work had to be done for anyone to actually use 
[1]. 

Some people get emotionally involved with their work. 
The passion of anger and hatred against Microsoft or OS 
makes some people or entities seem villainous. There 
have been accusations or assumptions that the OS and 
free software movements have been anti-capitalism and 
pro-communism, with Microsoft CEO Balmer calling OS 
a cancer and intellectual property destroyer [2]. Microsoft 
has a web site dedicated to FAQ about their stand on OS. 
Search, for some entertainment. 
 
Trustability is a concern. The Software Composition 
Group at the University of Bern, Switzerland, is 
developing a trustability  metric based on a 
collaborative filtering system of users and their votes 
relative to past contributions of developers to  
projects. Gysin and Kuhn note that code search engines 
such as Google Code Search, Krugle, and Koders do not 
provide sufficient trustability information about projects 
returned by a search. Gysin and Kuhn used Ohloh 
(ohloh.net) to collect metadata for development of their 
trustability metric prototype JBender [25]. 
 

In their conclusion about progress on the WattDepot 
. . . we want to 

explore the issues associated with privacy of energy data. 
. . We recognize that this privacy model is quite limited, 
and in fact all our applications to date have used public 
sources, allowing their data to be freely accessed. We 
want to investigate more sophisticated and useful privacy 
models in future  [26]. 
 
Philips quotes Anderson from Free: The Future of a 
Radical Price: "Free is not enough . . . It has to be 
matched with paid. . . . Today's Web entrepreneurs have 
to invent not just products that people love, but also those 
that they will pay for. Free may be the best price, but it 
can't be the only one" [27]. 
 
 

7. CONCLUSION 

 
As mentioned previously in this paper, I was surprised at 
the unexpected depth of this topic which I now 
understand to be much like an iceberg. While I caution 
my own students not to use too many quotations, as I 
continued to find timely material and learn as the paper 
was under development, it seemed appropriate to include 
such material for interested readers.  
 
The advantages of using OS seem to far outweigh the 
disadvantages. Some of the advantages include increased 
and worldwide collaboration, learning with application 
and purpose, enriched learning experiences, creativity, 
affordability, simplicity, full customization opportunities, 
ethical purpose, and accommodation for local needs. The 
disadvantages seem to fall equally on both OS and 
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commercial products: Sometimes pursuing a project may 
seem impractical. Often ner 

can obstruct the 
vision and mission. Lack of ethical behavior, trustability 
and privacy issues face both disciplines. The egos, 
missions, and passions of key innovators, educators, 
foundations, and companies will have an enormous 
impact on the future of education and ultimately, on our 
society.  
 
We must keep the freedom to choose between rigidly 
commercial software products, however masked or 
denominated, and true OS applications. If everyone has to 
own or use the same product, creativity will be stifled. 
The first WordPerfect was written by faculty and students 
at Brigham Young University to help orchestrate the 
marching band performances at BYU. To bring up the 
Wikipedia definition or information about WordPerfect, 
it took a Google search of "wordperfect wikipedia" as a 

or hope of still selling the product (four or five hits before 
Wikipedia). Products will have loyalists or people who 

, or use OS. 
There is much money to be made from education and 
there are so many hooks designed with a purpose of 
keeping students as customers forever. Computer 
hardware and software are completely entangled in the 
education process and an integral part of the education 
system. Open source and OER alternatives to commercial 
products can be a viable way to make necessary products 
available for faculty and students, to have the best and 
widest variety, and be a bazaar of educational materials 
and resources available to all students. Reed noted that 
the Greek word for helmsman is kybernetes, the source 

of the word cybernetics  [1]. Open Source developers, 
and OS users as well as commercial enterprise leaders are 
like helmsmen at the brink of innovation.  
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ABSTRACT 

 
This paper presents a new concept for a modern 

educational platform. The proposed platform for 

vocational e-learning is designed and implemented as a 

virtual database based on social networks principles. It 

integrates different technologies like geographic 

information system, e-learning, multimedia and virtual 

reality. In particular the solution is built upon the 

GeoPortal4Everybody principles. The 

GeoPortal4Everybody is a set of modules and services 

which are able to communicate through interoperable 

services. The solution is modular and could be easy 

modified for different purposes. The key part of the 

proposed platform is the BizBiz tool. It is a web browser 

based e-conference collaboration and learning tool which 

allows conference members to watch live video enabled 

presentations remotely from their computers. For content 

management the SimpleCMS technology is used. Main 

advantage in comparison with other content management 

systems is simple approach for solving complex tasks 

where on the code side the clarity and security of the 

implementation is the main target. There already exist 

several implementations of our new platform around the 

Europe mostly in the field of spatial planning.  

 

Keywords: Educational Platform, Video Lectures, 

Uniform Resource Management, Content Management 

System, Metadata 

 
 

1. INTRODUCTION 

 
An educational process must reflect a rapid development 

in the area of information and communication 

technologies. The using of these newest technologies 

offers a modern and effective education. We propose a 

new solution for vocational education based on Uniform 

Resource Management (URM) principle. Our solution 

offers a classical teaching (classes) and distance 

education as well. The emphasis is put on content 

management. This content in practice consists of 

documents of various types. The solution we propose in 

this article also offers a possibility to effective search 

through metadata records. On principle the modern 

platform for vocational education must be composed 

from the tool for education containing functionality for 

video lectures, drawing tools, whiteboard, management 

of permissions etc. Furthermore, the platform should 

enable searching through metadata and also enable web 

2.0 functionality.  

 

The rest of the article is structured as follows. Section 2 

introduces the basic principles and components of our 

new technological platform for vocational education. The 

BizBiz tool as a learning video tool and its main 

functionality is described in section 3. The description of 

the next component of educational platform, 

GeoPortal4everybody and principles of Uniform 

Resource Management are stated in section 4. The 

content management and searching in related metadata 

are described in sections 5 and 6. Conclusions are 

contained in the last section 7. 

 

 
2. PLATFORM FOR E-LEARNING  

 
Web 2.0 

The concept of "Web 2.0" began with a conference 

brainstorming session between O'Reilly and MediaLive 

International [1]. There are many definitions of what Web 

2.0 is. For the purpose of this report we have selected the 
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following one: “Web 2.0 is the network as platform, 

spanning all connected devices; Web 2.0 applications are 

those that make the most of the intrinsic advantages of 

that platform: delivering software as a continually-

updated service that gets better the more people use it, 

consuming and remixing data from multiple sources, 

including individual users, while providing their own data 

and services in a form that allows remixing by others, 

creating network effects through an "architecture of 

participation," and going beyond the page metaphor of 

Web 1.0 to deliver rich user experiences.” [1] 

Web 2.0 can be described according to the report by [2] 

and research of O’Reilly and Forrester. Web 2.0 is 

composed of a set of: 

• Technologies - building blocks of web 2.0, e.g. Ajax, 

XML, Open API, Microformats, Flash/Flex and other 

techniques for creation of web applications. 

• Applications - allow easy publishing, information 

sharing and collaboration. They include blogs, wikis, 

podcasts, RSS feeds, tagging, social network sites 

(e.g. Facebook, MySpace), search engines, Massive 

Multiplayer Online and others. 

• Values - they build on the knowledge and skills of 

the user:  

o user as a content producer/provider, 

o user providing feedback, comments, 

reviews of the existing content, 

o users who access, read and watch the 

existing content, 

o user who does not benefit from web 2.0 

applications and values. 

 

The new concept for educational platform 

The proposed platform for vocational e-learning is 

designed and implemented as a virtual database based on 

social networks principles of the GeoPortal4everybody 

(next also as a “geoportal”) and principle of web services 

using URM [3]. It integrates different technologies like 

GIS, e-learning, multimedia, and virtual reality. Important 

part is integration of social networking tools. These 

services are not implemented on geoportal directly but 

are implemented as virtual services on different places in 

the world. The access is guaranteed through a single 

access point. Single access point is based on 

GeoPortal4everybody bus component and SimpleCMS 

Social Network Content Manager. Bus includes single 

authorization and interconnection of components as 

illustrated on figure 1.  

The tools implemented in the training platform for 

education are as follows:   

• BizBiz, 

• GeoPortal4Everybody based on the Uniform 

Resource Management principles,  

• SimpleCMS.  

 

 
Fig. 1. Authorization module supports authorization into all 

components of the educational platform except BizBiz. 

 

3. BIZBIZ TOOL 

 
The key part of the educational platform is the BizBiz 

tool [3]. BizBiz is our own learning video tool for 

training platform. It is integrated into 

GeoPortal4Everybody solution. BizBiz is a web browser 

based e-conference collaboration and learning tool which 

allows conference members to watch live video enabled 

presentations remotely from their computers. It does not 

require users to install special software apart from 

modern web browser and java virtual environment and 

most of the configuration connected with webcam and 

screencast is done automatically. Additional equipment is 

headphones, optionally webcam. BizBiz focuses on 

providing a learning platform for spatial planning and 

GIS but can be used also in other applications. BizBiz is 

free of charge and published under open source (Affero 

GPL) licence in source forge.  

 

In its foundation BizBiz is an open system, which focuses 

on the ease use and low costs for the users as well as 

system maintainers. It uses popular standards and formats 

such as HTML5 and Flash where unavoidable. The 

downside of this system is reduced quality of video and 

audio when compared to other telepresence and 

embedded systems, since the Real-Time Messaging 

Protocol (RTMP) protocol uses unicast addressing 

methodologies where every video stream is transmitted 

separately thus having an increased network bandwidth 

usage. Adobe Flash video codec support for live video 

broadcasting is also limited, but it is sufficient for most 

usage scenarios, which previous usage feedback shows. 

The system's network traffic has been modelled using 

discrete event simulation as well as statistical and 
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analytical approaches and total bandwidth predictions for 

different usage scenarios have been made. 

 

The main features of the BizBiz tool are as follows:  

• Multilingual – BizBiz currently supports English, 

Czech, Bulgarian, Italian, Greek, Latvian, Lithuanian 

language, but more languages could be added if 

necessary,  

• lectures creating and editing – BizBiz supports tools 

for preparing and editing lectures by lecturers, 

• lecturers live narration using web camera provided 

video and audio, 

• Whiteboard (WB) - WB allows to put on it following 

elements:  

- images (e.g., slideshows) presentation,  

- simple screencast using an automatically 

installed Java application,  

- webpage demonstration through screen 

casting,  

- online maps,  

- synchronous pre-recorded video display, 

• drawing tools for drawing on WB elements,  

• keyword list and glossary of lecture,  

• uploading files necessary for lecture,  

• metadata description of lecture, 

• mechanism of permissions – the lecturer is able to 

grant following permissions to individual student:  

- broadcast video,  

- broadcast audio,  

- upload files,  

- slide transition,  

- draw on slides,  

- edit lecture data,  

- edit slides,  

- edit glossary,  

- switch groups, 

• text chat, 

• polls and surveys – it allows the lecturer to conduct 

questions with multiple choice answers directed to 

the audience,  

• student test mode – each student in separate sandbox. 

Lecturer can join each one and monitor their work 

lecture recording, 

• lecture playback.  

 

The training process can be realized as: 

• online video lecture, 

• recorded lecture, 

• publicly available resources. 

 

Online video lecture is very effective method. But there is 

one shortcoming – there is fixed date and time when 

online video lecturing is being conducted. Therefore there 

may be situations when many potential audience 

members cannot participate. Recorded lectures enable 

watching the lecture in acceptable time for every 

interested person. Therefore recorded lectures also play 

important role in training.  

 

Every lecture’s life cycle consists of several stages:  

• upcoming lecture – when a lecture has been created 

by lecturer and published in BizBiz lecture list,  

• live lecture – when a lecture is online,  

• archived lecture – after end of online lecture.  

 

Upcoming Lecture  

This is the stage where a lecturer creates new lecture. 

After this creation the lecture data could be modified till 

next stage. Lecturer submits the following data for every 

new lecture:  

• name, surname,  

• short description of lecture,  

• lecture access (public, with invitation, with 

password),  

• planned start time,  

• keywords,  

• glossary,  

• uploads necessary files,  

• submits data for WB: uploads images (presentation 

slides in ppt, odp, jpg, png, gif formats), web links, 

maps and uploads pre-recorded video files or inserts 

embeddable videos from popular video sites like 

YouTube,  

• metadata about lecture in Dublin Core metadata 

standard.  

 

The lecture is published for audience who use BizBiz. 

After publishing students are able to look all data about 

upcoming lecture and prepare to it. They can send their 

suggestions and notes by text chat to the lecturer and the 

lecturer can make modifications. 

 

Live Lecture  

The lecture is online. There are several ways how the 

lecturer can manage the lecture. 

 
Simple lecture without feedback. In this case the lecturer 

takes full part in this event – he/she uses webcam, shows 

slides on WB, draw on slides, shows maps and pre-

recorded video files. Audience mainly have means to 

watch and hear the lecturer on their personal computers 

and contact with the lecturer and others by chatting. 

 

Lecture with feedback. There are many possibilities: 

• The lecturer can allow video browsing to some 

students. It can be done by mechanism of 

permissions. In this way the lecturer has feedback 

with those students whom he allowed video 

browsing. Then after little dialog between the 

lecturer and those students, the lecturer can switch 

off these permissions and switch on for other 
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student/students. Thus the lecturer can organise 

feedback with audience.  

• The lecturer can achieve feedback with audience by 

switching on permission draw on slides to one or 

more student. It can be used when the lecturer shows 

maps on WB.  

• The lecturer can use BizBiz feature polls and 

surveys. It allows the lecturer to make polling about 

interesting questions.  

• Using BizBiz feature student test mode the lecturer 

can separate students in separate sandbox. The 

lecturer can join each one and monitor their work 

lecture recording. For example each student can 

draw the solution of some exercise on a blank slide 

and only he and the lecturer can see it.  

 

Archived Lecture 

This is a stage when the lecture is ended by the lecturer. 

After that, no user can join the lecture, until it is started 

again. Each lecture after ending can be prepared by 

lecturer for playback. Audience can playback them 

individually. What about lectures which didn’t start. 

There are several possibilities:  

• The lecturer can edit lecture’s data. If planned time is 

modified then the life cycle of lecture changes and it 

is upcoming lecture stage.  

• Audience is able to look all data about this lecture.  

• The lecturer can delete this lecture.  

 

 

 

Fig. 2. An example of finding of a relevant lecture using 

metadata. 

 

 

4. GEOPORTAL4EVERYBODY & UNIFORM 

RESOURCE MANAGEMENT  

 
Uniform Resource Management provides a framework in 

which communities can share information and knowledge 

through their description, which is easy understandable 

inside of the community [3]. In order to effectively share 

information and knowledge, there is a standardized 

schema, which supports uniform description of 

information and knowledge including common 

vocabularies. A schema defines the meaning, 

characteristics, and relationships of a set of properties, 

and this may include constraints on potential values and 

the inheritance of properties from other schemas. The 

schema specification language is a declarative 

representation language influenced by ideas from 

knowledge representation (e.g. semantic nets, frames, 

predicate logic) as well as database schema specification 

languages and graphic data models. The context 

characterizes any information, knowledge and 

observation. Context strongly influences the way how the 

information will be used. There exist different definitions 

of context. 

 
The important issues for the context are:  

• an identity of an entity,  

• a profile of an entity,  

• a spatial information,  

• a temporal information,  

• an environmental information,  

• a social relation,  

• resources that are nearby,  

• an availability of resources.  

 

The GeoPortal4Everybody  is a new, integrated solution 

being designed as combination of previous technologies - 

Uniform Resource Management, Geohosting [4] and new 

technological development of a visualization client based 

on HSLayers [4].    

 

GeoPortal4Everybody is a place which allows users to 

search, view, examine and share spatial and non-spatial 

data. GeoPortal4Everybody is based on interoperability 

standards (OGC, W3C, OASIS, ISO) which are 

connected to other resources on web and help to create 

distributed structure of information and knowledge based 

on spatial localisation. Geoportal should not be closed 

central storage of spatial data without possibility of 

redistribution of this data. Geoportal should not be a 

solution that doesn't support searching of data and 

information and their viewing and using by external 

sources. 

 

GeoPortal4Everybody is a concept, which is based on the 

next principles [5]: 

• independent components, 

• composition according to user requirements, 

• based on Service Oriented Architecture (SOA), 

• possibility to integrate with other resources, 

• maximum openness,  

• open source, 

• open standards, 

• extension to non-GIS community, 

• open search, 
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• administration of other (non-spatial) data sources.  

 

The GeoPortal4Everybody is not one integrated solution 

but a set of modules and services which are able to 

communicate through interoperable services (OGC, 

W3C). The solution is modular and could be easy 

modified for different purposes. The 

GeoPortal4Everybody is based on Open Source 

technologies, but it could be integrated with different 

technologies like MS SQL or ArcSDE. URM supports 

validation, discovery and access to heterogeneous 

information and knowledge. It is based on utilization of 

metadata schemas. The URM models currently also 

integrate different tools, which support sharing of 

knowledge. The geoportal contains common 

visualization, data sharing, metadata and catalogue 

functionalities.  Additional parts of solution could be also 

tools for management sensor observation and spatial data 

transformation and processing. 

 

The GeoPortal4Everybody contains these parts: 

• authorization, 

• Simple Content Management System – Simple CMS, 

• catalogue client, 

• visualization client,  

• metadata editor, 

• Geohosting 

o MapMan 

o DataMan 

• Metadata Extractor tool. 

 

The applications are working relatively independently; 

main communication is done through metadata system. 

The detail description of all above mention components 

can be found in [4]. 

 

5. SIMPLECMS FOR CONTENT MANAGEMENT 

 
In our educational concept we prefer system of 

distributed data sources where every provider could 

decide about accessibility of his data against concept of 

cloud computing, where one organisation is managing all 

information. The idea is not against outsourcing of data 

or services or using of external services but to have 

control about data from the side of data holders. For 

implementation of this concept we suggest ideas of 

GeoPortal4Everybody. 

 

System SimpleCMS - Content Management System 

(SCMS) is focused on usability and simplicity for end 

users on their mind [3]. Main advantage in comparison 

with other CMS systems is simple approach for solving 

complex tasks, where on the code side the clarity and 

security of the implementation is the main target. The 

using of SimpleCMS Content Management allows 

exploiting the potential coming from social networks.   

 

Simple CMS allows editing of home page of geoportal 

which is built upon the GeoPortal4Everybody principles. 

This function is dedicated to administrator. SCMS allows 

the following: 

• define content and system of menu for home page, 

• publish articles on home page,   

• publish external links in menu on home page, 

• publish predefined map composition from MapMan 

on home page,   

• order information on home page, 

• remove information from home page, 

• publish RSS channels on home page. 

 

Menu 

User can define any menus and submenus. Any menu or 

submenu can be external link (link pointing to any place 

on WWW and not into the CMS itself), where the 

redirected functionality is implemented and users can 

return back to the CMS using visible controls. It supports 

inserting different web applications into web pages for 

training purposes. Any menu can be set as Homepage, 

where of course only one Homepage per SimpleCMS 

instance is possible. Menu ranking can be reordered in 

any way to best fit any updates that might be required 

during usage. 

Article 

Content holders are holding the data we want to publish. 

As regular articles they are composed from the “perex” 

and the content itself. Using nice WYSIWYG editor 

provides nice user experience to beginners. Support for 

full inline html can please any person wanting to do more 

fine grained look of desired article. Editor allows 

inserting of multimedia content like videos, photos, etc. 

There is a special support for inserting of dynamic maps, 

presentation from SlideShare, YouTube and other social 

networks for sharing content. Each article can be 

enhanced by adding various file attachments, which will 

be described later. 

 

Fig. 3. Editing of article using SimpleCMS 
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Message 
Each menu can be accompanied by the message item, 

which in reality is simplified article that contains just one 

view on short text. That does not implement detailed 

view so it could be described as “perex” only. Since the 

message(s) is always on top over the articles they can be 

best used as the menu description. Also here is used the 

some WISIWIG editor, with full functionality like in 

articles. 

RSS  

The CMS supports including any RSS feeds from remote 

sites. This allows nice and handy way of promotion for 

our/friendly services that we want our consumer to know 

about. 

Translations 

The controls of the CMS can be translated into various 

languages where the gettext localisation system is used, 

which provides easy translations to most known 

languages and possibility to use already created 

vocabularies from any other open-source project, which 

makes translating work really simple.  

Remote articles promotion  

Each menu in the CMS setup has automatically generated 

RSS feed for grabs to others. Also optional connectivity 

to Posterous is possible, so your web presentation can be 

presented on all various social networking sites (for 

example Facebook). 

 

6. SEARCHING IN CONTENT USING METADATA 

The possibility to search a valid content via metadata is a 

crucial part of a modern educational platform. We 

proposed our own tool – Metadata Extractor which 

allows to get metadata and process them in effective way. 

 

Metadata Extractor 

Metadata extractor is a tool to extract available metadata 

directly from different files (documents, presentation, 

etc.), edit this metadata and publish metadata and files on 

geoportal based on GeoPortal4Everybody principles. 

Other possibility is to extract metadata (and then edit) 

directly from existing URL addresses and store metadata 

on URM portal. Access to information is then trough 

direct URL addresses. Currently metadata extractor 

supports:  

• publishing documents on the geoportal (based on 

GeoPortal4Everybody) – you can select any type of 

file in your computer, extract and edit metadata and 

publish this file on geoportal,  

• publishing of links to existing Web pages only 

putting URL of Web pages to extractor, 

• publishing directly new web pages stored in zip file. 

These web pages are directly accessible through the 

geoportal. 

7. CONCLUSIONS 

 

The tools of the proposed training platform are approved 

and ready for practical use in the educational process. 

The training platform includes social networking tools 

including virtual libraries, educational materials, content 

sharing tools, connection to social networks and 

application integrator. In the middle of this platform 

stands the BizBiz tool as a modern approach to the 

distance video e-learning. The advantage of this approach 

is the ease of use and setup, as well as low restrictions on 

hardware, because ordinary PC with a broadband 

connection can be used for conferences up to several tens 

of participants. The costs for the users are virtually 

irrelevant. The principles of training platform and 

described tools are broadly applicable in domain of e-

learning. 
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ABSTRACT 

 

Teamwork is recognized as an important skill for engineering 

and computer science students.  Industry strongly advocates 

inclusion of teamwork in the curriculum and teamwork is a 

requirement for ABET accreditation.   Unfortunately most 

engineering and computer science programs fail to address 

teamwork as something that needs to be taught.  It is usually 

expected that students should learn teamwork skills on their 

own, through participation in various team projects.  Little 

thought or effort is given as to how to improve the way teaching 

is done in order to improve students’ abilities to function on 

teams.   One reason for this is that teaching teamwork demands 

a good deal of time and effort from the faculty.  This is 

especially the case when teamwork is incorporated in regular 

lecture-discussion classes, rather than classes dealing with 

capstone projects.  The result is that students often do not learn 

the critical teamwork skills such as:  communication, planning 

and tracking, collaborative design, and peer reviews.  We have 

developed an approach for teaching effective teamwork skills 

utilizing Yahoo Groups along with a Learning Management 

System (LMS), such as Moodle.  Our approach improves 

student learning of teamwork skills by assuring that effective 

communication and team collaboration develops among all 

team members.   Instructors are able to teach teamwork skills 

without having to devote a great deal of extra time and effort.  

Experience with this approach has shown more sustained 

participation by all team members in performing the 

collaborative work and greatly improved team communications. 

 

Keywords: Agile Processes, Assessment, Collaboration, 

Communication, Teamwork 

  

1. INTRODUCTION 

 

Increasingly, teamwork skills are seen as vital for today’s 

engineers.  Michelle Shearer, National teacher of the year, 

recently addressed high school students attending a STEM 

(Science, Technology, Engineering and Math) seminar and 

identified what she called the four C’s that are essential in 

STEM careers – critical thinking, creative problem solving, 

communication and collaboration.  This view she feels 

“shatter[s] the image of what students think a traditional 

scientist or engineer looks like” [1]. Notice that two of the four 

C’s cover communication and collaboration.  As much as we 

tend to believe the importance of these last two C’s, we do little 

to actually teach our students these skills.  Ten years ago, Berry 

and Lingard reported that although “many programs today make 

team projects fundamental elements of their curricula, few 

actually teach teamwork and communication skills directly” [2]. 

As Purzer has more recently said, “Despite the importance of 

gaining effective teaming skills for our students and the 

increased popularity of using collaborative learning methods in 

college classrooms, there are limited modules and instructional 

tools designed to teach teaming skills to engineering students” 

[3].  The focus of our work is on developing effective 

techniques by which students can learn and improve teamwork 

skills and additionally provide the means by which instructors 

can evaluate and assess the degree to which individuals are 

learning these skills. 

 

2. BACKGROUND 

 

Previous efforts in attempting to assess student learning of 

teamwork skills using peer evaluations have provided some 

incite regarding which teamwork skills seem to be most difficult 

to learn [4].  After identifying a long list of important teamwork 

skills, the ones in which students rated their fellow teammates 

the poorest included the ability to clearly communicate with 

other team members and the abilities to both ask for help and to 

give help when needed.  These are precisely the communication 

and collaboration skills deemed essential for today’s engineers 

and scientists and are the skills targeted by our approach. 

 

Two of the main challenges in teaching teamwork are dealing 

with negative student perceptions about teamwork and 

addressing the workload issues of faculty.  Students have been 

conditioned to work independently and often view team 

assignments as extra work in which some students do little and 

yet receive credit based on the efforts of others.  Often the 

advantages of teamwork are overshadowed by these negative 

aspects.  Studies have shown that poor experiences on teams 

reinforces students’ perceptions that teams are more trouble 

than they are worth [5]. 

 

The other challenge is that faculty view teaching teamwork as 

additional work, and furthermore, many feel unqualified to 

teach or evaluate teamwork skills.  Many instructors have never 

worked in a team environment, and teaching teamwork skills 

does not come naturally.  Certainly, training faculty can help to 

improve the teaching and evaluation of collaboration skills, but 

one goal of our approach is to make it easier for faculty to 

provide meaningful teamwork assignments and to facilitate the 

evaluation of both team and individual achievement. 

 

3. APPROACH 

 

We have developed an approach for teaching effective 

teamwork skills utilizing web collaboration.  Within an agile 

framework [6] and using tools like Yahoo Groups we can help 

students to experience a successful teamwork activity.  This 
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approach can be used to help students and faculty achieve the 

following goals: 

 Engage all students in the development of a well defined 

and significant problem that is understood by all 

 Help form cohesive  teams 

 Ensure development of appropriate plans and schedules 

 Maintain effective communication among all team 

members 

 Ensure that all team members  are engaged in performing 

technical work and in the team decision making process, 

including issues related to quality control and 

configuration management 

 Engage students in tracking execution of project activities 

with respect to the plans 

 Optimize learning of teamwork skills by focusing on 

technical work products and peer reviews rather than 

production of  formal documents and presentations 

 Promote fair and accurate grading of individual students 

reflecting level of participation and the quality of the work 

products produced 

 Avoid excessive workload for faculty in managing and 

grading the team projects 

 

This approach improves student learning of teamwork skills by 

assuring that effective communication and team collaboration 

develops among all team members.   Our approach leverages on 

using an Agile development process that encourages formation 

of self-organizing teams and effective team communication [7 ].  

Most of the team interactions occur asynchronously, using web 

based tools such as Yahoo Groups, with short face-to-face 

meetings taking place once a week. The features available in 

web based collaboration tools like Yahoo Groups allow both the 

mentoring and monitoring of project teams.   Faculty can easily 

assess the levels of participation by the individual members and 

also gauge team progress as the project develops.  Our approach 

enables faculty to teach teamwork skills without demanding a 

great deal of extra time and effort.   

 

4. CONCLUSIONS 

 

We have applied this approach in teaching teamwork in a 

number of non-capstone classes.  We have achieved good 

results, as evidenced by sustained participation by all team 

members in collaborative work and development of good team 

communications.    Our presentation will describe this approach 

in greater detail and share the results we have obtained to date.    
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ABSTRACT 

 

In recent years, a number of Modeling and Simulation graduate 

programs have been initiated to address the growing demand in 

industry and government for engineers and scientists educated in 

this discipline.  However, much less has been done to develop 

undergraduate programs.  This paper addresses the design of a 

curriculum for a baccalaureate program in Modeling and 

Simulation Engineering.  The constraints and objectives that 

guide the curriculum design are described.  Then the 

development of a new curriculum, designed to meet the ABET 

accreditation requirements for general engineering programs, is 

presented.     

 

Keywords: Higher Education, Undergraduate Program, 

Modeling and Simulation, Engineering Program, Curriculum 

Design. 

 

 

1.  INTRODUCTION 

 

An NSF Blue Ribbon Panel on Simulation-Based Engineering 

Science (SBES) [1] identified the importance of simulation in 

engineering and science research, but noted that the United 

States' leadership in the field is losing ground.  The panel also 

identified the challenges involved in SBES, including the 

"education of the next generation of engineers and scientists in 

the theory and practice of SBES," and proposed a "sweeping 

overhaul of our educational system."  Similar findings were 

presented by the National Research Council [2] where it was 

recommended that "DoD should ensure that its educational 

programs provide experiences in which students integrate the 

activities of modeling, simulation, analysis, evaluation, and 

communication…", going as far as to propose a core curriculum 

applicable to DoD practitioners.  Congress has attempted to 

address these pressing needs by passing legislation [3] for a 

grant program to create new M&S degree programs. While no 

funding was appropriated, development of M&S academic 

programs was included in the Department of Education’s Fund 

for the Improvement of Postsecondary Education (FIPSE) 

Comprehensive Program [4] proposal solicitation in 2010. 

However, no awards for M&S program development were 

awarded.  

Since the late 1990’s, a number of papers have been written 

stating the importance and urgency for developing educational 

programs in modeling and simulation.  These papers identify 

desirable program outcomes [5], present suggestions for course 

and curriculum content [6], [7], and describe potential 

approaches for, and challenges in, implementing a modeling and 

simulation program [8], [9], [10], [11].  More recently, curricula 

[12], [13] and models [14] for graduate modeling and simulation 

programs have been described.  Graduate modeling and 

simulation programs have been started at several universities 

including the University of Alabama – Huntsville [15], Arizona 

State University [16], California State University – Chico [17], 

Georgia Institute of Technology [18], Old Dominion University 

[19], and the University of Central Florida [20].  At the 

undergraduate level, several universities have developed tracks 

or concentrations focusing on narrow sub-areas of modeling and 

simulation as part of other degree programs.  However, to date, 

no ABET accredited engineering program in modeling and 

simulation has been fully implemented 

 

This paper describes the development of the first undergraduate 

degree program in modeling and simulation [19].  The program 

is being implemented, one program year each calendar year, 

over the period 2009 - 2013.  The program will award the 

Bachelor of Science Degree in Modeling and Simulation 

Engineering (M&SE); it is anticipated that the first graduates 

will complete their studies in Spring 2013.  The curriculum is 

designed to meet the ABET accreditation requirements for a 

general engineering program.  Graduates will be prepared for 

employment as entrance level M&S engineers and for graduate 

study in modeling and simulation and possibly other closely 

related disciplines.  Graduates also will be prepared to seek 

certification as a Certified Modeling and Simulation 

Professional (CSMP) and, with appropriate selection of 

curriculum electives, licensure as a Professional Engineer (PE). 

 

The focus of the paper is on the design of the M&SE 

curriculum.  The curriculum is designed to achieve four goals: 

(1) to satisfy the ABET criteria for a general engineering 

program; (2) to provide appropriate coverage of the M&S Body 

of Knowledge; (3) to achieve discipline-specific student 

outcomes; and (4) to meet university and college requirements 

for baccalaureate programs.  In Section 2, the curriculum 

requirements imposed by these goals are described.  Each goal is 

investigated separately and the impact on the curriculum design 

is noted.  In Section 3, the details of the curriculum design 

process and the resulting M&SE curriculum are presented.  

Finally, in Section 4, the remaining activities needed to 

complete and document the curriculum course designs are 

summarized. 

 

The purpose of the paper is two-fold.  First, the description of an 

M&SE curriculum may serve as a useful model for other 

universities considering the initiation of similar programs.  

Second, it is hoped that the paper will promote additional 

discussion in the literature concerning the development of 

undergraduate modeling and simulation programs. 
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2.  CURRICULUM REQUIREMENTS 

 
There are at least four sources of curriculum constraints that 

should be addressed in the design of a modeling and simulation 

engineering curriculum.  These sources include the ABET 

criteria for accrediting engineering programs, the literature 

defining an M&S body of knowledge, a set of discipline-

specific student outcomes identified by program faculty, and 

university general education requirements.  In this section, these 

requirements are described and the impact on curriculum 

structure is noted. 

 

ABET Criteria 

The M&SE program is an undergraduate engineering program 

designed to meet accreditation standards of the Engineering 

Accreditation Commission of ABET.  ABET specifies eight 

general criteria for accreditation of baccalaureate programs 

[21].  Three of these criteria, Criteria 2, 3, and 5, have a direct 

impact on curricula design and are identified here.  At the 

present time, ABET does not recognize modeling and 

simulation engineering as a distinct engineering discipline; 

therefore, the M&SE program will seek accreditation under the 

guidelines for general engineering programs.  For general 

engineering programs, there are no additional program-specific 

criteria.  It is anticipated that eventually modeling and 

simulation engineering programs will become recognized as a 

separate engineering discipline and at that time will be assigned 

program-specific criteria.  The following ABET criteria directly 

impact the design of the M&SE curriculum. 

 

 ABET Criterion 2 - Program Educational 

Objectives.  Program educational objectives are defined as 

statements that describe the accomplishments expected of 

graduates during the first few years following graduation.  

Clearly, the program curriculum must be designed to foster the 

attainment of the program objectives.  The program objectives 

defined for the M&SE program are enumerated in the 

following. 

 

The M&SE program seeks to prepare engineering graduates 

who: 

1. Practice modeling and simulation engineering 

successfully in different professional settings; 

2. Work responsibly and effectively as members of a 

professional team or organization; and 

3. Demonstrate an ability to adapt to new methods and 

technologies, and to changing career challenges. 

 

 ABET Criterion 3 - Student Outcomes.  Student 

outcomes are defined as statements that describe what students 

are expected to know and be able to do by the time of 

graduation.  Once again, the program curriculum must be 

designed to continually advance students toward achieving the 

desired outcomes.  The student outcomes defined for the M&SE 

program are enumerated in the following. 

 

M&SE students who qualify for graduation will have: 

1. An ability to apply knowledge of mathematics, science, 

and engineering; 

2. An ability to design and conduct experiments, as well as 

to analyze and interpret data; 

3. An ability to design a system, component, or process to 

meet desired needs within realistic constraints such as 

economic, environmental, social, political, ethical, health 

and safety, manufacturability, and sustainability; 

4. An ability to function on a multidisciplinary team; 

5. An ability to identify, formulate, and solve engineering 

problems; 

6. An understanding of professional and ethical 

responsibility; 

7. An ability to communicate effectively; 

8. The broad education necessary to understand the impact 

of engineering solutions in a global, economic, 

environmental, and societal context; 

9. A recognition of the need for, and an ability to engage in 

life-long learning; 

10. A knowledge of contemporary issues; and 

11. An ability to use the techniques, skills, and modern 

engineering tools necessary for engineering practice. 

 

 ABET Criterion 5 – Curriculum.  The curriculum 

criterion identifies broad content areas, and credit allocation for 

these areas, that must be included in an engineering curriculum.  

The engineering curriculum must include: 

1. One year of a combination of college level mathematics 

and basic sciences, some with experimental experience, 

appropriate to the discipline; 

2. One and one-half years of engineering topics, consisting 

of engineering sciences and engineering design 

appropriate to the student’s field of study; 

3. A general education component that complements the 

technical content of the curriculum and is consistent with 

the program and institution objectives; and 

4. A major design experience based on the knowledge and 

skills acquired in the earlier course work and 

incorporating appropriate engineering standards and 

multiple realistic constraints. 

 

M&S Body of Knowledge 

A number of significant efforts have been made to define an 

M&S body of knowledge [6], [22]. However, the focus of these 

efforts primarily has been to identify content for development of 

M&S graduate programs or for development of licensure 

requirements for current M&S practitioners.  Thus, while 

existing body of knowledge presentations may not be entirely 

appropriate to undergraduate program development, the work 

serves as a framework from which to select a subset of content 

areas that are appropriate to M&SE baccalaureate programs. 

  

Presentation of the M&S body of knowledge often consists of a 

listing of content areas displayed in outline form.  The body of 

knowledge listing displayed here is taken from [23] and was 

used as the basis for the 2009-2011 revision of the CMSP 

examination.  The major content area labels are shown as 

headings in this listing while second level topic areas are 

presented in list form under the appropriate heading.  

1. Fundamental Concepts and Context 

Fundamental terms and concepts, categories and 

paradigms, history, communities-of-practice, M&S 

related disciplines 

2. Applications and Domains 

 Applications, domains 

3. Modeling Methods 

Physics based models, finite element models, human 

behavior models, Monte Carlo simulation, discrete 

event simulation, continuous simulation 

4. Simulation Implementation 

M&S life cycle, modeling standards, development 

process, specialized languages, verification & 

validation, distributed simulation, multi-resolution 
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simulation, semi-automated forces, virtual 

environments, virtual reality 

5. Supporting Tools, Techniques, and Resources 

Probability and statistics, mathematical methods, 

software engineering, simulation environments, 

model and simulation resource repositories, M&S 

organizations 

6. Business and Management of M&S 

Ethics and principals for practitioners, management of 

projects and processes, workforce development, 

business practice and economics, industrial 

development 

 

Discipline-Specific Essential Knowledge and Skills 

The M&SE program should prepare engineering graduates who 

can utilize modeling and simulation in various domains and for 

different applications, and who possess the foundation upon 

which to expand the current M&S body of knowledge.  The 

M&SE program faculty has defined a set of essential knowledge 

and skills that they believe form the technical foundation for the 

discipline of modeling and simulation engineering.  These are 

the concepts, principles, and methods that anchor the M&SE 

curriculum; they represent the fundamentals that every M&SE 

graduate must know and be able to use.  The M&S essential 

knowledge and skills are stated as a set of student outcomes that 

are focused on the technical components of the M&S 

curriculum.  These student outcomes are stated in the following. 

 

M&SE students who qualify for graduation will have: 

1. An ability to communicate designs across technical and 

non-technical boundaries; 

2. An ability to model a variety of systems from different 

domains; 

3. An ability to develop an input data model based on 

observed data; 

4. An ability to select and apply appropriate simulation 

techniques and tools; 

5. An ability to develop simulations in software; 

6. An ability to apply the experimental process to acquire 

desired simulation results; 

7. An ability to apply visualization techniques to support the 

simulation process; 

8. An ability to use appropriate techniques to verify and 

validate models and simulations; and 

9 An ability to analyze simulation results to reach an 

appropriate conclusion. 

 

University Requirements 

The vast majority of universities offering baccalaureate 

programs specify general education requirements that must be 

met by all undergraduate curricula at that university.  These 

requirements vary significantly, both in content specified and 

credits required, from one institution to another.  In addition, 

colleges of engineering often place additional requirements or 

constraints on engineering program curricula. 

 

The M&SE curriculum described here is designed to 

accommodate both university and college requirements.  The 

general education requirements consist of approximately 56 

credits of courses; some of these courses address fundamental 

skills needed throughout the program of study and must be 

scheduled early in the curriculum.  Other general education 

courses address application of these fundamental skills and thus 

must be scheduled later in the curriculum.  Fortunately, a 

significant subset of the general education content has overlap 

with the ABET requirements and, to a lesser degree, the M&S 

Body of Knowledge and the discipline-specific student 

outcomes.  Only in this way is it possible to meet all 

requirements in a single curriculum consisting of reasonable 

number of credits.  The college of engineering requires that all 

engineering curricula share a common freshman curriculum.  

The purpose of this requirement is that it affords engineering 

freshmen the flexibility to investigate several different 

engineering disciplines before having to declare a major.  The 

general education requirements and the college requirements 

together place rather significant constraints on the design of the 

M&SE curriculum. 

 

 

3.  CURRICULUM DESIGN 

 

The curriculum development presented here has not followed 

one particular curricular model, but rather has attempted to take 

advantage of the best features of several approaches.  A balance 

has been struck between the use of an objectives model and a 

process model [24], [25].  The objectives model begins the 

design process with a statement of student outcomes and best 

fits the presentation of the ABET requirements and the 

discipline-specific requirements.  However, the process model 

better addresses the desire to teach problem solving and 

technical innovation.  The development process most closely 

followed the model of Barnett, Parry, and Coate [26], based on 

three domains: knowledge, action, and self, and that of 

Integrated Course Design (ICD) [27] based on learning goals, 

teaching and learning activities, and feedback and assessment.  

While the curriculum presented is new and the first of its kind 

to be put into practice, much thought has been placed on how 

curriculum outcomes, the M&S Body of Knowledge, and 

assessment define the curriculum.   

 

The M&SE curriculum is first and foremost an engineering 

program having a focus on problem solving, design, and 

experimentation.  The curriculum is designed with 128 credits; 

32 credits of mathematics and basic science courses, 58 credits 

of engineering science and design courses, 32 credits of general 

education courses, and 6 credits of approved electives.  The 

credit distribution is selected to satisfy ABET Criterion 5 and 

the university’s general education requirements.  The 

curriculum is displayed in “showcase” format in Figure 1.  In 

this display, the courses are distributed over eight semesters and 

the courses are sequenced to satisfy all prerequisite and co-

requisite requirements.  The core technical courses are 

displayed in Figure 2.  In this display, the core courses are 

grouped into three content areas: modeling and simulation; 

software development; and analysis. This display also shows 

explicitly all prerequisite and co-requisite relationships among 

the courses. 

 

The following statements identify important characteristics of 

the M&SE curriculum that were considered carefully as during 

curriculum design. 

 The basic skill courses, along with the mathematics and 

basic science courses, are scheduled early in the 

curriculum.  This is done to address the ABET requirement 

that fundamental math and science be introduced early and 

then utilized throughout the curriculum.  It also facilitates 

the requirement for a common freshman engineering 

curriculum and the general education requirement that 

basic skills courses be completed in the freshman and 

sophomore years. 
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 The core engineering science and engineering design 

courses are grouped into three content areas: modeling and 

simulation; software development; and analysis.  The 

modeling and simulation content area consists of courses 

that address the design and implementation of models and 

simulations.  This track includes courses on: Monte Carlo 

simulation; discrete event simulation; continuous 

simulation; and modeling methodologies.  The software 

development content area consists of courses that develop a 

programming capability and then use that capability to 

code simulations.  Background courses are computer 

science courses while simulation development is an M&SE 

course.  Computer visualization is included in this content 

area.  The analysis content area consists of the courses that 

lead to an analysis capability.  This area includes the 

mathematics courses in calculus, differential equations, and 

probability and statistics.  It also includes a simulation 

analysis course that addresses random number generation, 

input data modeling, output data analysis, verification and 

validation, and experimental design.  These core areas are 

designed to address the ABET technical outcomes, the 

discipline-specific outcomes, and a large component of the 

M&S Body of Knowledge. 

 A skills content area consists of the courses that provide 

essential academic skills such as the ability to communicate 

effectively.  This content area addresses the requirements 

of the ABET outcomes, the general education 

requirements, and to a lesser degree the M&S Body of 

Knowledge and the discipline-specific outcomes.  The 

communication skills component is particularly strong and 

consists of the following course sequence: English 

composition, technical writing, public speaking, and 

information literacy and research.  Extension and practice 

of these skills also are present in a number of the core 

technical courses. 

 A professional skills and knowledge content area addresses 

the ABET requirements and the M&S Body of Knowledge 

components on professional conduct and business 

processes.  This content area includes the following courses 

and topics: introduction to engineering profession; 

engineering ethics; impact of technology; project 

management; fundamentals of engineering examination 

preparation; and the capstone design experience. 

 The curriculum design allows for inclusion of a formal 

minor; that is, a set of 12 credits at the upper division 

offered and approved by an external academic department.  

We are working with several departments to organize 

minors that will have a beneficial impact on the student’s 

major studies.  For example, the Psychology Department 

has a minor in human factors that includes courses on 

perception, cognition, human-computer interfacing, and 

human behavior modeling.  The Biomedical Engineering 

minor includes courses in biomechanics, human 

physiology, and innovation and entrepreneurship in the 

biomedical area.  For those students wishing to seek 

licensure as a professional engineer, minors in civil, 

electrical, computer, and mechanical engineering are 

available.  The availability of a minor in the M&SE 

curriculum is viewed as a strength and students are 

encouraged strongly to utilize this option. 

 

 

 

 

Figure 1.  Showcase M&SE Curriculum. 

 
Course Number Course Title            Credits 

 
Freshman Year – First Semester 

MATH 211 Calculus I    4 
ENGL 110C English Composition I   3 
CHEM 121N Chemistry I & Lab   4 
ENGN 110 Engineering & Technology I  2 
Gen Ed  Oral Communication  3 

 
Freshman Year – Second Semester 

MATH 212 Calculus II   4 
CHEM 123N Chemistry II    3 
CS 150  Programming I   4 
PHYS 231N University Physics I   4 
MSIM 111 Information Literacy  for M&SE 2 

  
Sophomore Year – First Semester 

STAT 330 Probability and Statistics  3 
PHYS 232N University Physics II   4 
CS 250  Programming II   4 
CS 252  Introduction to UNIX  1 
MSIM 201 Introduction to M&S   3 

 
Sophomore Year – Second Semester 

MATH 307 Differential Equations  3 
ENGL 231C Technical Writing   3 
Gen Ed  Human Creativity   3 
Gen Ed  Literature    3 
MSIM 205 Discrete Event Simulation  3 
MSIM 281 M&S Laboratory 1   1 

 
Junior Year – First Semester 

CS 330  Object-Oriented Prog. & Design 3 
CS 381  Discrete Structures   3 
MSIM 320 Continuous Simulation  3 
MSIM 382 M&S Laboratory 2   1 
Gen Ed  Human Behavior   3 
Gen Ed  Option D Course 1   3 

 
Junior Year – Second Semester 

MSIM 331 Simulation Software Design  3 
MSIM 383 M&S Laboratory 3   1 
MSIM 351 Analysis for M&S   3 
MSIM 310 System Modeling   3 
Gen Ed  Interpreting the Past  3 
Elect  Approved Elective 1   3 

 
Senior Year – First Semester 

MSIM 441 Computer Graphics & Visualization 3 
MSIM 487 Capstone Design I   4 
Gen Ed  Option D Course 2   3 
ENMA 401 Project Management  3 
MSIM 4xx  Approved MSIM Elective 1  3 

 
Senior Year – Second Semester 

ENMA 480 Engineering Ethics   3 
MSIM 488 Capstone Design II   3 
Elect  Approved Elective 2   3 
MSIM 4yy  Approved MSIM Elective 2  3 
ENGN 401 FE Exam Review   1 
Gen Ed  Impact of Technology  3 
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4.  CONCLUSION 

 

A brief overview of the development of a curriculum for an 

undergraduate program in Modeling and Simulation 

Engineering is presented.  The constraints that the curriculum 

must satisfy are described.  The resulting curriculum is 

displayed and the more significant features of the curriculum 

are identified.  The next steps in the design process include the 

design of course content, development of curriculum content 

maps, mapping the content back to the curriculum requirements, 

and developing appropriate assessment strategies for measuring 

the degree of success in achieving the student outcomes and 

objectives.  These next steps are in progress. 
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ABSTRACT 

 

The inclusion of innovation within engineering 

education is being identified as a crucial effort to 

ensure our technological competitiveness as evident 

by the number of solicitations including engineering 

innovation education by the National Science 

Foundation.  While most work is spent on identifying 

how to create environments that foster innovation, 

this paper focuses on developing a technical skill set 

that enables innovation when in the correct 

environment.  The premise of this paper is that the 

skills taught within the modeling and simulation 

curricula are those that enable innovative thinking.  

The skill set focuses on the abstract thinking, 

communication, and evaluation skills.  This paper 

does not propose changing current engineering 

curricula, but rather to augment them by introducing 

abstract modeling concepts early in the curriculum, 

allowing students to see the generation of an 

innovative idea.  This is be done through a series of 

small modules and assignments spread throughout 

the curriculum.  Furthermore, the modules benefit the 

existing curricula by providing a context for why the 

students are learning the classic material. 

 

Keywords: Innovation, Modeling and Simulation, 

Engineering Education 

 

 

1. INTRODUCTION 

 

The basis for this paper is our recognition that the 

concepts and methods that comprise the discipline of 

modeling and simulation are precisely the tools and 

skills required to conduct the process of innovation.  

Modeling skills are required to capture new ideas and 

systems, and then to communicate those ideas to 

other groups that often have vastly different 

backgrounds and points-of-view.  Visualization is 

needed to help build mental models and 

understanding of how complex systems work and are 

organized.  Simulation provides a cost-effective 

means to determine system behavior and 

performance and to investigate life-cycle issues 

important to a successful system design.  It is our 

position that making an engineering student into an 

innovator will be enhanced or even enabled if that 

student has the tools needed to conduct the process of 

innovation.  We are proposing a path for the 

introduction of M&S skills with an emphasis on 

enabling innovative ideas within existing STEM 

curricula. 

 

Innovation is the complex process of introducing 

novel ideas into use or practice and includes 

entrepreneurship as an integral part [1].  

Entrepreneurship involves the commitment of finance 

and business acumen in an effort the transform the 

new concepts of inventions into economic goods.  

The most obvious form of entrepreneurship is that of 

starting new businesses.  While much is being done 

to encourage entrepreneurship, our focus is on the 

complex process of innovation, which is less 

understood yet is the most vital to comprehend.  

 

This paper proposes developing new and novel 

approaches for teaching innovation in the STEM 

areas, especially engineering, that can be integrated 

into existing curricula with minimal effort.  Should 

the introduction of innovation be a heavy burden on 

existing curricula with little immediate rewards, it is 

unlikely the proposed work will be adopted.  We also 

believe that innovation and the associated skills need 

an early introduction for students to embrace them 

and follow educational paths leading to innovation.  

As a first step in the innovation education process, 

we identify M&S as the enabling technology 

allowing the reasoning, visualization, evaluation, and 

communication required in innovation.  We propose 
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core skills from M&S that should be taught to all 

engineering students to improve the likelihood of 

fostering innovation.   

 

The proposed engineering educational evolution 

follows the maturation process of M&S as a 

discipline in its own right.  This is similar to the 

development of computer science as a discipline 

through the 1960's and early 1970's and the 

recognition that the skill set was required by 

engineers as well.  As a result, a core competence in 

computer science was introduced into engineering 

curricula and became a requirement for accreditation.  

Likewise, M&S has matured over the last decade 

with the creation of graduate programs (Old 

Dominion University, University of Central Florida, 

University of Alabama - Huntsville, CSU - Chico, 

etc.), followed by the first undergraduate program 

being introduced in 2010 at Old Dominion 

University.  Thus it follows that the time has come to 

evaluate the discipline's role in engineering 

education.  This paper considers the introduction of 

M&S as a core competence to enable innovation 

across all engineering disciplines. 

 

 

2. INNOVATION IN ENGINEERING 

EDUCATION 

 

Some work has been done attempting to introduce an 

innovative environment in the engineering 

curriculum. [2-7]  However, these primarily focus on 

developing an atmosphere and that fosters the 

opportunity to be creative, but ignore the engineering 

skill set that best enable engineers to be innovative in 

a timely and cost efficient manner.  Steiner does 

attempt to identify the skills that make people 

innovative, but through querying managers, she 

really concludes on personal skills (energetic, 

enthusiastic, competitive, etc.) not technical skills 

(potentially including abstract modeling, top-down 

design, rapid prototyping, etc.). 

 

Other works attempt to define the innovative process. 

[8-12]  But again they focus on creating an 

atmosphere that fosters creativity or identifying what 

techniques have worked.  In attempting to identify 

the characteristics of teams that have been successful 

in innovations, Petre identified that the teams were 

small, multidisciplinary, connected to academic 

institutions, intense workers, and visionary.  Again, 

these are characteristics, not identifying appropriate 

skill sets in which engineers should be educated. 

 

This paper attempts to identify a skill set to enable 

innovative thinking in engineers when placed in an 

appropriate environment.  The skill set focuses on the 

abstract thinking, communication, and evaluation 

skills.  Current engineering education is primarily 

based on analysis, teaching design in a bottom-up 

fashion by introducing low level theory and building 

up to larger designs of systems that already exist.  

This paper does not propose changing that basic 

philosophy, but rather to augment it by introducing 

abstract modeling concepts early in the curriculum, 

allowing students to see the generation of an 

innovative idea.  This can be done through a series of 

small modules and assignments spread throughout 

the curriculum.  The modules would work in the 

opposite direction from the classic bottom-up 

method, but would augment the existing curricula by 

providing a context for why the students are learning 

the classic material. 

 

 

3. M&S CONCEPTS IN INNOVATION 

ENGINEERING 

 

Problem understanding is important in recognizing 

the intricate and nuanced issues involved with 

identified problems. Once understanding is achieved, 

problem description requires unambiguously 

documenting the problem so that it may be easily 

communicated. Then, recognizing that the problem 

may be defined within certain known categories of 

problems will help support finding a solution to the 

problem or problem resolution. Properly 

investigating these creative processes and facilitating 

them through application of proven M&S tools and 

techniques fills an existing gap in the research of 

innovation. 

 

We propose the following concepts as the core 

competencies in innovative engineering: 

 needs assessment - the act of capturing the needs 

of a problem 

 conceptualization - the creative act of 

formulating an idea. 
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 visualization - the act of creating a representation 

of an idea for better understanding. 

 evaluation - the testing of an idea, may include 

engineering, manufacturing, and marketing 

feasibility. 

 communication - the act of presenting the idea to 

others, potentially for collaboration or marketing. 

While methodologies for teaching these 

competencies is not addressed in this paper, the 

importance of M&S to enable each is elaborated. 

 

Needs Assessment 

Needs assessment involves the definition of the 

requirements of a problem for which innovative ideas 

are sought.  In engineering, this includes 

development of the problem specification.  

Frequently this involves documentation of ideas in 

writing.  M&S attempts to formalize this process by 

capturing specifications as models.  The needs are 

captured as behavioral models.  Developing 

executable simulations of these models then allow the 

engineer to study if the proposed behavior will truly 

meet the needs.  The model then acts as the 

specification that an innovative concept must meet, 

and provides a basis to validate conceptualized ideas 

against system needs. 

 

Conceptualization 

In conceptualization, it is important to be able to 

capture and manipulate one's ideas.  The easier that 

this is done, the more opportunity for innovation.  As 

in art, the ease of manipulating a medium facilitates 

the creative process.  When developing a sculpture in 

stone, it is best to develop prototypes in an easier 

medium - drawings, clay, etc. - allowing the creative 

process to rapidly refine ideas. 

 

M&S offers similar opportunities in the development 

of innovative ideas.  M&S provides a fast, cheap, and 

safe development environment.  An engineer can 

rapidly study alternative ideas.  Unfortunately, most 

engineers only learn design tools applicable to their 

problem domain, and not general M&S techniques.  

This limits the opportunities for innovation to the 

capabilities of the tools at their disposal.  Through 

developing general M&S skills, engineers could 

consider a broader realm of ideas.  M&S techniques 

allow studying concepts at a behavioral level prior to 

design.   

 

Modeling provides a means for engineers to capture 

their ideas.  The simple act of model development 

often promotes a better understanding of a system.  It 

also enables the definition of interfaces between 

subsystems within a system model, allowing a 

partitioning in the idea development.  Then by 

simulating the system, a deeper understanding of 

system behavior is possible. 

 

Visualization 

 The ability to visualize an innovative idea is assists 

in idea development and is crucial to communicating 

the idea to potential investors.  M&S utilizes 

visualization heavily in understanding system 

behavior.  Physical models support providing a visual 

understanding of a design.  Data visualization and 

animation provide the ability to study system 

behavior as a function of time. 

 

Evaluation 

Evaluation is a prime emphasis of simulation.  Once 

an idea is captured by a model, a simulation creates 

an executable environment in which the behavior of 

the modeled system can be studied.  This allows 

rapid prototyping of ideas necessary to ensure its 

functionality.  This is crucial when looking for 

venture capital or pursuing a patent.  The utility and 

functionality of the idea must be clearly 

demonstrated.  Simulation provides a safe, cost 

effective approach to achieving these goals. 

 

However, frequently engineers do not fully 

understand simulation tools they employ.  They often 

lack knowledge of simulation characteristics such as 

fidelity and time management.  Often when a model 

is developed at an inappropriate level of fidelity, 

desired simulation features are missed.  When 

dealing with time-based simulations, it is often 

necessary to know whether a simulation is continuous 

or discrete-event to fully understand results.  For 

continuous simulations it is also necessary to know 

the unit of time advancement since system changes 

that occur in a shorter unit of time may not be 

observed.  For discrete-event simulations, it is 

necessary to understand what constitutes and event to 

understand when state changes can occur. 
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Communication 

The ability to communicate innovative ideas is 

crucial to their success.  Communication is 

considered at two levels, the model level and the 

system behavior level.  A model is a language for 

communication within M&S, enabling engineers to 

communicate ideas in the development stages, 

refining those ideas.  Models provide a more 

formalized definition than written descriptions, 

largely removing the inherent ambiguities found in 

written documentation.  Models can include 

mathematical models, state transition models, and 

even hybrid models.  Engineers versed in general 

modeling techniques can then easily communicate 

ideas.  Then when the models are executed as 

simulations, system behavior is captured and 

available to communicate requirements and/or 

capabilities.  Thus visualization becomes a form of 

communication, capturing time varying behavior so 

that others, including non-engineers such as 

investors, can readily understand system behavior 

based on the idea. 

 

 

4. IMPLEMENTATION CONCEPT 

 

It is proposed that educational content for the 

teaching of innovation in the STEM areas, especially 

engineering, be designed so that it can be integrated 

into existing curricula with minimal effort.  Should 

the introduction of innovation be a heavy burden on 

existing curricula with little immediate rewards, it is 

unlikely the educational effort will be adopted.  We 

also believe that innovation and the associated skills 

need an early introduction for students to embrace 

them and follow educational paths leading to 

innovation.  Learning modules will be developed that 

can be used to teach these tools and skills for 

different disciplines at various educational levels 

beginning at the high school level and continuing 

through the undergraduate college level.  The focus is 

to introduce M&S concepts in the context of 

innovative ideas tailored to reinforce what the student 

is already learning.  

 

Modules for innovation and entrepreneurship will be 

developed in self contained learning units so that they 

may be easily incorporated into existing courses or be 

combined to create whole courses that can be used as 

electives or that become part of a minor program.  

Furthermore, these modules will be adapted to fit the 

level of the learner at the high school, community 

college, and university. For instance, examples and 

tools will be characterized sufficiently so that 

collaborators at each level can choose appropriate 

instantiations for their level of instruction. Even 

within the college level, these modules may be 

adapted to fit specific disciplines such as the sciences 

and mechanical, civil, and aerospace engineering, etc. 

The results of efforts at this stage will be sets of 

M&S-enabled and engineering-oriented modules for 

both innovation and entrepreneurship.  

 

The authors are working on the conceptualization of 

multidisciplinary innovation modules where the same 

problem domain can be utilized in all engineering 

disciplines.  The modules can focus on relevant social 

problems such as homeland security, biomedical 

engineering, and alternative energy sources.  The 

innovation modules will introduces through an 

engineering curriculum as single lectures and 

exercises in various courses, but with a single 

innovative concept strand spanning multiple courses 

and concepts.  This allows the complete development 

of an innovative idea to be explored as a student's 

abilities are developed.  However, while classical 

engineering is taught in a bottom-up strategy, the 

innovative concepts will be introduced as a top-down 

strategy.  This has the added benefit of 

supplementing the standard engineering education 

process by providing a context for the content early 

in the curriculum. 

 

An initial exercise develops the needs assessment, 

culminating in capturing a specification as a 

behavioral model.  Ensuing exercises focus on idea 

conceptualization, evaluation, and prototyping.  

Modules will be linked between different engineering 

curricula so that the work done in one discipline is 

passed on to students in another discipline.  This 

could possibly be carried into a senior design project, 

or lead into an elective course on the 

entrepreneurship process to provide a complete 

experience for the student. 

 

 

5. CONCLUSIONS 
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While this effort is a work in progress, it is obvious 

that existing engineering curricula do not develop a 

skill set that promotes the out-of-the-box thought 

process necessary in the development of innovative 

ideas.  However, the skill set produced by a 

curriculum in M&S does provide an appropriate skill 

set.  Therefore, the introduction of M&S high-level 

modeling skills to develop behavioral models that are 

later refined to prototypes in the form of simulations, 

enables engineering students to partake in the 

innovation and entrepreneurship process.  Without 

introducing these skills, the innovation process is 

more time consuming, costly, and risky. 
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ABSTRACT 
 

An electricity laboratory course has been 
created at Caltech that is based on students 
doing experiments in their rooms, using parts 
and tools from a kit they receive at the start, for 
work during 20 weeks of the school year. The 
first laboratories are at a very basic level and 
the complexity increases over time. In the final 
experiment the students make a microwave 
transmitter and receiver and study radiation 
and detection by dipole antennas. During the 
course the physics of all the Maxwell equations 
is studied as well as circuit design and basic 
transistor electronics. Most of the students have 
little or no electronics knowledge at the start 
and they exhibit solid long-lasting learning. 
 
Keywords: education, circuits, electricity, 
electronics, hands-on 

 
INTRODUCTION 

 
Several years ago, John King and Phil and 
Phyllis Morrison at MIT developed an 
electricity course for freshmen called ZAP!   It 
included laboratory experiments to be done by 
students in their rooms, elegantly invented by 
John King, and able to be done with relatively 
simple materials. Jerry Pine at Caltech built on 
the MIT course, made some adaptations and 
additions, and made it part of a first year 
elementary physics course taken by engin-
eering and science students. The Caltech 
version described here is taught for twenty 
weeks in parallel with a standard electricity 
textbook course. There is a student book, about 
110 pages long, to guide them through one 
experiment each week, intended to require on 
average about four hours of work. The 
experiment subject matter parallels the 
textbook, but the sequence of chapters studied 
is modified to reach electric circuits sooner. The 
experiments begin very simply and grow in 
complexity and sophistication during the 
course. The introduction to the student book 
lists four goals, summarized as follows: 
 

 1. Abstract electrical concepts will be made 
real. 
 2. You will meet and become familiar with 
electrical technology. 
 3. You will get experience in solving real 
world “messy” experimental problems.   
 4. You will become designers, inventors, 
and doers. 
 

THE AMBIANCE 
 
The course begins with a distribution of kits to 
the students, which contain all the tools and 
parts needed for the 20 weeks of work, in a 
cardboard box about 30 x 40 x 16 cm. Figure 1 
shows the contents laid out. The students buy 
the kit at approximately the cost of a textbook 
and after the course own a repertoire of tools, 
clip leads, and a multimeter for their ongoing 
use. An analog meter is used purposely, to pro- 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 1. The kit. 
 

vide experience with reading and interpolating 
from scales, and because it is an electro-
mechanical application of physics that they 
study, and because it has circuitry they can 
understand. There is a complete set of tools and 
a soldering iron. The small parts, such as 
resistors, capacitors, LEDs, ICs, nuts and bolts, 
razor blades, etc. are in a plastic box. Power is 
supplied from a 12 volt a.c. plug-in transfor-
mer, an important feature for eliminating any 
shock hazard, and circuits are built on a 
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perforated circuit board about 12 cm square.   
Other  hardware,   such  as  a  sheet  of 
styrofoam, a plywood baseboard, a pie pan, 
and so on, are also included. Connections are 
usually soldered, and the use of clip leads is 
minimized. A lab book, of 111 pages,   leads the 
students through the experiments, but not in 
full detail. Component layout, measurement 
strategies, and trouble-shooting   are left to 
them. They are encouraged to work in pairs, 
next to each other, each doing his or her 
experiment, but communicating to help each 
other and discuss what they are seeing. The lab 
book contains brief expositions of background 
theory when appropriate. Support for the 
students’ experimentation comes from three 
sources in addition to the lab book:   
 1) They work independently but next to 
a partner, for discussion and for occasional 
help from extra hands.  
 2) There is a “help lab” each week in the 
evening before the student notebooks are 
collected for grading, staffed by faculty and 
grad students. Circuits that don’t work are 
diagnosed and trouble-shot.  
 3) There is class time each week for 
preview comments and discussion of experi-
mental results. In addition, since Caltech is a 
residential campus, there are upperclass 
students near at hand who have done the 
experiments and can provide advice. About 
half the freshmen do the labs, and the other 
half are in a different, more mathematical, 
course. Figure 2 below shows a student group 
at work in a dormitory room. There are three 
partners, which is not the usual rule. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Students at work 
 

 
THE EXPERIMENTS 

 
 There are thirteen experiments, listed 
below: 

Simple Circuit Elements 
Advanced Circuit Elements 
Diodes and Rectifiers 
Variable Voltage Power Supply 
Power Supply Performance 
The Thermistor and the Bridge 
The Capacitor 
The Transistor Amplifier 
A Current Balance 
Electromagnetic Induction 
High Voltage Supply, the Arc 
Microwaves 
Digital Logic 
 
Here are the highlights: The first three get the 
students used to using the meter and they 
study the properties of ohmic and non-ohmic 
circuit elements (resistors, diodes and LEDs). 
Then they make a variable voltage power 
supply with an IC regulator and determine 
how well it regulates. They use a bridge to 
calibrate the temperature dependence of the 
resistance of a   thermistor and then determine 
its heat capacity for the next experiment. They 
measure the stored energy in a capacitor by 
discharging it through the thermistor and 
measuring the temperature rise. The transistor 
amplifier experiment is a quiz to be done alone, 
to evaluate how well they can design a circuit 
and use it to determine the current gain of a 
junction transistor. They do well, and they 
almost all succeed in accurately determining 
the current gain. That is the end of the first half 
of the course. 
 
The remaining experiments are allotted two 
weeks each to complete, and are more 
technically demanding. The current balance is 
the classic measure of the force between 
parallel currents done with two parallel multi-
turn coils and a very sensitive balance they 
make out of simple parts. The picture below 
shows a schematic view of it. The torque 
generated by nuts on the left end of the support 
bar balances gravity plus the force between the 
coils. This adds a bit of mechanical engineering  
 
 
 
 
 
 
 
  
 
 

Fig. 3 A current balance. 
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to the work. They also are asked to analyze the 
net expected uncertainty in their force 
measurement, combined from multiple 
sources, and compare with the theoretical 
prediction. The induction experiment measures 
the a.c. coupling between the two coils used in 
the preceding experiment, and uses an opamp 
to amplify the induced voltage. They study the 
dependence on their spacing and the effect of 
an iron core in the center, and they need to 
make estimates of their expected results 
without their being a precise formula. They 
then build a high voltage power supply based 
on a 250 kHz r.f. oscillator, which produces 
more than 1000 volts at a safe high impedance. 
They study an arc between two closely spaced 
electrodes, and then use it to generate 
microwaves. The arc is coupled to a dipole 
antenna and the radiation is received by a 
matched antenna and detected with the help of 
a diode, opamp and meter. The sketch below 
shows this investigation diagrammatically, and 
following it is a picture of the apparatus, minus 
the pie plate reflector used behind the 
transmitting antenna.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 4 The microwave experiment 
 

   

 
Referring to the picture, many of the products 
of the twenty weeks of work are on the small 
circuit board. The variable d.c. power supply is 
in the upper right corner, and with a.c. input 
and fuse not shown. The big doorknob 
transistor powers the r.f. oscillator and its 
transformer, to the left, uses a few turns around 
a 5 mH inductor as the primary and the 
inductor windings as the secondary. There is a 
filter to generate d.c. from a voltage-doubler 
rectifier circuit. The high voltage is connected 
to two tacks between the jaws of a clothespin, 
which provides a micrometer adjustment of the 
transmitter arc length. The spark is pulsating 
because it is driven by an RC relaxation 
oscillation. The long black coax cable allows the 
receiving dipole to be moved around the 
transmitter to study the radiated field. A high 
frequency diode is across its arms. The rectified 
signal is amplified by an opamp circuit at the 
top center and read out on the multimeter. The 
students study the radiation pattern of the 
transmitting dipole in three dimensions. A final 
quiz experiment to be done alone follows, in 
which the students study CMOS transistor 
logic circuits. Like the other quiz, it is a new 
piece of learning and a test of their ability to 
design an experiment and interpret the results. 

 
CONCLUSION 

 
Is experimental experience needed for learning 
about electricity? Or anything else, for that 
matter. Clearly, the answer is yes. Is ZAP! 
better than conventional “canned” labs. 
Clearly, our assessment quizzes would be far 
beyond the abilities of the students from that 
sort of experience. But do our students learn 
more electrical concepts better? We have no 
controlled experiments. A truly controlled 
experiment is not a practical option. Like most 
higher education innovations, faculty opinion 
is what we have. Five successive Caltech 
faculty members have volunteered to run ZAP, 
over 15 years. It is not a simple task, so they 
believe in it. Others in engineering also do. Our 
students continue in later years on a campus 
rich in opportunities for work in labs, and they 
will obviously be better at the arts of trouble 
shooting, improvisation, and working with a 
partner. Though some students balk at the 
start, most finish ZAP! with satisfaction and a 
feeling of accomplishment. The large majority 
say they would recommend it to another 
student. 
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ZAP! is a unique combination of ambiance and 
curriculum, to our knowledge only replicated 
in one instance, at École des Mines in Nantes, 
where it has become a key part of the 
curriculum for all students. The   faculty has 
adapted it to match their goals and their 
curriculum and they are enthusiastic about it. 
Like Caltech, the Nantes campus is residential, 
which has important advantages. It makes the 
help lab and working with a partner 
convenient for all and it provides opportunities 
for advice when needed from nearby 
upperclass students. Transporting ZAP! to a 
different kind of campus may not be easy. 
  
We will be glad to consult with anyone who is 
interested in adapting the course. We  can  also 
supply kits and student books at the cost to the 
students (around $100, subsidized by the 
Caltech  physics  department).  Please    contact 
Jerry Pine at jpmail@capsi.caltech.edu
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1. INTRODUCTION 

 
In the following paper, a rubric for an experimentally supported 

design project intended to provide first-year engineering students 

with opportunities to apply robust design and Design of 

Experiments methodologies is introduced.  The project 

assignment charges students with the task of determining a set of 

parameter values for an aircraft wing that would optimize its Lift-

to-Drag ratio.  Students were given background information and 

necessary equations, leaving them with the task of running the 

calculations and employing Taguchi methods to select an optimal 

set of parameter values.  General performance on the project has 

been barely satisfactory, prompting the development of a rubric 

for students to refer to for project requirements and to guide them 

in obtaining better grades.  The introduced rubric will be 

implemented in future offerings of this project and its 

effectiveness evaluated in helping students in achieving better 

grades. 

 

2. BACKGROUND 

 
Design of Experiments has been widely used in industry and in 

research.  For example, DOE was used to improve product and 

process integrity [1], optimize antibody production [2], and to 

minimize quality loss when unbalanced tolerances are used in 

manufacturing settings by identifying a process mean target value 

[3].  Further, ample scope of DOE applications has been 

demonstrated in biotechnological applications [4]. As it has 

become evident that engineers and managers often lack the 

expertise to use DOE techniques, and are often unaware of their 

potential benefits, training opportunities have been introduced [5, 

6].  At University of Ontario Institute of Technology (UOIT), a 

decline in performance of students on the optimization project 

assignment and lowered use of DOE methods in the third-year 

engineering course from year to year prompted an early 

introduction of these methods and robust design concepts, in the 

first-year Engineering Graphics and Design course.  As such, a 

project was introduced in which students were charged with the 

task of designing an aircraft wing, selecting a parameter 

combination via DOE, namely via Taguchi methods, that would 

optimize the Lift-to-Drag ratio (the objective function).   

 

3. RUBRIC INTRODUCTION 
 

The development of a rubric to guide students through the 

requirements of the project and to provide the instructor with an 

objective method of evaluation was found to be necessary.  The 

proposed two dimensional rubric is based on the ICE (ideas, 

connections, extensions) methodology [7], rubrics of which are 

already employed in UOIT’s core design courses in engineering 

design, as well as the final year capstone courses [8, 9].  The 

proposed requirements for this project to be listed in the rubric 

include: background search, design considerations, experimental 

procedure, noise factors, results, and final report.  For each 

requirement, descriptors will be given for each ICE level of 

application of the requirement corresponding with a respective 

mark. 

 

4. CONCLUSION 

 

The use of rubrics since their introduction in Fall 2007 courses at 

UOIT has been very successful in providing students guidance as 

to design assignment/project requirements, as well as providing 

instructors with a method for fair and objective evaluation of 

design projects.  The rubric proposed herein intends to build on 

this success by way of providing students with the necessary 

required components of the wing design optimization project and 

their levels of application, thereby, giving students the 

opportunity to maximize their project mark. 
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ABSTRACT 

An investigation to determine the possibility of using the 

Socratic Teaching Method (STM) with modern day computer 

aided learning techniques to deliver lectures in Computer 

Science to first year undergraduates at university. STM is not 

defended in any way since its use has long been established. 

Neither is STM assessed or compared to other teaching 

methods. The aim of the investigation was simply to find a 

way of using STM with a modern university Virtual Learning 

Environment (VLE) – Blackboard V8, in this case. After 

several attempts over a period of time, a successful way was 

eventually found and since then, another instructor in the same 

department has used this method to teach other students on a 

similar module. This will be of interest to instructors in higher 

education with an interest in Socratic Teaching. 

Keywords: Socratic Teaching, Higher Education, Computer 

Science, Virtual Learning Environment. 

1. INTRODUCTION 

STM is a very old, but tried and tested teaching method. It is a 

technique of teaching by “asking/discussion” rather than the 

traditional (Sophic) method of teaching by “telling”. It is an 

interactive process whereby students are stimulated to think 

about the subject through a series of questions instead of 

simply being told something in a passive manner. STM is 

often used on Law courses [1] and postgraduate courses such 

as MBA [2], but in the author’s experience, it is rarely 

encountered on other courses. In modern times, STM seems to 

be largely forgotten at undergraduate level and the 

introduction of new computer aided learning tools have only 

made it more difficult to use in practice. This is unfortunate, 

since STM has many advantages over traditional teaching 

methods. 

2.1 Disadvantages of the Sophic Teaching Method 
Students can sometimes find the traditional Sophic Teaching 

method uninteresting at times. This is often the case when an 

instructor talks to the class as a whole, leaving some 

individuals feeling left-out or ignored. When students lose 

interest, they often talk amongst themselves and the general 

background noise level in the class can rise to unacceptable 

levels. Keeping all the students awake and interested 

throughout such a lecture can sometimes be difficult using 

traditional teaching methods. 

1.2 Advantages of the Socratic Teaching Method 
With STM, students are guided towards an outcome by a 

series of appropriate questions and discussions. The STM 

process is far more interesting for both student and instructor 

because students no longer sit in a passive role but they are 

engaged in an interactive process of questions, answers and 

discussions. In fact, with STM, the students provide the 

answers themselves and they find this much more interesting 

than simply being told something. Student behaviour is better 

when using STM because the instructor is constantly facing 

the class and asking questions instead of talking away into 

space or writing on a board with his or her back to the class. 

Actually, it is quite common for instructors use STM, but only 

briefly - to ask a question or two. On such occasions, 

instructors may observe that students become more attentive 

and background noise levels drop significantly. What is not so 

common, however, is for instructors to conduct the entire 

class session in such a question and answer mode. 

2. PROBLEMS

Using STM is not a problem in itself. Students are asked a 

series of questions and they are guided by the instructor to a 

particular outcome. However, in a modern day university the 

use of STM is hampered in practice by other factors. 

2.1 Computer Based Learning Tools  

In the past, students attended classes and wrote their own 

lecture notes but these days, using modern computer based 

learning tools (Virtual Learning Environments – VLE), lecture 

notes are provided by instructors and the students can view 

them using a PC or a laptop. With internet facilities, lecture 

notes can be accessed remotely and students do not even have 

to attend classes. Also, with the introduction of high tuition 

fees, students expect or even demand to have lecture notes 

provided for them in advance of lectures. As a result of this, 

many students feel there is no need to take notes in class and 

they now attend university without pen and paper but armed 

only with a memory stick to download and store lecture notes 

that are provided for them. This is acceptable for traditional 

teaching where students are simply told things but for STM, 

this poses a problem. 

The STM process relies on a system of questions, answers and 

discussions. The students provide their own answers but the 

outcomes need to be remembered or written down for future 

reference. If students are provided with lecture notes in 

advance, they can see the answers to the questions and the 

STM experience will be lost on them. Furthermore, if students 

no longer take notes in class, they will have difficulty 

remembering the outcomes and main points of lecturers. The 

problem here is, if students no longer take notes in class then 

how can STM be used with lecture notes provided in advance 

without including the answers? One possible solution might 

be to provide lecture notes with gaps instead of answers so 

that the student can fill in them in during the class. This would 

be fine if students had a pen but these days many students do 

not. Alternatively, students could edit the lecture notes on 

their laptops but this only works if all students have one.  

Although modern computer learning tools have helped to 

provide students with good quality lecture notes, the 

classroom experience has become very passive for them – all 

they have to do is just sit and listen. This is not suitable for 

STM.
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2.2 Large Classes with Mixed Ability and Mature Students

In order to meet budgets and boost student numbers, many 

universities now accept large numbers of unskilled students 

with little or no previous knowledge in a particular subject. As 

long as they have sufficient entry level points, students can 

now apply to study almost anything. Also, with high levels of 

unemployment, workers from industry are encouraged to 

retrain for new careers.  

On a first year Computer Science course at university, 

students from a computing background are mixed with 

students from other backgrounds and mature students from 

various backgrounds. Some students will have advanced 

computer skills, some students will have basic computer skills 

and some students will be much older, have mixed skills and 

will not have seen a class room for twenty to thirty years. 

Teaching large size, first year classes of mixed ability, 

including mature students is difficult using any teaching 

methods and the following problems were identified:- 

1. Teaching skilled students at a suitable level without 

making it too difficult for unskilled students. 

2.  Teaching unskilled students at a suitable level 

without making it too easy for skilled students. 

Lectures must not be too difficult for the unskilled students 

and yet, at the same time, they must be demanding enough for 

the skilled students. The problems of teaching such classes 

affects all teaching methods but the use of STM can be made 

easier if these problems are resolved beforehand. 

3. HYPOTHESIS 

The problem of mixed ability classes was thought to be 

solvable by providing lecture notes (aimed at the skilled 

students) online in advance of the class along with

presentation slides (aimed at unskilled students) during the 

class. In this way, all the students could read the lecture notes 

in advance and if they could understand them (skilled 

students), they need not attend the class. However, if some 

students found the lecture notes too difficult (unskilled 

students), then they could attend the class where they would 

receive additional and more detailed tuition using 

presentations slides. It was hoped that this would reduce the 

class size to a more manageable number and pitch the work at 

a level acceptable to both skilled and unskilled students. The 

problem of teaching the unskilled students with a technical 

topic without making it too difficult for them could then be 

solved in class using presentation slides combined with STM - 

provided the VLE lecture note problem could be solved first. 

4. METHODOLOGY 

STM was introduced gradually over a number of lectures in 

order to gain confidence with using it fully. To start with, a 

hybrid version was used and questions were presented on 

Power Point slides with the answers displayed on the 

following slide. However, this was not in the true spirit of 

Socratic Teaching since the answers are supposed to come 

from the students and not the instructor. Sometimes, there was 

a need to show a diagram or equation and this was simply 

inserted into the slide show. Eventually, it was realised that a 

question could be posted on a slide and following a short 

discussion, the answer from the students could be typed in 

beneath the question, during the class. As long as the answers 

were relatively short there was minimum delay. To avoid 

complications, a printed set of questions and suitable short 

answers were taken into the class for reference by the 

instructor. As far as the students were concerned, it was their 

answers that were being recorded. At the end of the lecture, all 

changes to the slide show were saved and the presentation was 

posted on the VLE for the students to access later. In total, 

around forty questions were asked and answered in a two hour 

time slot with a short break midway. The inspiration for using 

STM was a web site on teaching binary numbers to children in 

schools [3]. For full details, the Rick Garlikov web site [3] is 

recommended and instructors can adapt the process to suit 

their own particular needs. 

5. RESULTS 

STM required some practice to get it right but after a few 

attempts it worked very well and the lectures ran quite 

smoothly. Not only did the unskilled students learn something 

new and technical but they also enjoyed the interactive 

experience. The skilled students were satisfied with the online 

notes and they were happy enough to not attend the lectures 

on topics they were already familiar with. The learning 

outcomes of the module were exactly the same as those with 

the traditional teaching method and the only difference was 

that the material was presented in a slightly different way. 

With STM the class behaviour was better and the module 

assessments results were similar to those from previous years 

(using traditional teaching) - taking into account different 

students, different questions and different times. As far as 

student results were concerned, there were no significant 

differences between the two different teaching methods. From 

the instructor point of view, STM was certainly a more 

interesting teaching method but it required more preparation 

to find a suitable combination of questions and answers for 

use with the VLE. 

6. CONCLUSIONS 

It was indeed possible to integrate STM with a university VLE 

to teach first year Computer Science students. STM required 

more careful planning and preparation than the traditional 

teaching method but overall, its advantages outweighed its 

disadvantages – students were taught the same topics with 

similar results and class behaviour was improved. It is not 

possible to say if STM could be used on all subject matter, but 

it was possible to insert diagrams and equations into the 

Power Point slide show in a non-STM way. Lectures on 

different topics, could in theory, use a combination of STM 

and traditional methods where suitable.   

Overall, the use of STM in this topic was an enjoyable but 

demanding experience for the instructor. Something new is 

always a challenge but it can only serve to make life more 

interesting. There can be nothing worse than teaching the 

same thing year after year in the same old way.  

7. STM POWER POINT SLIDES – BINARY NUMBERS 
Available upon request – k.williams@kingston.ac.uk 
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