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Foreword 

 

Our purpose in The 3
rd

 International Multi-Conference on Complexity, Informatics and 

Cybernetics (IMCIC 2012) is to provide, in these increasingly related areas, a multi-

disciplinary forum, to foster interdisciplinary communication among the participants, and to 

support the sharing process of diverse perspectives of the same transdisciplinary concepts 

and principles. Complexity, Cybernetics and Informatics are being increasingly related to 

each other in almost every scientific discipline, engineering area, and human activity.  Their 

common transdisciplinarity characterizes and communicates them, generating strong 

relations among them and with other disciplines.  They work together to create a whole new 

way of thinking and practice.  This phenomenon persuaded the Organizing Committee to 

structure IMCIC 2012 as a multi-conference where participants may focus on one area, or on 

one discipline, while allowing them the possibility of attending events from other areas or 

disciplines. This systemic approach stimulates cross-fertilization among different 

disciplines, inspiring scholars, originating new hypothesis, supporting production of 

innovations and generating analogies; which is, after all, one of the very basic principles of 

the systems’ movement and a fundamental aim in cybernetics.  

 

IMCIC 2012 was organized and sponsored by the International Institute of Informatics and 

Systemics (IIIS), member of the International Federation for Systems Research (IFSR).  IIIS 

is an organization dedicated to contribute to the development of the Systems Approach, 

Cybernetics, and Informatics potential, using both: knowledge and experience, thinking and 

action, for the:  

 

a) identification of synergetic relationships among Systemics, Cybernetics and Informatics, 

and between them and society; 

b) promotion of contacts among the different academic areas, through the 

transdisciplinarity of the systems approach; 

c) identification and implementation of communication channels among the different 

professions; 

d) supply of communication links between the academic and professional worlds, as well as 

between them and the business world, both public and private, political and cultural; 

e) stimulus for the creation of integrative arrangements at different levels of society, as 

well as at the family and personal levels; 

f) promotion of transdisciplinary research, both on theoretical issues and on applications to 

concrete problems. 

 

On behalf of the Organizing Committee, I extend our heartfelt thanks to the Program 

Committee’s members, to the 230 reviewers, from 81 countries, who made the double-

blinded reviews, and to the 231 reviewers, from 47 countries, who made the non-blind 

reviews. (Some reviewers supported both: non-blind and double-blind reviewing for 

different submissions). A total of 1028 reviews made by 461 reviewers (who made at least 

one review) contributed to the quality achieved in IMCIC 2012. This means an average of 

5.01 reviews per submission (205 submissions were received). Each registered author had 

access, via the conference web site, to the reviews that recommended the acceptance of their 



respective submissions. Each registered author could get information about: 1) the average 

of the reviewers evaluations according to 8 criteria, and the average of a global evaluation of 

his/her submission; and 2) the comments and the constructive feedback made by the 

reviewers, who recommended the acceptance of his/her submission, so the author would be 

able to improve the final version of the paper. 

 

In the organizational process of IMCIC 2012, about 205 papers/abstracts were submitted. 

These pre-conference proceedings include about 68 papers, from 22 countries, that were 

accepted for presentation. The submissions were reviewed as carefully as time permitted; it 

is expected that most of them will appear in a more polished and complete form in scientific 

journals. This information about IMCIC 2012 is summarized in the following table, along 

with the other collocated events:  

 

Conference 
# of 

submissions 
received 

# of 
reviewers 

that made at 
least one 

review 

# of reviews 
made 

Average of 
reviews per 

reviewer 

Average of 
reviews per 
submission 

# of papers 
included in 

the 
proceedings 

% of 
submissions 
included in 

the 
proceedings 

IMCIC 2012 205 461 1028 2.23 5.01 68 33.17% 

ICSIT 2012 171 389 720 1.85 4.21 65 38.01% 

CICIC 2012 65 193 357 1.84 5.49 20 30.17% 

TOTAL 441 1043 2105 2.02 4.77 153 34.69% 

 

We also extend our gratitude to the co-editors of these proceedings, for the hard work, 

energy and eagerness they displayed in their respective activities. We express our intense 

gratitude to Professor William Lesso for his wise and opportune tutoring, for his eternal 

energy, integrity, and continuous support and advice, as the Program Committee Chair of 

past conferences, organized by the International Institute of Informatics and Systemics, and 

as Honorary President of IMCIC 2012, as well as for being a very caring old friend and 

intellectual father to many of us. We also extend our gratitude to Professor Belkis Sánchez, 

who brilliantly managed the organizing process. 

 

Special thanks to Dr. C. Dale Zinn and Professor José Ferrer for co-chairing IMCIC 2012 

Program Committee, to Professors Jorge Baralt, Hsing-Wei Chu, and Michael J. Savoie for 

their General Co-chairmanship, and to Professor Belkis Sánchez for chairing its Organizing 

Committee.  We also wish to thank all the authors for the quality of their papers, and to the 

461 reviewers for the great job they did making the 1028 reviews that supported the 

acceptance process. We also extend our gratitude to María Sánchez, Juan Manuel Pineda, 

Leonisol Callaos, Dalia Sánchez, Keyla Guedez, Nidimar Díaz, Bebzabeth García, Marcela 

Briceño, Freddy Callaos, Abrahan Marin, Sean Barnes, Louis Barnes, José Aponte, Cindy 

Padilla, and Yulaime Padilla for their knowledgeable effort in supporting the organizational 

process and for producing the hard copy and CD versions of the proceedings. 
 

 

Professor Nagib C. Callaos 
IMCIC 2012 General Co-Chair 
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ABSTRACT 

The implementation of information systems in the medical field 

has created an abundance of valuable data.  We use decision 

tress and association rules on real world hospital data to 

uncover interesting patterns.  We build two different models 

linking diagnoses and procedures.  We also use associative rules 

to explain the relationship between the principal payment 

source and the charges reported in our sample data.  Our models 

could serve as a valuable tool for practitioners to increase 

decision confidence, as well as insurance companies to review 

their patients’ cases at a considerably lower cost. 

 

Keywords: Data Mining, Decision Tree, Association Rules, 

Medical Cases, Diagnosis, Procedure. 

 

1. INTRODUCTION 

Data mining techniques have been used in medical 

research for many years and have been known to be effective 

[1] [5]. While extracting a medical data pattern is a goal for this 

study, a good deal of effort has been exerted at understanding 

how such data is structured and distributed. It is not unusual, 

across reliable data mining studies, that a data mining study at 

this step would take a significant amount of time in order to see 

what a plausible link among dependent and independent 

variables, if any, that really worth to be studied [4]. Having 

accessed to large dataset, consisting of almost 54,000 data rows 

and 77 data columns brought many interesting research 

questions. That is, in order to solve problems such as 

misunderstanding and disapproving the relationship between a 

medical diagnosis and necessary medical procedures, faced by 

physicians, hence increasing costs on medical insurance 

companies, it seems reasonable to explore and build a hybrid 

methodology, combining data mining techniques such as 

association rules and classification trees. Without using data 

mining to drill down into medical diagnoses and procedures 

provided by physicians or involved practitioners, it will remain 

unknown just how much variability occurs, and what decisions 

are routinely made in a hospital. Our review indicates no prior 

research states clearly such rules governing this relationship. 

Additionally, it seems reasonable for any health-care 

stakeholder to explore how charges may differ across various 

patients who have been similarly diagnosed given different 

payment sources. Therefore, our second research question 

focuses on exploring the relationship that may exist between the 

payment party, or the principal payment source, and the 

corresponding diagnosis as independent variables and the total 

charges presented as the dependent variable.  

The methodology is applied to real-world hospital data 

collected from a Vermont hospital web site 

(http://www.bishca.state.vt.us/health-care/vuhdds-2009-and-

earlier) and is evaluated through contrasting the outcomes of 

different data mining techniques such as classification trees and 

association rules. The outcomes of this study are intended to 

help physicians, patients, and insurance companies to make a 

faster and more accurate understanding of the relationship 

between medical diagnosis and procedures as well as 

understanding of how the principal payment source and the 

corresponding diagnosis impact charges. 

 

2. BACKGROUND 

Most hospitals today have been involved with many 

different types of information systems for managing their 

healthcare data. These systems generate huge amount of data in 

various forms such as text, numbers, images, and charts [7], [8], 

[9], and [10]. The challenge is in finding intelligent ways that 

enable physicians and other healthcare stakeholders to make 

acute clinical decisions. Considering the abundance of data 

contents, scholars have focused on finding plausible techniques 

to extract useful information from different sources of data. 

Masuda et al [2] applied medical data mining to classify and 

predict prognosis and diagnosis of patients in specialized 

medical areas. Kononenko [3] argues that data mining methods 

can be applied for training physicians to solve a specific 

diagnosis problem. Chae et al [9] contrasted the predictive 

power of three different techniques (CHIAD and C5.0 data 

mining decision trees and logistic regression) in predicting 

health outcomes to provide policy information for hypertension 

management. Their findings indicated that the data mining 

techniques resulted in more accurate health outcomes. Many 

other researchers have employed different data mining 

techniques to report interesting medical-related knowledge 

discoveries. These studies investigated various medical-related 

researches [11] [12] [13] [14] [15] [16] [17] [18]. 

 

While there are several algorithms for classification and 

prediction tasks, decision trees and association rules are among 

the most frequently used techniques in the medical data mining 

area. While it is easy to find many situations to prove the 

decision tree and association rule to be useful in the business 

domain, the decision tree enables to predict procedures and 

diagnoses in the domain of medicine.  Using tree-structured 

models in the form of ‘IF condition-based-on attribute-values 

THEN outcome-value’ to identify useful features of importance. 

These two features are argued to increase the readability and 

clarity of extracted findings. In addition, decision trees and 

association rules were found, in some cases, to outperform 
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traditional statistical techniques in their predictive power [7] 

[9]. 

Decision trees are knowledge representation structures 

consisting of nodes and branches organized in the form of trees 

such that, every internal non-leaf node is labeled with values of 

the attributes [19]. Starting with the original dataset, it is 

constructed by splitting subsets of the dataset into two or more 

nodes repeatedly. The best split process is determined based on 

the significance of difference among the categories of the 

predictor variable with respect to the target variable. The 

goodness (prediction power) of an extracted-tree model is 

determined by the model accuracy, where the higher it is, the 

more powerful the prediction.  

 

An association rule, on the other hand, gives an occurrence 

relationship among variables, where there are no predictors or 

target factors. It is intended to capture a certain type of 

dependence among variable values [9] [10]. In this paper for 

example, the association rule is used to identify the occurrence 

relationship between the medical diagnoses and procedures. For 

example, an inducted rule such as ‘IF patient is diagnosed with 

Complications of pregnancy, childbirth, perperium” THEN the 

procedure is Obstetrical procedures’ is evaluated by the 

frequent occurrences in data that provides an evidence of the 

relationship strength.   

 

3. DATA DEVELOPMENT 

3.1 Data Collection  

This study uses secondary data collected from hospitals in 

Vermont in 2009.  The data set is available for public use and is 

separated into three different files.  Inpatient hospital data 

encloses records for patients admitted to the hospital and stayed 

for more than a twenty four hour period.  Outpatient data refers 

to patients having procedures done at the hospital but are meant 

to leave before the end of the twenty four hour period.  

Emergency data contains records of patients admitted to the 

hospital through the emergency clinic. Even if encapsulated in 

Inpatient and Outpatient files, emergency data has been 

disjointed for ease of use.  For this particular study, we have 

selected the use of Inpatient data since it allows for more 

interesting analyses such as the number of days stayed at the 

hospital in relationship to other factors such as admittance date 

or type of insurance. 

 

Since the Vermont data was originally designed for 

analysis and mining, it was exceptionally easy to use compared 

to other public data sets.  The data sets came with excel files 

detailing the description, length, and expected values for each 

column.  Considering the complexity of terms used in the 

medical domain, these descriptor file were particularly helpful 

in making sense out of the collected data. Additionally, many 

experts who are blind to the study but closely engaged in the 

medical domain were consulted in order to increase our 

understanding of terms complexity, medical diagnoses and 

procedures, and medical payment sources. Out of the 77 

columns in the data set, diagnoses and procedures were key 

variables.  Twenty columns representing the different diagnoses 

a single patient might have gone through the hospital stay.  

Another twenty columns denoted the procedures performed on a 

single patient. Within the medical domain, it is well understood 

that any successive diagnosis or procedure requires that its 

predecessor be performed respectively.  The different diagnoses 

and procedures were coded using ICD-9-CM available for use 

and interpretation online at ICD9.chrisenders.com.  This 

particular websites describes codes used in 2009 data; which 

matches the dates our data was collected. In addition, the data 

set also contains diagnoses and procedure columns expressed in 

CCS codes (Clinical Classifications Software).  These codes are 

also available for public use at the Healthcare Cost and 

Utilization Project (HCUP) website. In general, CCS is a tool 

for clustering patient diagnoses and procedures into a 

manageable number of clinically meaningful categories 

developed at the Agency for Healthcare Research and Quality 

(AHRQ, formerly known as the Agency for Health Care Policy 

and Research). CCS is used for grouping conditions and 

procedures without having to wade through thousands of codes. 

This "clinical grouper" makes it easier to quickly understand 

patterns of diagnoses and procedures so that health plans, 

policymakers, and researchers can analyze costs, utilization, and 

outcomes associated with particular illnesses and procedures. 

CCS collapses diagnosis and procedure codes from the 

International Classification of Diseases, 9th Revision, Clinical 

Modification (IDC-9-CM), which contains over 12,000 

diagnosis codes and 3,500 procedure codes. Without CCS, the 

large number of ICD-9-CM codes poses difficulties in statistical 

analysis, data mining, and reporting.  

 

Besides the diagnoses and procedures variables, three more 

columns were focused on for the purposes of answering our 

second research question. These columns are the principal 

payment source, the corresponding diagnosis, and the charges 

incurred by a patient. 

   

3.2 Data Cleaning 

Even though the Vermont data sets were primarily 

designed for mining purposes, some cleaning was necessary to 

allow for use of our selected data mining tool (Orange).  In 

order to modify the file content, we first converted the text file 

available to an excel file for editing and filtering purposes.  

Then, redundant columns such as Charges_HCIA were 

removed.  In addition, some column names were modified to 

reduce the length.  Lengthy column names posed a problem 

while converting the excel file back to a tab-delimited text file.  

For this purpose, parts of names such as “_QTR”, “GRP”, and 

“CCS” were replaced by shorter syllables such as “Q”, “G”, and 

“N”, respectively.  To avoid other conversion issues, the 

charges column was modified to contain numbers with no 

decimal places. 

 

After successfully converting the file into a format 

accepted by the chosen data mining tool, we needed to tackle 

issues generated during the loading process.  Since the selected 

tool considers the rightmost column as being the dependent 

variable, it expects the last column in the dataset to be 

categorical.   Therefore, we created a new column by 

discretizing the “CHARGES” column.  The discretization 

process was made after careful analysis of the “CHARGES” 

distribution of values. Statistical properties of the column, as 

described below, show a variance between $219 and $725525, 

with an average of $17500.87, a median of 10,700.05, and a 

mode of 1331. The new discretized column included nine 

categorical values (“Extremely High", "Very High", "High", 

"Quite High", "Slightly High", "Middle", "Slightly Low", 

"Quite Low", and "Low").  
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3.3 Data Selection and Extraction 

In terms of number of columns, only data relevant to our 

research question was kept for use.  A pre-selected list of 

columns was kept for analysis. 

Data selection was made based on two major factors.  

Looking at the number of columns representing the ICD-9-CM 

coded diagnoses and procedures (20 columns each), along with 

the number of possible values in each column (about 3000 

different diagnoses available), we have decided to use the CCS 

coded columns.  The CCS coded columns include two column 

for diagnoses (NDX and NDXG) and four columns representing 

procedures (NPX, NPXG, NPPX, and NPPXG).  Having about 

200 different possible values, CCS coded data was specifically 

designed to simplify mining of the data.  As mentioned in 

several research studies in the medical realm, CCS coding is 

deemed more adequate for this type of analysis. In addition to 

these columns, we have included columns of principal payment 

source (PPAY), diagnoses group (NDXG), and charges 

(CHRGS) in order to be able to explore and answer the second 

research question. 

 

3.4 Descriptive Statistics 

Given the selected variables, visualization inspections have 

been conducted to ensure that the ranges of values across those 

variables are normally distributed.  The primary diagnoses and 

procedure variables with values between 1 and 256 (in 

accordance with the CCS single-level codes), and the diagnoses 

and procedures groups coded with numbers ranging from 1 to 

16 (representing the high level group of diagnosis or 

procedure).  The secondary procedure and procedure group fall 

in the same ranges of values (since encoded using the same 

CCS standard), represent any additional group of procedure that 

might have been performed to the patient during his/her stay at 

the hospital. 

The “Charges” column, as described earlier, was 

discretized using continuous charges values and includes values 

ranging from “LOW” to “Extremely High”. Last but not least, 

the “PPAY” column (Principal Payment Source) varied from 0 

to 12, and identifies the party responsible for paying the billed 

amount. 

 

 Accuracy  Sensitivity specificity 

Model 1 42.89% 82.41% 69.78% 

Model 2 47.24% 54.26% 91.32% 

Model 3 69.59% 57.58% 91.24% 

Table 1: Evaluation Results on Sample Data 

4. RULE BUILDING AND EVALUATION 

Focusing on exploring patterns in the data that would 

contribute to both understanding the behavior and improving 

the medical practice, we aimed at building a highly predictive 

model that addresses our two research questions.   

First, we analyze the data using regression and smoothing 

splines algorithms.  Because of the nature of data, where the 

same procedure can be linked to several diagnoses, these 

models all generated low predictive power.  The adjusted R-

square values, in each case, did not exceed 10%. 

We then geared towards using data mining techniques.  For 

practicality purposes, our first models used the Classification 

tree algorithm and were built and evaluated using a sample data 

of 22900 records.  With 70% of the data used for training and 

30% of used for testing, we were able to generate the following 

results: 

 
Model 1: predicts single-level procedures (CCSPX), using 

single-level diagnoses (CCSDX), 

Model 2: predicts single-level procedures (CCSPX), using 

group-level diagnoses (CCSDXGRP). 

Model 3: predicts single-level procedures (CCSPXGRP), using 

group-level diagnoses (CCSDXGRP). 

  
Once the models were identified, the final models 

were built using the complete data file, containing about 54,000 

records.  Using the diagnosis group, the model was able to 

predict with 60.43% accuracy the procedures needed to be 

administered.  

  

 CA Sensitivity Spec Precision 

Classification Tree 0.60 0.8 0.72 0.5508 

Table 2: Evaluation Results for Predicting Procedures 

For verification and tracing purposes, we have also 

built a model predicting diagnoses from the procedures 

performed.  This model can be used as review tool to be used by 

auditors and medical interns.  The model generated an accuracy 

level of 42%. 

 

 

 

CA Sensitivity Spec Precision 

Classification Tree 0.42 0.00 1.00 -1.00 

Table 3: Evaluation Results for Predicting Diagnoses 

Sup 

% 

Conf 

% Rule Description 

10 99.3 

IF  
NPXG = 13 

THEN 

 NDXG = 

11 

IF the procedure performed 

is “Obstetrical procedures” 

THEN the diagnosis was 

“Complications of 

pregnancy, childbirth, 

perperium”. 

5 55 

IF 

NPXG = 14 

THEN  
NDXG = 13 

IF the procedure performed 

is “Operations on the 

musculoskeletal system” 

THEN the diagnosis was 

“Musculoskeletal system and 

connective tissue” 

5 70 

IF  
NPXG = 7 

THEN  
NDXG = 7 

IF the procedure performed 

is “Operations on the 

cardiovascular system” 

THEN the diagnosis was 

“Diseases of the circulatory 

system”. 

4.9 64 

IF  
NPXG = 9  

THEN  
NDXG = 9 

IF the procedure performed 

is “Operations on the 

digestive system” THEN the 

diagnosis was “Diseases of 

the digestive system”. 

3.4 85 

IF  
NPXG = 11  

THEN 
NDXG = 15 

IF the procedure performed 

is “Operations on the male 

genital organs” THEN the 

diagnosis was “Liveborn” 

Table 4: Association Rules (Procedures => Diagnoses) 
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In quest for a more predictive model, we have used 

the k nearest neighbors (with k=10) on sample data of 22900 

records.  Using 70% of the data for training and 30% for testing, 

we were able to get an accuracy of 69.95%, sensitivity of 

47.17%, and specificity 90.37%.  Even though the model 

provided a relatively high accuracy, the model did not show 

sufficient predictability to counteract the low explainability and 

traceability powers of the model.  Because medical decisions 

can incur valuable consequences regarding patients’ lives, the 

model being used needs to either have a tremendous predictive 

power, of a high degree of explainablity to support the decision 

being made. 

 

Considering the fact the "clinical grouper" (NDXG 

and NPXG) provided higher accuracy, we focused on this 

model to extract and understand patterns. First, NPXG was 

made the DV while NDXG made the IV. We used association 

rules algorithm with variations across the minimum support and 

the minimum confidence percentages. Twenty experiments 

were conducted that involved fixing one factor and changing the 

other. The change step ranges from 0% to 100%. A set of rules 

were inducted shown in the following table: 

 

Second, NDXG was made the DV while NPXG made 

the IV. Following the same procedure, we were able to extract a 

set of rules shown in the following table: 

 

Sup 

% 

Conf 

% Rule Description 

10 93 

IF  
NDXG = 11 

THEN  
NPXG = 13 

IF patient is diagnosed with 

“Complications of 

pregnancy, childbirth, 

perperium” THEN the 

procedure is “Obstetrical 

procedures”. 

6 61 

IF  
NDXG = 8 

THEN  
NPXG = None 

IF patient is diagnosed with 

“Diseases of the respiratory 

system” THEN no procedure 

is given. 

6 54 

IF  
NDXG = 15 

THEN  
NPXG = None 

IF patient is diagnosed with 

“Liveborn” THEN no 

procedure is given. 

5.4 80.3 

IF  
NDXG = 13 

THEN  
NPXG = 14 

IF patient is diagnosed with 

“Musculoskeletal system and 

connective tissue” THEN 

the procedure is “Operations 

on the musculoskeletal 

system”. 

3.9 70 

IF  
NDXG = 5 

THEN  
NPXG = None 

IF patient is diagnosed with 

“Mental disorders” THEN 

no procedure is given. 

2.4 72 

IF  
NDXG = 17 

THEN  
NPXG = None 

IF patient is diagnosed with 

“Symptoms, signs, and ill-

defined conditions” THEN 

no procedure is given. 

1.8 54 

IF  
NDXG = 3 

THEN  
NPXG = None 

IF patient is diagnosed with 

“Endocrine, nutritional, 

metabolic, immunity” 

THEN no procedure is 

given. 

Table 5: Association Rules (Diagnoses => Procedures) 

Moving to answer our second research question, we 

analyzed the relationship between the charges and the principal 

payment source (PPS).  Looking at some rules generated by the 

decision tree, we can conclude that charges differ depending on 

the payment party. 

 

IF NDXG <=12.500 AND 

NDXG <=10.500 AND 

NDXG <=2.500 AND 

NDXG <=1.500 AND 

PPAY >1.500 AND 

PPAY >6.500 AND 

PPAY >7.500 AND 

PPAY <=11.500 AND 

PPAY <=9.000 

THEN CHRGS = Q_High 

IF NDXG <=12.500 AND 

NDXG <=10.500 AND 

NDXG <=2.500 AND 

NDXG <=1.500 AND 

PPAY >1.500 AND 

PPAY >6.500 AND 

PPAY >7.500 AND 

PPAY <=11.500 AND 

PPAY >9.000 

THEN CHRGS = E_High 

Table 6: Rules Relating Diagnoses and PPS to Charges -1 

In other words, for the same diagnoses, the billed 

amount differs from "Quite High" for self-pay patients to 

“Extremely High" for other payment sources.  This could 

probably be explained by discounts offered by hospitals for self-

paying individuals. 

 

Another rule depicted from the tree suggests that, for 

the same diagnoses, patients having Medicare are charged less 

than other patients. Further investigation needs to be performed 

to reveal whether the patients undergone the same procedures.   

 
IF NDXG <=12.500 AND 

NDXG <=10.500 AND 

NDXG <=2.500 AND 

NDXG <=1.500 AND 

PPAY <=1.500 

THEN CHRGS = High 

IF NDXG <=12.500 AND 

NDXG <=10.500 AND 

NDXG <=2.500 AND 

NDXG <=1.500 AND 

PPAY >1.500 

THEN CHRGS = E_High 

Table 7: Rules Relating Diagnoses and PPS to Charges -2 

Even though the conclusions made could be 

interesting in nature, it is important to recall that our model 

accuracy was low (34%). This suggests the need for further 

investigation.  

 

 

 

CA Sensitivity Spec Precision 

Classification 

Tree 

0.34 0.05 0.98 0.24 

Table 8: Evaluation Results of Model relating Principal 

Payment Source to Charges 

5. BUSINESS APPLICATION 

Most hospitals today have employed many different types 

of hospital information systems to manage their healthcare or 

patient data. These systems typically generate vast amounts of 

data in the form of number, text, chart, and image. How can 

healthcare practitioners turn that data into useful information 

that would enable to make intelligent clinical decisions? 

Considering the fast growth of data content, size, and diversity, 

researchers have focused on techniques to find useful 

information from collections of data. Although its application to 

medical data analysis has been relatively limited until recently, 
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the term ‘data mining’ has been increasingly used in the 

medical literature over the past few years. The goal of 

predictive data mining in clinical medicine is to derive models 

that use patient information to support specific clinical 

decisions. Data mining models can be applied to building of 

decision-making procedures such as prognosis, diagnosis, and 

treatment planning, which once evaluated and verified, could 

then be embedded in clinical information systems. 

 

Therefore, the purpose of this report is to focus on 

generating association rules that help physicians, hospital 

administrative, and may be insurance companies in two 

perspectives. First, understanding the link between patients’ 

diagnoses and the corresponding procedures can help physicians 

make faster and more accurate decisions upon identifying the 

right diagnosis. Hospital administrative, on the other hand, will 

be able to follow up on un-necessary costs related to cases 

where diagnoses are the same but the procedures are different. 

The same application of such model would benefit insurance 

companies to cut their cost responsibilities. Second, the model 

that relates the payment source and the corresponding diagnosis 

from one side and charges from another side will be a great deal 

for insurance companies in order to keep track of their cost 

responsibilities. 

 

6. FUTURE INVESTIGATION 

While extracting a model that precisely determines the 

relationship between diagnoses and procedures seems a 

promising a data mining research question, we think that the 

methodology applied in this report is just an introduction to 

understand this relationship. Future research would require not 

only investigating this link on the group level, as we did in this 

report, but also, exploring if there is any pattern among the low-

level groupings of both diagnoses and procedures. That is, we 

need to consider how the twenty groups of diagnoses are linked 

or related to the twenty groups of procedures. Answering this 

question would convey more accurate information to physicians 

and insurance companies. 

 

7. CONCLUSION 

The present study analyzes inpatient hospital data to build 

predictive data mining models.  Predicting the procedures to be 

performed using doctors’ diagnoses, the first model offered a 

great level of accuracy; Thus, providing a relatively reliable tool 

for doctors and insurance companies to review hospital actions 

at the very low cost of running the DM model.  However, it is 

noteworthy that secondary data was used for this project. 

Therefore, conditions and methods used for the data collection 

are unknown to us.   

 

The second model analyzed by the study predicts the 

patient’s billed amounts using the diagnosis and the primary 

payment source.  This model, especially designed for insurance 

use, suggests interesting findings with respect to the total 

amount charged to patients with the same diagnoses but with 

different types of insurances.  However, for more reliability, we 

recommend selecting some of the cases used by the model to 

build a specific rule, and have them reviewed by professionals 

in the medical domain.   

 

Overall, the Vermont hospital data gave us the opportunity 

to sharpen our data mining skills and provided us with some 

interesting insights about practices in the medical realm. 
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ABSTRACT 

With the fast booming of online music repositories, the problem 

of building music recommendation systems is of great 

importance. There is an increasing need for content-based 

automatic indexing to help users find their favorite music 

objects. In this work, we propose a new method for automatic 

classification of musical instruments. We use a unique set of 

timbre related descriptors, extracted on polyphonic sounds 

(multiple distinct instruments) in combination with data mining 

classifiers.  We report high classification accuracy. 

Keywords: Music Information Retrieval, Data Mining, Timbre. 

 

1.  INTRODUCTION 

To many people in many cultures music is an important part of 

their way of life. Greek philosophers and ancient Indian 

philosophers define music as horizontally ordered tones, or 

melodies and vertically ordered harmonies. Common sayings 

such as "the harmony of the spheres" and "it is music to my 

ears" point to the notion that music is often ordered and pleasant 

to listen to.  

With 20th century music, there is a vast increase in music 

listening as the radio gained popularity and phonographs were 

used to replay and distribute music. The focus of art music is 

characterized by exploration of new rhythms, styles, and sounds. 

Today, we hear music media in advertisements, in films, at 

parties, at the philharmonic, etc. One of the most important 

functions of music is its effect on humans. Certain pieces of 

music have a relaxing effect, while others stimulate us to act, 

and some cause a change in or emphasize our mood. Music is 

not only a great number of sounds arranged by a composer, it is 

also the emotion contained within these sounds [4]. 

The steep rise in music downloading over CD sales has created a 

major shift in the music industry away from physical media 

formats and towards Web-based (online) products and services. 

Music is one of the most popular types of online information 

and there are now hundreds of music streaming and download 

services operating on the World-Wide Web. Some of the music 

collections available are approaching the scale of ten million 

tracks and this has posed a major challenge for searching, 

retrieving, and organizing music content. Research efforts in 

music information retrieval have involved experts from music 

perception, cognition, musicology, engineering, and computer 

science engaged in truly interdisciplinary activity that has 

resulted in many proposed algorithmic and methodological 

solutions to music search using content-based methods [3]. 

This work contributes to solving the important problem of 

building music recommendation systems. Automatic recognition 

or classification of music sounds helps user to find favorite 

music objects, or be recommended objects of his/her liking, 

within large online music repositories. We focus on musical 

instrument recognition, which is a challenging problem in the 

domain. 

Melody matching based on pitch detection technology has 

drawn much attention and many music information retrieval 

systems have been developed to fulfill this task. Fewer systems 

focus on timbre. 

The original audio signals are a large volume of unstructured 

sequential values, which are not suitable for traditional data 

mining algorithms, while the higher level data representative of 

acoustical features are sometimes not sufficient for instrument 

recognition. This has stimulated the research on instrument 

classification and feature selection for content-based automatic 

music information retrieval.  

We propose a new method for automatic classification of 

musical instruments with polyphonic sounds. We focus on 

timbre related features, in combination with data mining 

classifiers. 

The rest of the paper is organized as follows: section 2 reviews 

related work, section 3 discusses timbre, section 4 describes 

features, section 5 illustrates our methodology, section 6 shows 

the experiment results, and finally section 7 concludes.
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2.  RELATED WORK

2.1 Classification of Monophonic Music Sound 

Martin and Kim [8] employed the K-NN (k-nearest neighbor) 

algorithm to a hierarchical classification system with 31 features 

extracted from cochleagrams. With a database of 1023 sounds 

they achieved 87% of successful classifications at the family 

level and 61% at the instrument level when no hierarchy was 

used. Using the hierarchical procedure increased the accuracy at 

the instrument level to 79% but it degraded the performance at 

the family level (79%). Without including the hierarchical 

procedure performance figures were lower than the ones they 

obtained with a Bayesian classifier. The fact that the best 

accuracy figures are around 80% and that Martin and Kim [8] 

have settled into similar figures shows the limitations of the K-

NN algorithm (provided that the feature selection has been 

optimized with genetic or other kind of techniques). Therefore, 

more powerful techniques should be explored. 

Timbre classification systems have also been developed based 

on auditory processing and Kohonen self-organizing neural 

networks; where, data is preprocessed by peripheral 

transformations to extract perception features, then fed to the 

network to build a map. Such method did not quite well 

distinguish the instruments. 

Bayes Decision Rules and Naive Bayes classifiers are simple 

probabilistic classifiers, by which the probabilities for the 

classes and the conditional probabilities for a given feature and a 

given class are estimated based on their frequencies over the 

training data. They are based on probability models that 

incorporate strong independence assumptions, which may, or 

may not have a bearing in reality, hence are naive. The resultant 

rule is formed by counting the frequency of various data 

instances, and can be used then to classify each new instance. 

Brown [2] applied this technique to 18 Mel-Cepstral coefficients 

by a K-means clustering algorithm and a set of Gaussian mixture 

models. Each model was used to estimate the probabilities that a 

coefficient belongs to a cluster. Then probabilities of all 

coefficients were multiplied together and were used to perform 

the likelihood ratio test. It then classified 27 short sounds of 

oboe and 31 short sounds of saxophone with an accuracy rate of 

85% for oboe and 92% for saxophone.  

Tzacheva and Bell [11] used timbre related features for 

classification of musical instruments with monophonic sounds. 

Authors proposed new features for preservation of temporal 

information. Since classifiers do not distinguish the order of the 

frames, they are not aware that frame t1  is closer to frame t2  

than it is to frame  t3 . Their proposed features allow for that 

distinction to be made. Authors  achieved good classification 

accuracy. 

2.2. Classification of Polyphonic Music Sound 

One approach to address multi-timbre estimation in polyphonic 

sound is to apply sound separation techniques [12] along with 

the traditional classifiers. Each time when one classification 

label from a set is assigned, the sound separation module is 

applied to subtract the estimated timbre feature from the signal 

so that the signal of the single instrument is separate from the 

polyphonic sound signal. Then the classifier can be applied 

again on the residue of the signal to assign another label. 

The sound separation process for each frame continues until the 

remnant of the signal is too weak to give any further timbre 

estimation. However, there is one problem in this method. After 

each sound separation process, the timbre information of the 

remaining instruments could be partially lost due to the overlap 

of multiple timbre signals, which make it difficult to further 

analyze the remnant of sound signal. 

Instead of giving one classification label at a time, multi-label 

classification assigns multiple labels from a set, to the target 

estimation object. Some research on multi-label classification 

has been done in the text categorization area [7], [10], and in 

scene recognition [1]. Authors approached the problem by 

training a classifier with samples with multiple labels. A multi-

label classification system for polyphonic sounds was proposed 

by Jiang at al. [6]. 

Typically a digital music recording, in form of a binary file, 

contains a header and a body. The header stores file information 

such as length, number of channels, sampling rate, etc. Unless it 

is manually labeled, a digital audio recording has no description 

of timbre or other perceptual properties. Also, it is a highly 

nontrivial task to label those perceptual properties for every 

piece of music based on its data content. 

In music information retrieval area, a lot of research has been 

conducted in melody matching based on pitch identification, 

which usually involves detecting the fundamental frequency. 

Most content-based Music Information Retrieval (MIR) systems 

query by whistling/humming systems for melody retrieval. Few 

systems exist for timbre information retrieval, which indicates it 

as a nontrivial task [6]. In addition, typically, the timbre related 

methods use monophonic sounds (one distinct instrument). Such 

timbre estimation algorithms are rarely successfully applied to 

polyphonic sounds (multiple distinct instruments), which occur 

more often in the real music world. In this work, we propose a 

new method for automatic classification of musical instruments 

with  polyphonic sounds. We use a unique set of timbre related 

descriptors in combination with data mining classifiers. 

 

3.  TIMBRE 

The definition of timbre is: in acoustics and phonetics - the 

characteristic quality of a sound, independent of pitch and 

loudness, from which its source or manner of production can be 

inferred. Timbre depends on the relative strengths of its 

component frequencies; in music - the characteristic quality of 

sound produced by a particular instrument or voice; tone color. 

ANSI defines timbre as the attribute of auditory sensation, in 
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terms of which a listener can judge that two sounds are different, 

though having the same loudness and pitch. It distinguishes 

different musical instruments playing the same note with the 

identical pitch and loudness. So it is the most important and 

relevant facet of music information. People discern timbre from 

speech and music in everyday life. 

Musical instruments usually produce sound waves with 

frequencies, which are an integer (a whole number) multiples of 

each other. We call these frequencies harmonics, or harmonic 

partials. The lowest frequency is the fundamental frequency f0, 

which has close relation with pitch. The second and higher 

frequencies are called overtones. Along with fundamental 

frequency, these harmonic partials distinguish the timbre, which 

is also called tone color. The human aural distinction between 

musical instruments is based on the differences in timbre. 

The body of a digital audio recording contains a large number of 

integers in a time-order sequence. For example, at a sampling 

rate 44,100Hz, a digital recording has 44,100 integers per 

second. This means, in a one-minute long digital recording, the 

total number of integers in the time-order sequence is 2,646,000, 

which makes it a very large data item. The size of the data, in 

addition to the fact that it is not in a well-structured form with 

semantic meaning, makes this type of data unsuitable for most 

traditional data mining algorithms. 

Timbre is rather subjective quality and not of much use for 

automatic sound timbre classification. To compensate, musical 

sounds must be carefully parameterized to allow automatic 

timbre recognition. 

 

4.  FEATURE DESCRIPTIONS 

Based on recent research, MPEG published a group of features 

for digital audio content data. They are either in the frequency 

domain or in the time domain. For those features in the 

frequency domain, a STFT (Short Time Fourier Transform) with 

Hamming window has been applied to the sample data. From 

each frame a set of instantaneous values is generated. We extract 

the following timbre-related features from MPEG-7: 

Spectrum Centroid - describes the center-of-gravity of a log-

frequency power spectrum. It economically indicates the pre-

dominant frequency range. We use Log Power Spectrum 

Centroid, and Harmonic Spectrum Centroid. 

Spectrum Spread - is the Root of Mean Square value of the 

deviation of the Log frequency power spectrum with respect to 

the gravity center in a frame. Like Spectrum Centroid, it is an 

economic way to describe the shape of the power spectrum. We 

use Log Power Spectrum Spread, and Harmonic Spectrum 

Spread. 

Harmonic Peaks - is a sequence of local peaks of harmonics of 

each frame. We use the Top 5 harmonic peaks - Frequency, and 

Top 5 Harmonic Peaks - Amplitude. 

In addition, we use the Fundamental Frequency as a feature in 

this study. 

 

5.  METHODOLOGY 

We start with a set of musical instrument recordings containing 

two instruments mixed. One instrument is predominant. We 

divide each recording into frames of 40 milliseconds. Each 

frame overlaps the previous frame by 1/3. Next, we extract the 

above described features on each frame (object). Then, we train 

and test a classifier. We use a single-label approach and assign 

the predominant instrument as the correct class. 

Formally defined as: let S = {X, F ⋃ L} be the training dataset, 

where X is the set of instances, L = {l1, l2, …, ln} is the set of all 

class labels, and F = {f1, f2, …, fm} is the m-dimensional feature 

vector used to build a classifier C, which estimates the target 

object t = {v1, v2, …, vm}. Then, the estimation result would be 

C(t) = {d: d ∈ L}. 

We use two classifiers - a bayesian neural network and a J45 

decision tree, and compare the results. Neural networks process 

information with a large number of highly interconnected 

neurons working in parallel to solve a specific problem. Neural 

networks learn by example. Decision trees represent a 

supervised approach to classification. It is a simple structure 

where non-terminal nodes represent tests on one or more 

attributes and terminal nodes reflect decision outcomes.  

One class label with the highest confidence is assigned to the 

estimation object and the other candidate classes are simply 

ignored. Figure 1. illustrates our polyphonic sound classification 

method. 

 

 

Figure 1. Music information retrieval with polyphonic sounds 

and timbre 
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6.  EXPERIMENT 

We have chosen 6 instruments: viola, cello, flute, english horn, 

piano, and clarinet to our experiments. All recordings originate 

from MUMS CD’s by Opolko and Wapnick [9], which are used 

worldwide in similar tasks. 

To create the analysis set a 0.2 second sample from 1.0 seconds 

to 1.2 seconds excerpt from the non-dominant instrument is 

mixed with the predominant instrument at every minute 

boundary (eg. 0.0s to 0.2s, 1.0s to 1.2s, 2.0s to 2.2s, etc.). 

The mixed sound files used, with predominant instrument listed 

first, are: File1:  Viola and Flute, File2:  Flute and Englishhorn, 

File3:  Viola and Englishhorn, File4:  Cello and Piano, File5:  

Cello and Clarinet, File6:  Clarinet and Piano.  

Next, we split each recording into overlapping frames. Then, we 

extract the features described in the previous section 5. That 

produces a dataset with 1224 instances and 16 attributes.  

We import the dataset into WEKA [5] data mining software for 

classification. We train two classifiers: Bayesian Neural 

Network and J45 Decision Tree. We test each one using 60% of 

samples for training and testing with remaining 40%, as well as 

testing using bootstrap. Results show Bayesian Neural Network 

has accuracy of 92.04% with 60/40 test and 94.28% via 

bootstrap testing. J45 decision tree has accuracy of 96.12% with 

60/40 test and 98.93% via bootstrap testing. Summary results 

comparing the two classifiers are shown in Figure 2. The 

detailed results for Bayesian Neural Network and J45 Decision 

Tree are shown in Figure 3 and Figure 4 respectively. 

 

 

Figure 2. Correctly classified instances % - classifier 

comparison 

 

 

Figure 3. Bayesian neural network detailed accuracy by class 

 

 

Figure 4. J45 decision tree detailed accuracy by class 

 

7.  CONCLUSIONS AND DIRECTIONS FOR THE 

FUTURE 

We produce a music information retrieval system, which 

automatically classifies musical instruments. We use timbre 

related features. Our proposed methodology successfully 

classifies polyphonic music sounds (multiple distinct 

instruments). We report high classification accuracy. We find a 

decision tree classifier to be the most appropriate for this type of 

media. Our proposed method presents an improvement over 

previous timbre methods, which primarily focus on monophonic 

sounds. 

This work contributes to solving the important problem of 

building music recommendation systems. Automatic recognition 

or classification of music sounds helps user to find favorite 

music objects within large online music repositories. It can also 

be applied to recommend musical media objects of user's liking. 

Directions for the future include automatic detection of emotions 

[4] contained in music files. 
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ABSTRACT 

Brief description of RHA(T) information language – system 

designed for discrete distributions coding, analysis compositions 

of any nature, their ordering and description of their alternation 

processes is given.  Here, R is rank formula of composition – a 

sequence of components by reduction of their value (contents); 

 is Shannon information entropy – complexity measure; –

anentropy – measure of purity;  – tolerance – measure of 

ultrapurity. The system was tested on objects, the components of 

which were chemical elements, molecules, minerals, population 

ages, nationalities etc. Lexicographic – after special alphabets – 

ordering of composition descriptions enables a linear hierarchic, 

periodic ordering of rank formulas. RHAT system in the 

chemical version of its utilization, being a System for 

Compositions representation, is a development of the Periodic 

System of Elements included by it as an alphabet. HAT

characteristics are used as the most adequate ones for studying 

mixing and separation processes constantly taking place in 

nature and in engineering. 

Keywords: coding, discrete distribution, entropy, anentropy, 

complexity, purity, mixing, separation. 

1. INTRODUCTION

Natural, human, and social sciences have similar problems when 

describing discrete distributions (polycomponent compositions 

of objects), systematizing them and reflecting processes of their 

change. Among the problems absence of natural boundaries, 

indefiniteness and insignificance of names, instability of 

compositions in time and space. When nomenclature obsoletes, 

information on the objects which existed actually is lost along 

with the names. Large data arrays are poorly visible. Therefore, 

errors are undetected for a long time. Different forms of 

composition descriptions are used in different disciplines. When 

studying processes of compositions change, attention is usually 

focused on the behaviour of individual system components; this 

does not allow observing the overall trend in the system 

evolution. All this makes it difficult to implement new advances 

in the study of both the objects themselves and processes of their 

change, even in the adjacent areas of science. [1]. 

The system RHA( ) (RHA in the initial version) [2–3]. removes 

a great number of difficulties in these areas, being a general-

purpose method for conceptual coding of compositions of any 

nature, creation of unambiguously structured databases, as well 

as using a diagram for integral mapping  of fundamental  

processes of composition changes; mixing and separation [4]. 

2. RANK  FORMULA 

Rank formula R, a semi-quantitative characteristic of 

composition, is a sequence of event symbols, or elements in 

composition of an object, by decrease of their occurrence 

frequency (concentration) pi. In case of contents equality, equal 

sign is put between them, and components are arranged 

according to the accepted alphabet. For chemical compositions, 

alphabet is represented by the sequence of elements in the 

Periodic System of Elements. Rank formula is written in a row. 

Rank formulas are situated in column under each other. R length 

denoted by n is taken for a detail measure of composition study 

and serves as R length standard when choosing types of events 

for further calculations. This is crucial, as it is often required to 

compare analyses of different lengths, with different component 

lists and with large differences in the content values. Thus, 

chemical analyses may include the content values differing by 

several of exponent. R is a name of sector in the composition 

diagram – simplex divided by median or hyperplanes median 

(Fig. 1). 

Fig.1. Rank formulas of carbon-tungsten-iron alloys as 

sector names of a triangle diagram partitioned by medians.  
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Ordering of R`s assemblies is made using special alphabets. In 

this case, R is taken as a “word”, where element (component) 

symbols are “letters”. The Periodic System of Elements as the 

best fixed sequence of elements is taken for a chemical alphabet. 

Correspondingly, “ ”, “He”, “Li” are the first three letters of 

this alphabet. For interval composition number axis is an 

alphabet. Vertically ordered alphabetic sequence of such 

“words” generates a linear hierarchic, periodic classification of 

composition rank formulas (Tab. 1).  

Hierarchic character of classification is determined by two 

factors. The first one is that each rank formula with n detail 

belongs to a single rank formula with n–1 detail. The second one 

is that the hierarchic character is shown in the rank formula 

itself. Thus, the first rank (R1) is occupied by the most 

widespread element in the given system, for example, oxygen O. 

Class of the second rank R2 – OSi – silica-oxygenic enters into 

it. In its turn, R3 class – OSiAl – alumino-silica-oxygenic enters 

into the latter class. System periodicity is shown in large enough 

assemblies in group arrangement of similar objects. In Tab.1, the 

system periodicity is exemplified by carbonatite arrangement. 

From combinatorial analysis positions rank formulas are 

distribution from N alphabet symbols on n. Correspondingly, 

for example, for chemical compounds with n=1, N equals 88. 

With n increasing, the number of rank formulas rises sharply 

and for n=10 their number increases to 7.7*1019. The actual 

number should be much smaller for cosmochemical and 

technological reasons. Generally, such a large number of 

possible R`s also does not interfere with their use, as a similar 

number of words that can be generated combinatorially in 

natural languages does not interfere as well. 

The text of R-dictionary [5] was ordered according to the 

described above alphabet - in the collection of information about 

the theoretical chemical compositions of all known minerals.The 

collection included more than 4,500 records. R-dictionary, as far 

as we know, is the first publication in which search 

characteristic is represented by strictly uniformly arranged data 

on the chemical composition of minerals. This method allows, 

after the available chemical formula (not only of minerals) is 

transformed into a rank formula, determination of the mineral 

name in 92% of cases. The rest 8% are polymorphs – minerals 

with the same chemical composition but different structure. 

Optical or X-ray methods are necessary for their determination. 

According to the R-dictionary materials, quantities of minerals 

with the given length of rank formulas were calculated (Fig. 2). 

Fig.2 Distribution of minerals after the rank (chemical) formulas 

length

The upper curve - distribution of all minerals; the lower one, 

only "new" minerals discovered in recent years. When 

preserving the rules of new minerals distinguishing, curve shape 

should not change significantly.Therefore, we can, first, say that 

in conditions of accessible for studying part of the Earth's crust, 

maximum number of minerals forms as chemical compounds 

containing 4-5 chemical elements. We can surely say that 

statistics of minerals, for example moon ones, will be different. 

Second, a weak minimum on the upper curve and distinct one on 

the lower curve indicates that this phenomenon is clearly not a 

matter of nature. Apparently, this fact is an evidence of the 

initiated exhaustion of the minerals diversity for discovery of the 

new ones. 

Rocks can be regarded as mixtures of minerals with different 

compositions. Problems of their unequivocal description and 

classification have long existed and have been solved separately 

for igneous, sedimentary, metasomatic, metamorphic rocks. 

Using sequences of mineral symbols after reduction of contents 

in rock as rank formulas, and R-dictionary as an alphabet, one 

can construct a common systematic of any rocks, for which 

mineral-molecular compositions exist (or can be estimated). 

Accordingly, chemical-molecular information on the 

technology, food, pharmaceutical products may be organized in 

such a way. 

Rank formula is the first step for composition description. The 

second is introduction of quantitative characteristics. 

3. QUANTITATIVE CHARACTERISTICS OF 

DISTRIBUTIONS 

The 1st quantitative characteristic of composition with n detail is 

C. Shannon information entropy as a composition complexity 

measure, = – pilgpi. Information entropy is an analogue of 

thermodynamic entropy of mixing [6[. Standardized to the 

interval 0÷1 entropy is calculated by formula En = H/lgn.

Isolines of standardized entropy in the three-component diagram 

are shown in Fig. 2. 

Fig. 2. Entropy isolines of the three-component diagram 

When the system is split into two with composition change,

entropy of at least one of the final products, as it was proved [7], 

is lower than the entropy of the original system. When two 

different compositions are mixed, entropy of the resulting 

composition is higher than that of at least one of the original 

ones. Conclusions of these theorems: during separation, 

complexity significantly decreases statistically; during mixing, 

composition complexity significantly increases statistically.

Entropy provides for a preferential consideration of large and 

medium in content components and is low sensitive to the small 
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ones. Therefore, compositions differing strongly, especially in 

small components, can have the same H (En) value (Fig. 3). In 

addition, compositions of objects with the same R and En but 

relating to different types exist. In particular, this is the situation 

with some shales (rocks) and muscovites (mineral). This fact has 

led to the introduction of the second characteristics of ranked 

distribution of component compositions. 

Fig. 3. Compositions variants at En = 0.376. 1 – 

theoretical composition – the first component  82%, the rest 2% 

each; 2 and 3 – rocks; 4 –- mineral of "simple" composition; 5 - 

theoretical composition - the first two components 47% each, 

third 5.96, and the rest 0.005% each. 

For preferential estimation of small components smallness, the 

purity measure of compositions, anentropy A is introduced [1–

4]. In the simplest case, A= – ( lgpi)/n – lgn. Anentropy values 

belong to the range 0 ÷ + . Minimum value  = 0 is obtained 

when p1 = p2 = p3 =…= pn = 1/n. Maximum  = +  is get if in 

the analysis at least one pi = 0. For anentropy reduction to the 

interval 0÷1, anentropy is divided by A of the “analytically

ideally pure system”. Such composition consisting of n–1

admixtures in contents equaling half sensitivity of a certain 

standard investigation method, and one component completing 

their sum to 1 is taken for such system. For chemical analyses of 

rocks and minerals, half sensitivity is taken for p = 0.00005. We 

get An independent of logarithm base. The name "anentropy" 

reflects its similarity to entropy and the opposite with respect to 

small components.  

Fig. 4. shows a three-component diagram with plotted anentropy 

isolines. It is seen that An varies slightly at compositions 

commensurability and increases sharply when approaching the 

composition, in which one component dominates. In chemistry, 

it is an "elementary substance". Let us note that the most 

effective methods for improving purity of chemical elements 

leave in the matter dozens of elements – admixtures analyzed by 

modern methods. 

Comparability of n values for analyses with different n is 

provided for by R length standardization. For identification of 

the overwhelming majority of geological objects and for solving 

of many genetic problems, n = 10 detail was accepted. This 

corresponds to consideration of 99.5-99.9..% of matter records 

in the system. 

Fig. 4. Anentropy isolines of the three-component diagram  

For describing compositions, in which taking into account of 

extra small component contents is necessary, one more 

characteristic – measure of ultrapurity – “tolerance”  was 

introduced [8]. It is calculated from the formula lg[( 1/pi)/n]. In 

case of weak discrimination of compositions in EnAn diagram,

one passes to EnT diagram.

All three characteristics at the given composition are 

independent of the phase state, temperature, pressure, and 

structure of an object; therefore, they allow reflecting processes 

of compositions change in systems of any nature. At the same 

time, values, especially An and T for the systems resulting from 

separation, the mechanism of which is generally selection, 

depend on the speed of this process. The higher its speed, the 

less perfect separation, the more difficult and less pure the 

composition becomes, the higher En values and the lower An

values and T, approaching the original composition. 

Investments of individual concentration into ,  and  are 

shown in Fig.5. 

Fig. 5. Investments into functions:  – En (– pi*lgpi),  –

An (– lgpi);  – T (1/pi)

As one can see, maximum contributions to the integral 

characteristic is made by 1/p. That is, the use of tolerance will 

monitor the operational process when obtaining high purity 

matters. In other cases – to capture the effect of rare events on 

the overall behaviour of the system. 
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4. EnAn (En )  DIAGRAMS 

EnAn (or EnT) diagrams are used: 

1) for reflection of disordered datasets, features of point 

distinguished in this case, heterogeneities of the distribution 

density of points, the nature of arcs direction are revealed, 

manifestation of anomalous analyses;

2) for ordered ones, particularly, for processes reflection. En

increase and n decrease correspond to mixing processes 

(mixture preparation: pharmaceutical, food etc.; exhaust gas 

emission into the atmosphere, river inflow into seas…). H

decrease and increase are peculiar to separation processes 

(any concentration, purification, crystallization etc.). Several 

typical trajectories of entropy characteristic changes under 

different processes of compositional changes are shown in Fig. 

6.

Processes of minerals and rocks evolution shown here are 

crystallization processes, which are typical separation processes. 

They take place under the increment of content of the first 

components in R`s and decrease of the last ones. Direction of 

trajectory of the national composition change in Turkmenistan is 

the same. Mixing processes are exemplified by the national 

composition change in Estonia and water dissolution of 

potassium nitrate. 

Fig. 6. Evolution of compositions, (calculations for 10 elements) 

 1– water, 2,3,4,5 – water dissolubility of potassium nitrate at 

temperatures 0, 20, 40, 600 , 6 – potassium nitrate (KNO3);  – 

mineral scheelite  (CaWO4) change in composition from the 

crystal center to the periphery [9],  – magmatic rocks from 

gabbro to granite [10]; (calculations for 4 components): national 

composition [11]:  –Turkmenistan (1959-1979),  – Estonia 

(1959-1979).

Such diagrams enable comparison of the processes taking place 

in different systems. As we see, evolution of compositions of 

individual minerals in rocks and composition of rocks hosting 

them etc. may be traced. 

5. RHAT  IN  GENERAL 

RHAT assembly may be considered a “soft” system of 

coordinates specifying location of the composition area in the 

compositions diagram (in contrast to "hard" systems of 

coordinates describing point position). 

From positions of semiotics RHAT it alphanumeric-sign symbol  

system of the description of compositions and their alteration.

From stand point  of information theory this method is rank-

entropy characterization of system composition on subset their 

dominant components 

Entropy used in dozens of sciences, together with anentropy 

mathematically related with it, enabled construction of a 

diagram, which can be used to depict the processes of 

composition change without restrictions on the nature of 

changing systems. 

The main advantage of using RHAT consists in simplicity and 

unity of the representation way and ordering the compositions of 

objects of any nature, which allows organizing quantitative 

analytical data as hierarchical, periodic systems. At the same 

time, systematizing of objects is performed regardless of 

whether they have names. The method was mainly developed on 

compositions of geological objects, where over twenty 

alternatives of its utilization are implemented [12]. Moreover, its 

potential is tested on age and national distributions of 

population, in linguistics, as well as on changes of personal 

income distributions, as a two-dimensional alternative to the 

one-dimensional Gini coefficient. 

RHAT-method for chemistry is a development of the Periodic 

System of Elements. The method provided the possibility of a 

uniform ordering of all available (and pending) information on 

the chemical compositions of objects of any nature. 

Organization of the Hierarchical Periodic System of 

Compositions is correlated to the structure and information on 

the composition embedded into the Periodic System of Elements 

after 17 entries [13]. Main similarities and differences are 

shown.

For any chemical composition, there is a strictly defined place in 

the System of Compositions, as in a dictionary or encyclopedia. 

Properties of the Periodic System of Elements are inherited in 

the coding system: average atomic weights of compositions 

grow from the beginning to the end of the System of 

Composition.

RHAT system and PETROS was used for creation of a databank 

«Chemistry of Nature Objects». It includes chemical 

compositions of minerals, rocks, ores, waters, gases, meteorites, 

and other space bodies (46,000) records. Databank sampling is 

represented in Table. 

Low En and high An values of the Sun, water, and minerals 

(pyrite) bear the evidence of strong differences of the first 

components in R from the last ones. High En and low An values

correspond to a more uniform distribution of component 

contents (carbonatite, kimberlite, bone fishes). 

In the Internet, there is an integrated catalogue of rocks and 

rock-forming minerals (4,300), minerals (micas – 1,600, 

pyroxenes – 900, tourmalines 800 etc.), as well as a catalogue of 

mineral compositions of alkalic rocks combined with the 

catalogue of chemical compositions (480 records). 
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Work on the method is provided by Petros 3 software package, 

the recent version of which allows using alphabets 100 in 100  

symbols each [14]. 

Brief description of RHAT  method, collections of compositions 

of different minerals and rocks as well as their codes in RHAT

form are available at the web-site: 

http://geology.spbu.ru/department/scientific/rha-

language-method
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ABSTRACT 

Even for the specific case of projects, the concept of complexity 

has no widely accepted definition. In the literature, this is 

associated to novelty, interdependencies, technology and to sets 

of variables as a whole. Some authors have an approach to 

complexity of projects based on subjective connotation. 

This study aimed to identify factors related to the complexity of 

the projects in the area of information systems based on the 

perspective of their managers. It is classified as exploratory 

research and quantitative; and used a web-based survey with the 

participation of 140 Brazilian project managers of new 

information systems or of enhancements to existing systems. 

The data analysis indicated that the complexity of projects 

managed by the participants can not be related to one factor or a 

specific group of factors, but possibly to different combinations 

of factors. Moreover, the scope of the project seems to be one of 

the most relevant contributors to the complexity of projects 

related to information systems. 

Keywords: Project Complexity, Project Management and 

Factors of Complexity. 

1. INTRODUCTION 

The term "project" is used commonly with different meanings. 

Boutinet [1] refers to projects like figures ubiquitous in social 

life, defined by three core characteristics: uniqueness, 

materialization of the objective and identity. The PMI - Project 

Management Institute [2] adopts the concept that a project 

delivers products, services or results that are exclusive, non-

repetitive or unique. Project is also temporary endeavor that 

starts with an idea and ends with the delivery of the 

materialization of this idea. 

Archibald [3] states that the objective of a project, or the type of 

product that it generates, e.g. an information system, is one of 

the factors that defines how a project will be managed, 

differentiating it from others. However, even if different 

projects have similar goals, they will differ from each other 

depending on the context in which they are executed and on the 

degree of complexity it represents to their managers. According 

to Shenhar and Dvir [4], the context can be evaluated according 

to the complexity, uncertainty and the degree of familiarity with 

the organization's projects. Thus, among the characteristics of 

projects, complexity is one that has received increasing 

attention. Williams [5] affirms that, in general, there are two 

basic reasons for this phenomena: extensions or improvements 

of previous generations of the products (e.g. additional features 

and greater inter-relationships); and increasing projects 

restrictions in respect to deadlines and expectations about the 

delivery of the products. As a consequence, specifically related 

to projects of development of information systems, the research 

results of Xia and Lee [6] indicate that the complexity is 

associated with delays, cost overruns, restrictions of system 

functionalities and reduction on user satisfaction. 

The concept of systems is used to define important components 

of projects complexity related to interconnections and 

interdependences of organizations and technologies [7], [8], [9], 

[10]. According to Shtub et al [11], complexity is at the root of 

the concept of projects, since the factors that determine the 

realization of projects include the complexity never seen before 

in the design, development and implementation of a new system. 

Remington et al [10] agree that complexity is important for the 

management of projects because of difficulties associated with 

decision-making and achievement of goals. However, they 

indicate a lack of operational definitions for the concept of 

complex projects. Geraldi [8], Adlbrecht and Geraldi [9] and 

Williams [5] believe that it is necessary to look at the project 

and its problems holistically, considering not only the specific 

components, but also its effects. In general, the concept of 

complexity on the projects has been explored based on different 

theories and perceptions, inclusively having different positions 

in relation to the concepts of difficulty, uncertainty and 

complexity. One must consider, however, that despite the 

established concept of complexity in other areas such as physics 

and biology, the findings of this study are restricted, in theory, 

to the knowledge area of management and, more specifically, of 

management of projects. 

An important issue on studying the complexity of the projects is 

related to the factors that generates or influences it. Baccarini 

[7], Williams [5] and Fitsilis [12] proposed a classification 

based on two types of complexity: the organizational and 

technological, which are operationalized in terms of 

differentiation and interdependence. Tatikonda and Rosenthal 
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[13] refer to the concept of project complexity as relating to the 

novelty of the product, its development process and 

performance objectives; and its technological interdependence 

and difficulty. 

Geraldi [8] and Geraldi & Adlbrecht [9] proposed an approach 

that considers that complexity management should consider not 

only the unique characteristics of complexity, but also its 

standard, and developed the concept of pattern of complexity. 

They defined three main types of complexity: Complexity of 

Faith (related to uncertainty), Complexity of Fact (referring to 

the amount of interdependent and concurrent information), and 

Complexity of Interaction (related to the interfaces between 

systems, people and places). 

Based on the analysis and classification of the factors related to 

the complexity of the projects, Remington et al [10] defined two 

groups of categories operationally: dimension of complexity 

(characterizes the nature or origin of complexity) and factor of 

severity (in what extent is a problem). In an even broader way, 

Fitsilis [12], Baccarini [7], Geraldi & Adlbrecht [9] and 

Remington et al [10] believe in a subjective connotation, which 

implies in difficulty in understanding and deal with the projects' 

complexity. 

Although there are many studies on the issue of complexity of 

projects, it was not possible to identify a model that could 

indicate which factors, in particular, are responsible for the 

complexity of certain types of projects, since they deal with the 

theme only conceptually, or are limited to very specific contexts. 

The Table 1 below shows the main factors of complexity found 

in the literature. 

Table 1 – Factors related to the complexity of projects. 

Factors of project complexity References 

- Uncertainty about the scope of the 

project 

[7], [13], [14], [15]. 

- Uncertainty about the product of 

the project 

[5], [10], [14], [15]. 

- Significant change in the scope of 

the project during its implementation 

[5],  [8], [9], [10], 

[12]; [15]. 

- High difficulty to achieve 

performance goals 

[10].

- High number of stakeholders with 

influence on the project 

[5], [10], [12]. 

- High interdependence between 

firms involved in the project. 

[5], [7], [8]; [10]. 

- Novelty of the technology [5], [7], [8], [10], [12], 

[13].

- High interdependence between the 

technologies 

[5], [7], [8], [10], [12], 

[13].

- High multidisciplinarity [7], [8], [9], [12], [16]. 

- Large number of different activities 

to be performed 

[13].

2. METHOD 

This research aimed to identify the factors that are related to the 

complexity of the projects, according to the managers of project 

of information systems. This research can be classified as non-

experimental, conducted at a single time and having a 

quantitative approach [17]. It is predominantly exploratory [18]. 

This research had the participation of professionals working in 

Brazil as managers of information systems projects. There was 

no differentiation among the different industries. The sampling 

was non-random, for convenience, in conjunction with a 

snowball type sampling [19]. The contact with the project 

managers was made by using discussion groups on project 

management in social networks such as Yahoo!®, Google™ and 

LinkedIn®. The survey instrument was an electronic 

questionnaire applied through a website (QuestionPro™ - 

http://GP.questionpro.com) [20], [21]. Descriptive statistical 

techniques were used for the analysis of survey data. The 

Spearman correlation coefficient was employed to analyze the 

association between the level of complexity of projects 

managed and factors of complexity [17]. The quality of 

responses was verified by test-retest and calculating the Kappa 

index. 

3. DATA ANALISYS 

The application of electronic questionnaire obtained the 

participation of 313 professionals. Of this total, 140 

professionals have managed projects of new information 

systems, or enhancements in existing systems. The profile of the 

participants is characterized by the experience in project 

management, since more than 90% of the 140 respondents have 

more than 2 years of experience in project management and 

more than 60% have more than 6 years of experience. In 

addition, more than 37% have some professional certification in 

project management. 

The projects managed by the respondents in the last 12 months 

related to new information systems or enhancements in existing 

systems were distributed, in percentage terms, by the degree of 

complexity perceived, i.e., without complexity, low complexity, 

medium complexity, high complexity and very high complexity. 

Table 2 below shows average distribution of the projects 

managed, in percentage, among the different levels of 

complexity. 

Table 2 - Descriptive statistics: distribution of the projects 

by level of complexity 

Level of complexity of the projects 

Statistics 
Without Low  

Mediu

m
High

Very

high

N 140 140 140 140 140

Mean 4.5% 16.4% 31.6% 30.4% 17.2%

Median 0.0% 15.0% 30.0% 25.0% 10.0%

Mode 0% 0% 30% 20% 0%

Std.

Deviation

8.83% 15.79% 19.85% 22.11% 21.49%

Minimum 0% 0% 0% 0% 0%

Maximum 60% 80% 100% 100% 100%

The data analysis presented in Table 2 shows the following: 

-  On average, 17.2% of the projects managed were classified as 

of "very high complexity." If added to the percentage of 
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projects rated as of "high complexity", they will represent 

together almost half of the sample, i.e. 47.6%. 

-  Relatively small portion of the projects managed (20.7% on 

average) were considered by respondents as of little or 

without complexity. 

In order to analyze the respondent's understanding about the 

concept of complexity of projects, it was applied a question 

about situations that occur on a project and that are related to its 

complexity. These conditions were defined based on the factors 

related to the complexity that were found in the literature and by 

assigning values to them, in order to characterize how they 

contribute to the complexity of the projects in practice. In order 

to assess the contribution of each of the proposed situations to 

the complexity of the projects, it was used a Lykert type scale of 

five points, from "not contribute" to "contributes fully". The 

results of data analysis by using descriptive statistics are 

presented in the Figure 1 and the Table 3 below:

Figure 1 - Contribution of situations of projects to the 

complexity 

Table 3 - Descriptive statistics: the contribution of situations 

of projects to the complexity
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N 140 140 140 140 140 140 140 140 140 140 140 

Mode  4 5 3 4 3 4 4 3 4 4 4

25 4 4 3 3 3 3 3 2 3 3 3

50 4 5 3 4 3 4 4 3 4 4 4

Percen-

tiles 

75 5 5 4 4 4 4 4 4 5 5 5

Within the situations presented, which was considered with the 

greatest contribution to the complexity of projects of new 

systems, or enhancements to existing systems, was the 

vagueness or uncertainty of the project scope (mode = 5, 

median = 5). Authors such as Tatikonda and Rosenthal [13], 

Maximiano [14], and Turner and Cochrane [15] also indicate 

the uncertainty as important component of project complexity. 

Following, in descending order of degree of contribution, 

appears the uncertainty regarding the scope of the product  of 

the project (mode = 4, median = 4). This factor is mentioned by 

Williams [5], Remington et al [10], Maximiano [14] and Turner 

and Cochrane [15] as a component of uncertainty of projects. 

With a contribution a little smaller (mode = 4, median = 4) 

shows up the changes in the scope of the project during its 

implementation, the difficulty to achieve the goals of the project 

and the high level of risks, followed by the large number of 

stakeholders with influence on the project, the high 

interdependence among technologies and the high 

interdependence among the firms participating in the project. 

The change in project scope is also indicated as an important 

factor that contributes to the complexity of projects by Williams 

[5], Geraldi [8], Adlbrecht and Geraldi [9], Remington et al

[10], Fitsilis [12] and Turner and Cochrane [15]. However, the 

performance goals related to the projects results, specifically in 

relation to meeting deadlines, cost, scope and quality, are cited 

only by a few studies. One of the authors is Remington et al

[10] who includes high-level goals among the key themes of the 

complexity of the projects. 

Regarding the high interdependence among the firms involved 

in the project, its relatively lower association with the 

complexity of projects was not expected, considering the 

importance given to it, most notably by Williams [5], Baccarini 

[7], Geraldi [8] and Remington et al [10]. This perception of the 

respondents may be related to the type of project they manage 

normally, which could be essentially internal, without 

considerable participation of other companies. The type of 

project managed by the respondents could have influenciated 

the answers and thus could be the reason for the relatively low 

importance given to the complexity of situations regarding the 

technologies (novelty and high interdependence between the 

technologies involved in the projects) if considering the high 

importance given by Williams [5], Baccarini [7], Geraldi [8], 

Remington et al [10], Fitsilis [12] and Tatikonda and Rosenthal 

[13] to this factor. 

The high multidisciplinarity of the participants of the projects 

and the large number of different activities to be performed on 

the project are among the situations considered of the lowest 

degree of influence on the projects complexity. Contrary to the 

results of this research, the multidisciplinarity of the project 

participants is a factor of complexity highlighted by authors 

such as: Baccarini [7], Geraldi [8], Adlbrecht and Geraldi [9], 

Fitsilis [12] and Maximiano [16]. 

The number of project activities is one of the indicators used to 

evaluate the project size, especially in the case of new systems 

that can be sized based on the number of lines of programming. 

This low contribution to the complexity of projects is in 

accordance to the literature, since few authors consider it in the 

list of the most important factors.  
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The survey aimed to identify which factors were more complex 

in the projects managed by the respondents during the last 12 

months of work. For this analysis it was used a Likert type scale 

of 5 points, from "without complexity" to "very high 

complexity". The results of the analysis of the responses 

received are presented descriptively in the following Figure 2 

and Table 4. 

Figure 2 – Complexity factors and their intensity in the 

projects managed 

Table 4 - Descriptive statistics: complexity factors – 

intensity in the projects managed
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The criticality of the goals and changes in project scope (mode 

= 4, median = 4) were considered of the highest complexity in 

the projects managed by the research participants. More than 

50% of projects were considered of high or very high 

complexity regarding these factors. It is plausible to consider 

that the criticality of the goals actually exerts great pressure on 

project managers if they are too restrictive to their performance, 

since they can generate uncertainty and risk. Scope changes 

during the execution of a project always result in redefinitions, 

replanning and insecurity with respect to the development of the 

project itself [2]. These two factors have some feedback 

relationship, since changes in project scope may result in 

pressure on the project goals. On the other hand, when the scope 

is changed there will be replaning and rework, which, in 

general, leads to increased costs and time, thus resulting in 

further pressure on the goals. Somehow, this relationship is 

related to the factor with the third highest intensity in 

complexity, which is the level of risk (mode = 4, median = 3). 

On one level a little below appear the interdependence among 

firms and the influence of stakeholders. These factors seem to 

indicate that in practice the complexity is much related to 

factors that are out of the action of the project manager, in the 

sense that it depends on others, although there are also ways to 

influence them, as indicated by Cleland [22] in relation to 

stakeholders. 

These last two groups of factors, except for the number of 

necessary activities, are opposite in relation to the higher 

importance given to these factors by other authors such as: 

Williams [5], Baccarini [7],  Geraldi [8], Geraldi and Adlbrecht 

[9], Remington et al [10], Fitsilis [12], Tatikonda and Rosenthal 

[13] and Maximiano [16]. 

Figure 3 - Comparison among the situations and factors 

contributing to complexity. 
Situation that contributes 

to the complexity of the 

projects (conceptual)

Contri-

bution

to com-

plexity

Factors of complexity in 

the projects managed

- Indefinition about the 

project scope 

HIGH   

- Indefinition about the 

scope of the product  

    

- Significant changes in the 

scope  

- Difficult to achieve the 

performance goals 

 - High level of risks 

   

- High interdependence 

among the firms 

- High number of 

stakeholders with influence

- High interdependence 

among the technologies  

  - Changes in the scope 

during the project 

- Criticality of the goals 

- Level of risks  

- Novelty of the 

technologies  

- High multidisciplinarity  

  - Stakeholders with 

influence on the project  

- Interdependence among 

the firms  

  - Interdependence among 

the technologies  

- Definition of the scope of 

the products of the project 

- Number of activities  

- Large number of 

activities to be undertaken 

by the project 

Low

- Multidisciplinarity  

- Technologies needed to 

develop the project 

- Definition of project 

management processes 
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Although these two groups of data did not use variables with 

identical descriptions, however there are correspondences 

between them. The differences between what is perceived 

conceptually and in practice in relation to the complexity of the 

projects are presented in the Figure 3 above, that aligns the 

degrees of contribution to the complexity of projects, 

comparatively higher or lower as the values of the modes and 

percentages presented in the Tables 3 and 4, and in the Figures 

1 and 2. This comparison considers that, in general, the 

contribution to the complexity of projects is reached more 

frequently in higher scores. Thus, Figure 3 shows the factors 

with equivalent scores on the same lines. 

The evaluation of the complexity of the managed projects have 

the average of the relative frequencies, in general, smaller than 

the average achieved by the relative frequency of the perception 

in conceptual terms, at the highest points on the ordinal scale. 

This difference was expected because, in the case of conceptual 

evaluation, the situations that were presented aimed to represent 

more clearly the occurrence of complexity source. Another 

reason is related to the level of complexity of projects managed, 

since not all of them were considered highly complex. 

However, this difference does not preclude making some 

comments regarding the order they appear in both analyses. 

An important difference between the two scales is at the 

definition of the project scope and the products scope that are in 

the top of the list of situations that lead to complexity of 

projects in conceptual terms. In this research, the definition of 

project management processes is considered to be equivalent to 

the scope of the project, since it is defined as the work that 

needs to be done to deliver a product, service or result with the 

specified features and functions [2]. The low frequency of  the 

contribution of the definition of management processes to the 

complexity of the projects managed indicates that, in practice 

and in general, there is weak relationship between the 

complexity of the projects and the project management 

processes, as indicated by Yugue [23]. 

Table 5 – Relation between the factors of complexity and the 

distribution of projects by degree of complexity. 

Distribution of the projects managed by degree of complexity

Complexity factors 

Without  Low  Medium  High  
Very 

high  

High + 

Very 

high  

In general (for projects 

managed). 
-0.312 -0.521 -0.467 0.258 0.540 0.681 

Definition of the scope 

of the products.. 
-0.234 -0.369 -0.269 0.213 0.423 0.472 

Definition of project 

management processes. 
-0.057 -0.085 -0.020 0.046 0.127 0.120 

Technologies required to 

develop the project. 
0.116 -0.048 -0.047 0.023 0.071 0.036 

Multidisciplinarity -0.074 -0.176 -0.182 0.053 0.238 0.235 

Number of activities 

necessary for the project. 
-0.129 -0.179 -0.140 0.036 0.351 0.248 

Stakeholders  -0.234 -0.184 -0.164 0.097 0.218 0.253 

Criticality of the goals. -0.152 -0.232 -0.165 0.130 0.245 0.290 

 Level of risks. -0.079 -0.169* -0.193 0.016 0.321 0.239 

Changes in scope during 

the project execution  
-0.066 -0.222 -0.234 0.098 0.264 0.273 

Interdependence /of 

technologies. 
0.030 -0.150 -0.239 -0.026 0.339 0.264 

Interdependence among 
the firms. 

-0.092 -0.135 -0.201 0.042 0.278 0.262 

The correlation analysis (correlation coefficient Speaman -  

level of 0.05) between the degree of complexity of the factors in 

the projects managed and the distribution of projects (in 

percentage terms) among the different levels of complexity 

enabled the construction of Table 5. 

An expectation of this study was that with a few and better 

defined variables, and for a specific type of projects, it would be 

possible to characterize the complexity of the projects. 

However, the data analysis found correlation between the 

percentage of projects managed with high or very high 

complexity and the complexity of projects in general (r = 0681), 

which seems to indicate that, probably, the complexity of the 

projects considered in this research is not due to a specific 

complexity factor, but rather a set of factors. This conclusion is 

in line with other authors such as: Williams [5], Geraldi [8], 

Geraldi and Adlbrecht [9] and Remington et al [10], who 

believe that one must look at the complexity of the projects 

holistically. 

Another factor that presented positive correlation with respect to 

the high complexity of the projects was the definition of the 

scope of the products of the projects (r = 0.540). This datum 

indicates that the definition of scope is one of the biggest 

problems faced by project managers. The reason may lie in the 

concentration of many features of complexity in the planning 

phase of the project scope as it covers the definition of project 

objectives, identification of risks, the assumptions, constraints 

and goals to be achieved [2]. Also are considered at this stage: 

the necessary technologies, the interdependencies and the goals 

already set, which are characteristics related to complexity of 

the project too. 

4. CONCLUSIONS 

This research found that the projects performance goals are 

considered by respondents as of relatively high contribution to 

the complexity of the projects, but are rarely indicated by other 

authors. However, one must consider that this factor may be 

treated a factor of difficulty and not a factor of complexity. 

Anyway, this result indicates the need for greater attention from 

organizations for this factor. This research also indicated that 

changes in the scope of the project are also important factors of 

complexity, both conceptually and in relation to projects 

managed in practice. 

It was hoped that, in general, the analysis of the factors of 

complexity of projects and the distribution of the projects 

managed by the level of complexity would indicate a more 

precise characterization of the complexity of the projects. 

However, the correlation analysis found only two relationships. 

The main of them points to a relation to the factors of 

complexity as a whole. Based on that, it is plausible to consider 

that this data is indicative that the complexity of the projects 

actually not due to a specific factor, but the set of factors, 

reinforcing the idea of the holistic approach. 

The second relationship was found between the percentage of 

projects managed with high or very high complexity and the 

complexity of projects related to the definition of the scope of 

the products of the projects. In this case, it seems reasonable to 

assume that this relationship is indicative that yet during the 

definition of project scope it would be possible to perceive its 
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level of complexity, since, in its process, are considered or 

analyzed most of the characteristics of complexity of a project. 

Considering that this research is exploratory, not random, and 

thus, not possible to be generalized, the results of this research 

can be contributive to the formulation of better constructs suited 

to the study of the complexity of projects and their management. 

The conclusions, however, ask for further research on the 

criticality of the goals as a component of difficulty or 

complexity of projects and about the ways to approach the 

planning of the project scope in order to reduce its complexity 

and to facilitate its management. 
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ABSTRACT 
 
This paper describes the development of computer simulation 
models to evaluate the filter algorithms in different color spaces. 
The objective of this project is to study the extension of filters 
from a one-dimensional gray-level space to a three-dimensional 
color space. The principal task of this project was to conduct 
and evaluate mathematical extensions of filters and determine 
which combination of filters and color spaces presents the best 
image quality. Results have shown that the use of the Rank 
Order filter with the YIQ color spaces provides the highest 
signal-to-noise-ratio. Therefore, the use of Rank Order filters in 
YIQ color spaces would be the most effective in the noise 
smoothing of images. 
 
Keywords: color image smoothing, nonlinear imaging filters, 
color image processing 
 
 

1. BACKGROUND 
 
Color is that attribute of light-energy which is related to the 
wavelength. It is well known that color carries a very important 
part of information regarding objects of interest in an image [1]. 
The attention to the representation of color (color-models) and 
color-based segmentation of images has increased over the 
recent past few years. Applications include (i) wound-image 
processing, (ii) TB-screening, and (iii) Segmentation of Fascia. 
Smoothing processing is one of the common methods in image 
enhancement that clears up the image noise, and its theories are 
all aimed at monochrome image. Using color space 
transformation of color image can not only gain more useful 
information, but also use the processing methods for a 
monochrome image. Using color space transformation based on 
L-H-S, the experiment for color image smoothing processing is 
made. The experimental results have shown that the method can 
availably cleans up the noise infection of color image and 
improve the imaging quality [2]. 
Other techniques have explored the theory of vector bundles 
over Riemannian manifolds in order to smooth multi-valued 
images [3]. And these frameworks have considered standard 
PDE's used in image processing as generalized heat equations, 
related to the geometries of the base manifold, given by its 
metric and the subsequent Levi-Cevita connection and of the 
vector bundle, given by a connection. As a consequence, the 
smoothing is made through a convolution with a 2D kernel, 
generalizing Gaussian, Beltrami and oriented kernel. In 
particular, extensions of the oriented kernel have been 
constructed, and illustrated with applications to color image 
smoothing. 
Additionally, simplification and merging techniques based on 
an initial region partition of color images: a region adjacency 

graph (RAG) have been proposed; as is a general scheme that 
can be employed for both color image simplification and/or 
segmentation [4]. A new filtering algorithm of RAG was 
presented and included within a merging algorithm. The region 
models associated to each node are simplified and moreover the 
RAG is simplified by merging similar nodes. 
In this work, the development of computer simulation models to 
evaluate the filter algorithms in different color spaces was 
undertaken. The objective of this project was to study the 
extension of filters from a one-dimensional gray-level space to a 
three-dimensional color space. The principal task was to 
conduct and evaluate mathematical extensions of filters and 
determine which combination of filters and color spaces 
presents the best image quality. Results have shown, and 
discussion will support, that the use of the Rank Order filter 
with the YIQ color spaces provides the highest signal-to-noise-
ratio. Therefore, the use of Rank Order filters in YIQ color 
spaces would be the most effective in the smoothing of images. 
 

2. INTRODUCTION 
 
In this project, the development of computer simulation models 
to evaluate the filter algorithms in different color spaces was 
executed. The objective was to study the extension of filters 
from a one-dimensional gray-level space to a three-dimensional 
color space. The principal task was to conduct and evaluate 
mathematical extensions of filters and determine which 
combination of filters and color spaces yields the best image 
quality results. 
 
The filters that were investigated are listed below: 

 Weighted order statistics 
 Stack 
 Spatial-rank order selection 
 Nonlinear mean 
 Teager 
 Polynomial 
 Rational 

 
The three-dimensional color spaces that were evaluated are 
listed below: 

 RGB – Red Green Blue 
 HSV (HSB) – Hue Saturation Brightness 
 XYZ (CIE) – International Commission on 

Illumination (French) 
 YIQ – Luma In-Phase Quadrature 

 
The signal to noise ratio is used to compare and contrast the 
performance of each combination of filters with color spaces. 
Every possible combination of filters and color spaces were 
tried along with matrix multiplications (dot product and cross 

23

Proceedings of the 3rd International Multi-Conference on Complexity, Informatics and Cybernetics (IMCIC 2012)



product). The performance of each combination was contrasted 
with the gray-level counterparts. 
All the filters used in this investigation are nonlinear filters. A 
nonlinear filter is an operation where each filtered pixel y(m,n) 
is a nonlinear function of x(m,n) and its neighbors. In this 
investigation, a window of 3 x 3 is used to determine the 
neighbors of each pixel. 
 

 
 

Figure 1: 3 x 3 Window (neighboring pixels) 
 
The equation used for the output of the Weighted Order Statistic 
(WOS) filter is: 
 
Y(m,n)= 
median{ 
  (w1♦x(m-1, n-1), (w2♦x(m, n-1), 
  (w3♦x(m+1, n-1), (w4♦x(m-1, n), 
  (w5♦x(m, n), (w6♦x(m+1, n), 
  (w7♦x(m-1, n+1), (w8♦x(m, n+1), 
  (w9♦x(m-1, n+1) 
} (1.0) 
 
In terms of computing the output pixel value, the median of all 
the pixels in the window is selected where certain pixel values 
are weighted or repeated. The pixels at the four corners have a 
weight of 1. The center pixel has a weight of 3 while the others 
have a weight of 2. The median value is then selected as the 
output. The stack filter is the same as the WOS filter except that 
none of the pixel values are weighted. Therefore, it takes the 
median value of the 9 pixels. 
 
The equation used for the output of the Nonlinear mean filter is: 
 
Y(m,n) = {x(m-1, n-1) + x(m, n-1) + 
  x(m+1, n-1) + x(m-1, n) + x(m, n) + 
  x(m+1, n) + x(m-1, n+1) + x(m, n+1) + 
  x(m-1, n+1)}/9 (2.0) 
 
The output is equal to the sum of its neighboring pixels divided 
by the total number of neighbors. Because the window is a 3x3 
window, the number of neighbors is 9. Therefore, the output is 
the mean of the pixel values within the window. 
 
The equation used for the Teager filter is: 
 
Y(m,n) = {3x2(m,n) - ½[x(m+1,n+1) * 
  x(m-1,n-1)] - ½[x(m+1,n-1) * 
  x(m-1,n+1)] - x(m+1,n) * x(m-1,n) – 
  x(m, n+1) * x(m, n-1)} (3.0) 
 
In this filter, the center pixel is squared and multiplied by three. 
It is then subtracted by four values: (1) half of upper left corner 
pixel value multiplied by the lower right corner pixel value; (2) 
half of the upper right pixel value multiplied by the lower left 
pixel value; (3) the middle pixel value in the top row multiplied 

by the middle pixel value in the last row; and (4) the middle 
pixel value in the first column multiplied by the middle pixel 
value in the last column. 
 
The equation used for the polynomial filter is: 
 
y(m,n) = x(m,n)+λx(m,n) (4.0) 
y(m,n) = [x(m-1,n)-x(m+1,n)]2 * 
  [2x(m,n)-x(m-1,n)-x(m+1,n)] + 
  [x(m,n-1)-x(m,n+1)] 2 * 
  [2x(m,n)-x(m,n-1)-x(m,n+1)] (4.1) 
λ = intensity of enhancement (4.2) 
 
This filter is a polynomial function which uses multiplication 
and powers to remove the noise in an image. This type of filter 
is more of an edge detection filter whereas; more emphasis is 
put on the edges in the image. 
 
The equations used for the output of a rational filter are: 
 
y(m,n) = x(m,n) + λ[vn1(m,n) * cn1(m,n) – 
  vn2(m,n) – cn2(m,n)] (5.0) 
vn1(m,n) = 2x(m,n) – x(m,n-1) – x(m,n+1) (5.1) 
vn2(m,n) = 2x(m,n) – x(m-1,n) – x(m+1,n) (5.2) 
cn1(m,n) = gn1(m,n) / [k gn12(m,n) + h] (5.3) 
cn2(m,n) = gn2(m,n) / [k gn22(m,n) + h] (5.4) 
gn1(m,n) = [x(m,n+1) – x(m,n-1)]2 (5.5) 
gn1(m,n) = [x(m+1,n) – x(m-1,n)]2 (5.6) 
k = 1/(2 g0) (5.7) 
h = g0 / 2 (5.8) 
 
This filter embodies a complex algorithm. There are several 
equations that are required in order to implement this filter. The 
value of g0, the position of resonance was set to 1. 
 
These filters are applied to images of different color spaces such 
as YIQ, RGB, XYZ, and HSV. A color space is an abstract 
mathematical model which describes the way that the colors in 
the image can be represented as tuples of numbers, usually 3 
color components. In this investigation, only the color spaces 
with 3 components are used. There are color spaces with four 
color components such as CMYK. RGB is an additive color 
model where red, green, and blue light are added together to 
reproduce a broad array of colors. RGB is the most commonly 
used color space in technology. Most computer monitors and 
televisions use RGB. YIQ is the color space used by the NTSC 
color TV system. The Y stands for luma, I for in-phase, and the 
Q stands for quadrature. There are very few televisions today 
that perform true YIQ decoding. The XYZ color space was 
created by the International Commission on Illumination (CIE). 
This color space is very similar to RGB in that its tri-stimulus 
values X,Y,Z are roughly red, green, and blue but are not 
observed as red, green, or blue. Instead, they are thought of as 
derived parameters from the red, green, and blue colors. The 
HSV color space stands for Hue – Saturation – Value. It is also 
known as HSB where the B stands for brightness. HSV is one 
of the most common cylindrical coordinate representations of 
points in an RGB color model where the geometry of RGB is 
rearranged in an attempt to make it more perceptually relevant 
than the Cartesian representation. This color model is common 
in computer vision applications. 
As one can see, the use of different filters with different color 
spaces and types of mathematical computations (magnitude, 
cross product, dot product) can improve or decrease the quality 
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of an image and remove some noise. In this project, the 
principal task is to find the combination that produces an image 
with the best quality. In order to do so, one must use the signal 
to noise ratio. The signal to noise ratio quantifies how much a 
signal has been corrupted by noise. It is defined as the ratio of 
signal power to the noise power corrupting the signal. In this 
project, the gray-level image that is filtered is compared to the 
filtered color to grey level image using the signal to noise ratio. 
The alternate definition of signal to noise ratio was used which 
is the ratio of mean to standard deviation of a signal. The 
equation for SNR in dB is: 
 
ܴܵܰௗ ൌ 20 log

ఓ

ఙ
 (6.0) 

 

Therefore, the numerator inside the log function is the mean of 
the signal, meaning the mean of the grey-level filtered pixel 
values. The denominator inside the log function is the standard 
deviation of the filtered color to gray image pixel values 
subtracted by the filtered gray-level image pixel values. The 
result will help determine the quality, which will help conclude 
which combination of filters and color spaces produces the best 
image in terms of quality and reduction in noise. 
 

3. PROCEDURE 
 
The model is shown in the diagram below: 
 

 

 
 

Figure 2: Software Architecture Used 
 

The procedure for each filter was as follows: 
 

1. Start with a noisy color image in RGB color space. 
2. Use a defined equation to convert RGB image to 

grey-level image. 
3. Apply nonlinear filter to the image. 
4. Take the original color image in RGB color space and 

use algorithms to convert the image into another color 
space (YIQ, HSV, XYZ). 

5. Apply filter to the color image. 
6. Convert the image back to RGB. 
7. Use the same equation used in STEP 2 to convert the 

RGB image to gray-level. 
8. Compare and contrast the grey-level images in 

STEPS 3 and 7. 
9. Apply the signal to noise ratio to determine the image 

quality. 
 

The filter algorithms were implemented using MATLAB which 
includes an image processing toolbox. The program is very 
functional and user-friendly. The MATLAB Image processing 
toolbox also has functions that aid in the conversion of color 
spaces. MATLAB is very useful for mathematical computations 
such as the use of matrices and vectors. There is functionality 
provided for matrix multiplications. The use of matrix 
multiplications is complex in image processing due to the use of 
vectors. Therefore, the magnitude, cross product, or the dot 
product can be used when multiplying pixel values in the 
equations of the filters. The use of matrix and vector 
multiplication is addressed in the DISCUSSION section. 

 
4. RESULTS 

 
The following table shows the Signal to Noise Ratio (SNR) for 
each combination. 
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Table 1: RGB 

  WOS Stack 
Rank 
Order Nonlinear Mean Teager Polynomial Rational 

Magnitude 20.8228 20.1962 14.0901 20.0767 N/A N/A N/A 

Cross Product N/A N/A N/A N/A 7.13618 -9.05561 13.9935 

Dot Product N/A N/A N/A N/A 8.70002 5.5154 9.73282 

Table 2: HSV 

  WOS Stack 
Rank 
Order Nonlinear Mean Teager Polynomial Rational 

Magnitude 1.84821 1.8566 11.8685 1.16047 N/A N/A N/A 

Cross Product N/A N/A N/A N/A 3.7356 -19.3505 0.73193 

Dot Product N/A N/A N/A N/A -10.8557 4.03196 -1.2355 

Table 3: YIQ 

  WOS Stack 
Rank 
Order Nonlinear Mean Teager Polynomial Rational 

Magnitude 29.9345 29.7441 33.566 30.3338 N/A N/A N/A 

Cross Product N/A N/A N/A N/A 7.282 -16.2347 2.9111 

Dot Product N/A N/A N/A N/A 5.04037 10.4187 2.59794 

Table 4: XYZ 

  WOS Stack 
Rank 
Order Nonlinear Mean Teager Polynomial Rational 

Magnitude 12.3291 11.967 14.4147 11.9524 N/A N/A N/A 

Cross Product N/A N/A N/A N/A 1.14778 -5.62941 12.8802 

Dot Product N/A N/A N/A N/A 0.606417 12.6513 11.5968 
 
The following figures show the two images with the 2nd highest SNR result which is the Nonlinear Mean filter using YIQ and magnitude 
equation. 

 
Figure 3: Output of Gray-level image for Rank Order filter using YIQ and magnitude 

 
Figure 4: Output of color to Gray-level image for Rank Order filter using YIQ and magnitude 
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Figure 5: Output of Gray-level image Nonlinear mean filter using YIQ and magnitude 

 
Figure 6: Output of color to Gray-level image for Nonlinear mean filter using YIQ and magnitude 

 
5. DISCUSSION 

 
The equations used for the filters were obtained from [5]. The 
output equations were usually given for 2-Dimensional images. 
It was very simple to apply these equations to the gray level 
images. However, the algorithms became much more complex 
when it came down to applying the filters on 3-Dimensional 
images. One had to be careful traversing through the array of 
pixels since the size of the original noisy RGB image was 324 x 
432 x 3. The two dimensional image size was simply 324 x 432. 
The 3D image has 3 channels rather than one like a 2-
Dimensional image. A group of three for loops was used to 
manipulate the 3-Dimensional image. The loops simply 
computed the output using the algorithms for each of the three 
channels. 
The multiplication of two vectors requires the use of cross 
product or dot product. The cross product of two vectors with 3 
elements produces an output vector with three elements. 
However, the dot product of two vectors with 3 elements 
produces a scalar output, where as one value is returned. 
Therefore, the use of the dot product required to expand the 
vector to three elements in order to complete the filter algorithm. 
Matrix multiplication was only used for the Teager, Polynomial, 
and Rational filters. The Weighted Order Statistics filter, stack 
filter, rank order, and the Nonlinear Mean filter don’t require 
the use of cross or dot product. In these filters, the magnitude 
equation was used to add and subtract the pixel values for the 
filter algorithms. 
 
The magnitude equation for the RGB images was simply 
√ܴଶ  ଶܩ   ଶ (7.0)ܤ
 
The same method was applied for the XYZ, YIQ, and HSV 
color spaces.  
 
MATLAB provides a function that computes the cross product 
or dot product of two vectors. These functions were used in the 
program code. These functions were simply used whenever two 
pixel values were multiplied. For example, if the computation is 
x(m,n) * x(m+1, n +1), then the cross product and dot product 
functions are used separately to multiply the two values. 
However, the cross and dot product was not used whenever a 
pixel value was to a power or squared such as in the polynomial 
function. Instead, the power function was used because the 
cross product of a vector multiplied by itself is equal to zero. 

Therefore, using the power function would produce better 
results.  
Nonlinear methods and techniques are intensive topics of 
research in image processing. The best way to find the best 
combination of filters with color spaces and matrix 
multiplication is to develop a table which has been done. From 
the table, one can see that the Rank order filter used on YIQ 
color space and magnitude for computations produced the 
highest Signal to Noise Ratio of 33.566. The Nonlinear mean 
filter used on YIQ and magnitude for computations produced 
the 2nd highest Signal to Noise Ratio of 30.3338. Therefore, 
these two combinations would be best for improving the quality 
of an image. From using eyesight, one can see that these two 
images from both combinations have great quality. From 
looking at the comparison table, one can see that the YIQ color 
space has the highest mean of the SNR when a WOS, Stack, 
Rank Order, or Nonlinear Mean filters are used. Again, in this 
case neither dot products nor cross products are used. From the 
table, one can conclude that the polynomial filter produces the 
worse SNRs when a cross product is used. The SNRs are all 
large negative numbers. However, the use of the dot product 
resulted in high positive SNRs. The highest SNRs for the three 
filters using cross product or dot product are above 10 dB. The 
use of the rational filter has the most occurrences of high SNRs. 
By observing the table, one can see that in general, the RGB 
and the XYZ color spaces produce the best results. The HSV 
color space clearly returns the worst results. This color space 
contains the most occurrences of negative SNRs. 
 

6. CONCLUSIONS 
 
From looking at the output of each filter, it was interesting to 
see the effects of edge detection and noise reduction. For 
example, the Teager filter seemed to be a great edge detection 
filter. The gray level image was pitch black with white outlines. 
By looking at the Signal to noise ratios from each combination, 
the Rank order filter on a YIQ image resulted in the highest 
SNR of approximately 34. The worse SNR was found in the 
polynomial filters in any color space with the use of cross 
product. Also, one can conclude that the Rank order filter has 
the highest mean of SNRs, which means that it is the best 
nonlinear filter to use compared to the others. It is noticeable 
that the use of the filters that use the magnitude equation 
produces a much larger SNR than those filters that require the 
use of cross or dot products. 
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ABSTRACT 

 
Urban environment monitoring needs a complex wireless 
sensor network architecture, which is capable to ensure 
maximum connectivity between the nodes of the network, to 
provide adequate throughput and to allow reduced response 
time. System and technology issues of such a network have to 
respond to specific guidelines, in order to be compliant with 
scenario requirements and to offer maximum performance in a 
number of different operating situations. URBEM (URBan 
Environment Monitoring) is a new concept idea, which 
encompasses both design and simulation of a heterogeneous 
wireless network for urban environment monitoring, with the 
goal to respond to modern urban scenario requirements. 
 
Keywords: Wireless sensor network, urban environment, 
clustering, data fusion, performance simulation. 
 

1. INTRODUCTION 

 
URBEM (Urban Environment Monitoring) is a heterogeneous 
wireless sensor network for application in a complex urban 
environment.  Nodes in URBEM are deployed and left 
unattended, with the goal to survive as much as possible in a 
hard environment. In that context, energy consumption is 
sensibly reduced to increase network lifetime. This leads also 
to specific topology control strategies. In URBEM, the 
sources of information are the sensors. Each sensor explores 
the physical environment and reports the available 
information to one or more observers, or sinks, through 
wireless communications. Two different kinds of traffic exist 
in URBEM: phenomenon driven and continuous. The former 
type of traffic happens when a specific event has been 
detected by some sensors, leading to information transmitted 
toward the sink. The latter kind of traffic is positional 
information, such as information being regularly generated 
and emitted towards the sink. Both kinds of traffic require 
high network throughput and low latency. Moreover, as 
information from multiple sensors is merged to improve 
sensible target localisation, recognition and tracking, suitable 
distributed data fusion algorithms are employed. For the 
above reasons, efficient simulation methodologies are adopted 
during the design phase, in order to assess correctness and 
quality of design. Simulation is based on modular tools and 

friendly interface, in order to allow easy and fast collection  of 
results and to apply trial and error strategies.   

 

2. TECHNOLOGY ISSUES IN URBEM  
 
The URBEM architecture (Fig. 1) is based on nodes of local 
sensors, tightly connected through clusters (Tier 1). Inside 
clusters, local information coming from sensors is merged and 
forwarded to the upper level (Tier 2). Cluster configuration is 
managed dynamically, in order to insure autonomous re-
configurability, node mobility, resistance to node fault or 
destruction and node dynamic deployment.       

 

                                                                                    
Fig. 1.  URBEM Architecture. 

 
 

Communications inside a cluster are organized by means of 
multi-hop packet exchange and suitable routing algorithms.  
In the upper level, namely Tier 2, connection between clusters 
is provided by means of highly dependable (at least duplicated) 
gateways and wide bandwidth high speed links, featuring high 
robustness and resistance to cyber attacks. These links are 
based on direct ground based inter cluster connections. When 
a direct connection is not available, due to obstacles posed by 
the environment, poor quality of existing infrastructure, node 
failure, etc., the link can be implemented through suitable 
relays.  
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3. DATA FUSION STRATEGIES 

 
Data fusion inside URBEM is organized in a tree structured 
fashion, by first merging information coming from separate 
sensors at platform level (inside Tier 1) and then collecting 
and centralizing the merged data (inside Tier 2) and 
forwarding the final data to the central station.  
Due to the high density of sensors present in URBEM and to 
the need to centralize a huge amount of information, data have 
to be necessarily merged in stages, to the extent possible at 
each stage. The first stage is the one existing at platform level, 
upper level stages are at node and gateway level, and so on, 
until arriving to the top central point in the network. 
Independently from the network topology, the data fusion 
process can be represented as in Fig. 2.  
The process in Fig. 2 represents K data fusion threads, where 
each thread corresponds to data fusion of a specific piece of 
picture in the scenario and the K different picture pieces are 
assumed to be uncorrelated and adaptive to the scenario 
characteristics. 
As an example, the K different picture pieces can be related to 
a scenario where K different target objects have been 
discovered and are being tracked by K different data fusion 
threads. In the picture, it is assumed that each data source is 
contributing in the whole structure with the same R data rate 
and that, for each thread, there are Q data fusion steps, each of 
which merging data coming from N different nodes.  
 
 

 
Fig. 2.  Data Fusion Process. 

 
 

 
 
 
 
 

4. PERFORMANCE METRICS IN URBEM 

 
The main performance parameters, to be evaluated by 
simulation, in a wireless sensor network, with reference to the 
URBEM architecture,  are the following. 
 

1) Connectivity, 
2) Response time, 
3) Throughput, 
4) Energy usage, 
5) Congestion control, 
6) Node density management, 
7) Network and data centricity, 
8) Mobility and self configurability, 
9) Distributed signal/data capability, 
10) Scalability, 
11) Dependability and quality of service. 
 

Performance parameters can be evaluated by analysis and/or 
simulation. Analysis can be performed at the top level of the 
network, while simulation can be performed at different levels 
of abstraction and by adopting scalable strategies. The basic 
goal is to evaluate network performance, in presence of bursty 
traffic (alarm storms). 

 
A typical analysis approach consists of the following steps. 
 
1) Definition of the high level network architecture, 
2) Modelling of the network, 
3) Performance analysis of the high level building blocks. 
 

The analysis approach is generally applied at higher system 
level (see Fig.3). 

 

 
 

Fig. 3.  High Level Analysis Approach. 
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A typical simulation approach consists of the following steps 
(see Fig. 4). 

 
1) Definition of the lower level network architecture, 
2) Modelling and emulation of the network, 
3) Definition of typical scenarios, 
4) Simulation runs and collection of results (Monte Carlo 
Trials). 
 

 
 

Fig. 4.  Simulation Approach. 

The URBEM performance simulation approach benefits from 
advantages coming from analysis and simulation and from the 
principle of the “divide and conquer”. Analysis is performed 
at the top level of the network, while simulation is performed 
at the lower levels, by adopting scalable strategies. The 
overall results, in terms of parametric formulas, graphics, etc. 
(see some result examples in Fig. 5) are obtained in a short 
time and are practically usable in the stage of feasibility 
assessment. 
 

 
 

Fig. 5.  Result examples from Performance Simulation. 

 

5. PERFORMANCE SIMULATION PROCESS 

 
A typical performance simulation process of a multi cluster 
network is composed of cluster simulation (lower level) and 
network analysis (higher level). 
Cluster simulation allows to evaluate, by means of modelling 
and emulation of the network clusters and by using the 
process of Monte Carlo trials, the critical parameters relative 
to the network at cluster level.  
Typical main cluster parameters are the following. 
1) Cluster Connectivity = CConn  
2) Routing Latency Time = CRou 
3) Data Fusion Latency Time = CDatf 
 
Network simulation allows to evaluate, by means of analysis, 
the critical parameters at network level. Typical main network 
parameters are the following. 
1) Network Connectivity = NConn 
2) Routing Latency Time = NRou  
3) Data Fusion Latency Time = NDatf  
 
The overall performance simulation allows to evaluate, by 
means of combined analysis and simulation, the critical 
parameters at global level.  
The global parameters derived from the previous ones are the 
following. 
1) Global Connectivity = Cconn * NConn 
2) Established Track Response Time = CRou + CDatf + NRou 
+ NDatf  
 
  Further parameters can be evaluated, by combining 
homogeneous results produced by cluster simulation and 
network analysis, by using specific formulas, like in the above 
example, spreadsheets or different calculation methods.  
 
 

6. OPEN ISSUES AND FURTHER WORK 

 
The URBEM (URBan Environment Monitoring) architecture 
concept implements a heterogeneous wireless network for 
urban environment monitoring. The practical use of the 
URBEM architecture needs the use of new technologies, some 
of them already in an advanced stage of development. These 
technologies span from the hardware of miniaturised sensor 
nodes, with low power consumption, to the definition of 
advanced communication protocols for cross-layer searching 
and to the definition of efficient data fusion methodologies, 
based on adaptive fusion. 
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ABSTRACT 

 

Building Information Modeling (BIM) needs to be 

placed in a larger architectural context with data 

modeling, geography, web infrastructures, public 

safety, and real estate.  A common reference system 

is needed to ensure fundamental characteristics of 

building interiors are understood in affiliated 

software and services.  Only a few data need hooks, 

for example footprints, entrances, floors, circulation, 

occupancy, spaces and specified contents.  

Implementation of successful BIM web services will 

be a symphony of the following: a Data Model 

(isolate certain International Foundation Classes); a 

Dictionary (APIs with the buildingSMART Data 

Dictionary); classification and taxonomies 

(OmniClass); and Process Descriptions (Information 

Delivery Manuals and Model View Definitions).  A 

kit of parts, including metadata organization and 

rules for what is discoverable in registries and 

repositories, needs to conform to Simple Object 

Access Protocol (SOAP), Representational State 

Transfer (REST), Web Services Description 

Language (WSDL), and new Internet technologies as 

they are invented.  The whole system could benefit 

from a collection of Tiny Ontologies All Stitched 

Together (TOAST) branching out from a common 

core.  The US National Information Exchange Model 

(NIEM) is an ideal home for elements related to 

justice, emergency management, health and family 

services ! many people could benefit from this work. 

 

 

 

Keywords 

BIM, GIS, NIEM, OmniClass, Data Structures 

 

INTRODUCTION 

 

As timely and practical as Building Information 

Modeling (BIM) is, the greatest use may be via web 

services.  For example, to achieve President Obama's 

2011 goal for "...a firefighter to download the design 

of a burning building onto a handheld device"  

several applications, networks, policies, and Internet 

layers need to work together [Figure 1].  While this 

might be possible in a closed environment today, for 

any firefighter to access up!to!date information, 

BIMs need to be placed in a larger architectural 

context with data modeling, geography, web 

infrastructures, public safety, and real estate. 

 

Current BIMs are not scalable to thousands of 

simultaneous users focused on specific buildings 

during an emergency, or to seamlessly navigate 

indoor and outdoor locations.  A common reference 

system is needed to ensure fundamental 

characteristics of building interiors are understood in 

affiliated software and services.  Only a few pieces 

of data need hooks, for example footprints, 

entrances, floors, circulation, occupancy, spaces and 

specified contents.  

 

 

Figure 1* Software, Networks, and Internet Architecture 
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OPEN ARCHITECTURE 

 

Standards Development Organizations (SDOs) and 

vendors should have a summit to understand what 

everyone else is doing relative to themselves.  

Significant results could be achieved quickly.  

Everyone is in a better position to do this now, most 

Memorandums of Understanding (MOUs) are 

already in place.  Shared concepts, software 

interfaces, service interfaces, and data structures can 

be extended in more detail by each stakeholder to 

understand interrelationships of shared building 

information through their own data, systems, and 

viewpoints. 

 

Different parts of an open architecture for BIM and 

related technologies will originate, and need to be 

maintained, by diverse professional organizations.  

Senders and receivers need to agree on exactly which 

information to exchange and what it should look like.  

The whole system needs to be dynamic and cyclical, 

updating with continuous improvements and strict 

version control.  Defining where each part belongs in 

the whole world's digital infrastructure will ensure 

each part is worth doing, will be sustainable, 

published openly, and owned by people that care 

about what the information means.  The results will 

not be duplication ! but harmonization and increased 

customer satisfaction.  

 

WEB SERVICES 

 

Web Services are automated machine!to!machine 

exchanges and data integration processes using open 

standards over the Internet to simplify complex data 

into messages. 

 

Successful web services for BIM requires the 

following: a Data Model (isolate certain International 

Foundation Classes); a Dictionary (APIs with the 

International Framework for Dictionaries); 

classification and taxonomies (OmniClass); and 

Process Descriptions (Information Delivery Manuals 

and Model View Definitions).  A kit of parts, 

including metadata organization and rules for what is 

discoverable in registries and repositories, needs to 

conform to Simple Object Access Protocol (SOAP), 

Representational State Transfer (REST), Web 

Services Description Language (WSDL) and new 

Internet technologies as they are invented. 

 

Leveraging existing work by others will require 

specified sets of building data to stay bound together 

in messages.  Message types will define the order 

data are presented, beginning with the most 

important sets first, then compiling more detail 

depending on the contracted web service.  

ONTOLOGIES 

 

Ontologies are often used for search, decision 

support, and software design.  Matthew West defines 

ontologies simply as "The things there are and the 

rules that govern them."  BIM ontologies need to be 

web!based to support workflow functions, provide 

overviews, relationship structures, necessary 

attributes, reminders about information to include, 

and consistency across integration models used with 

master and reference data.  Ronald Reck suggests a 

collection of Tiny Ontologies All Stitched Together 

(TOAST) branching out from a common core.  The 

US National Information Exchange Model (NIEM), 

a data model for data exchanges using a common 

core, is an ideal home for facility data elements 

related to emergencies, justice, health, and family 

services ! many people could benefit from a focused 

collaborative effort. 

 

Large complex models like NIEM and the Open 

Geospatial Consortium (OGC)'s CityGML are made 

for different reasons.  Ontologies drawing from them 

can be leaner and fit for purpose.  Maintaining 

linkages between and among data assets, keeping 

specific data types bound together, and resolving 

multiple records describing the same assets needs 

ontologies to tell machines how to interpret the 

information, what to do with it, and what level of 

detail to store in each environment without restating 

the same instructions for each web service or 

affecting other data models internal structures. 

 

LINKED DATA 

 

Changing a published building layout or occupancy 

should be able to tap back into open floor plans, 

linked databases, and public records.  Exporting 

heavy files like typical BIMs are today sends more 

information than needed and too many copies are 

generated.  Using a Service Oriented Architecture 

(SOA) approach instead, data remains with one 

application for reference or modification in other 

applications by maintaining links and mutually 

supportive artifacts.  Shared elements and a 

messaging structure created for BIM going outwards 

could also benefit BIM going deeper into the design 

process at Architecture/Engineering firms.  Some 

typical software such as BIM and specification 

writing programs can maintain rolling associations, 

but they are only two of many [Figure 2].  If web 

services and ontologies could be used to establish 

semantic connections rather than just software 

connections, archival flows could extend to 

knowledge management systems so a critical mass 

can be reached within firms and across the industry.  

The number of known answers to repeated questions  
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and combinatorial complexity of geometric objects 

can be reduced using thematic and logical 

restrictions.  When an OmniClass type usually has a 

limited range of typically associated components, it 

will get easier to link back and forth between 

applications and resources.  Repeated instances of 

OmniClass types, and formulaic buildings like 

dormitories, will be especially adaptable.  

 

BENEFITS 

 

Live data could be automatically captured in 

compliance with policy constraints to flow through 

to first responders, maintenance contractors, real 

estate agents, energy auditors, financial agents, and 

other authorized users without duplication and 

potential human error.  Real!time information 

compared to historical trends will let machines keep 

track of minutiae and fastest routes to improve 

scheduling, perform analysis, and assess scenarios.  

 

Several initiatives need to converge so the results 

will begin showing up in software.  Defining a core 

set of elements with relationships between them and 

the outside world will let users, or machines on their 

behalf, periodically submit questions such as "have 

the regulations for chlorine storage changed in 

Arlington County?" and get an answer from the local 

jurisdiction or other authoritative data source.   

 

 

 

Each user and their machine would only receive the 

information they need, or are allowed to access, 

rather than an unwieldy batch of data to extract an 

answer.  The extraction is performed via web 

services.  Invasion of privacy and terrorist planning 

can be prevented by limiting distribution to public 

information or authorized web services with 

elemental traceability.  Some web services and 

ontologies will be free for the general public, some 

will cost a lot of money.  The first and most 

collaborative versions should be for public safety in 

public buildings such as schools, hospitals, 

courthouses, stadiums, airports, hotels, and shopping 

malls.  These are also buildings where anyone may 

want to look up their current location on a handheld 

device so consumer demand and Internet service 

providers can help speed development. 

 

CONCLUSION 

 

Web services and ontologies are progressive; there 

will never be a final version, finite set of questions 

and answers, or set of dots to connect.  A shared 

reference architecture needs to celebrate complexity 

in the world, not dull it down, or the results will not 

be realistic and effective. 

 

Acknowledgements: Louis Hecht, Ron Reck, Matthew 

West, Joseph Talamantez, and Christopher Shoup. 

Figure 2 * Typical A/E Software 
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Abstract 

Wavelets are a mathematical tool that can be used to 

extract information from many different kinds of data, 

Sets of wavelets are generally needed to analyze the 

data fully. In this paper we will show how wavelets 

analysis can be applied to 3 disparate case studies 

from our own research. In our first case study we will 

show that wavelet analysis can be used to facilitate 

clinical decision support from Intensive Care Unit 

data. In our second case study we will show how 

wavelets can create conceptual models from building 

data. In our final case study we will show how wavelet 

analysis can help in telecommunications by reducing 

transmission costs and improve the quality of service 

of a network. We conclude that wavelets are a suitable 

tool for processing large and noisy data sets for higher 

level processes to interpret. 

 

Keywords – Wavelet analysis, medicine, building, 

telecommunication 

 

I.  INTRODUCTION 

Real-world data tend to be incomplete, noisy, 

inconsistent, high dimensional and multi-sensory and are 

not suitable for further processing without reasonable data 

preprocessing. One approach to overcome this problem is 

to use wavelets. 

Wavelets are functions that satisfy certain mathematical 

requirements and are used in representing data or other 

functions. The wavelet transform is a synthesis of ideas 

that emerged over many years from different fields. 

Generally speaking, the wavelet transform is a tool that 

partitions data, functions, or operators into different 

frequency components and then studies each component 

with a resolution matched to its scale [1]. Therefore, it can 

provide economical and informative mathematical 

representation of many objects of interest [2]. 

In this paper we will show from our previous research 

that the results of wavelet analysis can have many 

applications. Using real data, we will present 3 disparate 

cases to demonstrate how higher level processes can make 

use of wavelets. In our first case study we will show that 

wavelet analysis can be used to facilitate clinical decision 

support from data generated by the bedside monitors in an 

Intensive Care Unit. In our second case study we will 

show how wavelets can create conceptual models from 

data generated by the environmental sensors in a building. 

In our final case study we will show how wavelet analysis 

can help in telecommunications by reducing transmission 

costs for restricted bandwidth and improve the quality of 

service in a network. 

The structure of this paper is as follows. Section 2 

describes the wavelet analysis algorithm. Section 3 

presents results of applying wavelet analysis to a real data 

set. Our discussion of how wavelet analysis can be used 

in 3 disparate case studies from our own research is given 

in section 4 and final conclusions are given in section 5.  

 

 

II. WAVELET ANALYSIS 

Wavelets are a mathematical tool they can be used to 

extract information from many different kinds of data, A 

wavelet is a wave-like oscillation with amplitude that 

starts out at zero, increases, and then decreases back to 

zero.  

At first glance, wavelet transforms are very much the 

same as Fourier transforms except they have different 

bases.  The wavelet transform is capable of providing 

time and frequency localizations simultaneously while 

Fourier transforms only provide frequency 

representations. Fourier transforms are designed for 

stationary signals because they are expanded as sine and 

cosine waves which extend in time forever - if the 

representation has a certain frequency content at one time, 

it will have the same content for all time. Hence the 

Fourier transform is not suitable for a non-stationary 

signal which has time varying frequency [3]. 

In wavelet analysis, the scale that we use to look at data 

plays a special role. Wavelet algorithms divide a given 

function or continuous-time signal into different scale 

components. One can assign a frequency range to each 

scale component. Each scale component can then be 

studied with a resolution that matches its scale. If we look 

at a signal with a small window, we would notice small 

features. Similarly, if we look at a signal with a large 

window, we would notice gross features. There has been a 

requirement for more appropriate functions than the sines 

and cosines that comprise the bases of Fourier analysis, to 

approximate choppy signals. Wavelets have been shown 

to be well-suited for approximating data with sharp 

discontinuities [4] – this feature was common in our data 

from our case studies. 
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Generally, Wavelet transform of signal f using wavelet 

Ψ is given by: 

 

      (1) 

 

where the variable a is the dilation factor, variable b is the 

translation factor. 

The wavelet analysis procedure is to adopt a wavelet 

prototype function, called an analyzing wavelet or mother 

wavelet. Temporal analysis is performed with a 

contracted, high-frequency version of the prototype 

wavelet, while frequency analysis is performed with a 

dilated, low-frequency version of the same wavelet. We 

will now describe the wavelet method. 

Assume that Y (t) is the value of an observable time 

series at time t, where t can take on a continuum of 

values. Y (t) consists of two quite different unobservable 

parts: a so-called trend T(t) and a stochastic component 

X(t) (sometimes called the noise process) such that  

 

 Y (t) = T(t) + X(t)     (2)  

 

where it is assumed that the expected value of X(t) is zero. 

There is no commonly accepted precise definition for a 

trend, but it is usually spoken of as a nonrandom 

(deterministic) smooth function representing long-term 

movement or systematic variations in a series. Kendall [5] 

asserted that the essential idea of a trend is that it shall be 

smooth while Priestly [6] refers to a trend as a tendency to 

increase (or decrease) steadily over time or to fluctuate in 

a periodic manner. The problem of testing for or 

extracting a trend in the presence of noise is thus 

somewhat different from the closely related problem of 

estimating a function or signal S(t) buried in noise. While 

the model Y (t) = S(t)+X(t) has the same form as equation 

(2), in general S(t) is not constrained to be smooth and 

thus can very well have discontinuities and/or rapid 

variations. 

The detection and estimation of trend in the presence of 

stochastic noise arises in the data from our case studies. A 

wavelet analysis is a transformation of Y(t) in which we 

obtain two types of coefficients: wavelet coefficients and 

scaling coefficients - these are sometimes referred to as 

the mother and father wavelet coefficients respectively. 

The wavelets are scaled and translated copies (father 

wavelets) of a finite-length or fast-decaying oscillating 

waveform (mother wavelet).  

The mother and father wavelets coefficients are fully 

equivalent to the original time series because we can use 

them to reconstruct Y(t). Wavelet coefficients are related 

to changes of averages over specific scales, whereas 

scaling coefficients can be associated with averages on a 

specified scale. The information that these coefficients 

capture agrees well with the notion of a trend because the 

scale that is associated with the scaling coefficients is 

usually fairly large. Trend analysis with wavelets is to 

associate the scaling coefficients with the trend T(t) and 

the wavelet coefficients (particularly those at the smallest 

scales) with the noise component X(t). A more interesting 

situation arises when we observe trends with correlated 

noise. Under certain models and choice of wavelet 

function, the wavelet transform de-correlates the noise 

process and allows us to simplify the statistical analysis 

involved. 

There are numerous mother and father wavelet 

functions which have specific uses. For example, Chan 

and Fu have shown that the Haar transformation is well 

suited for retrieving time series data [7]. Likewise, 

Nilsson and Funk [8] show that the Daubechies D4 

Discrete Wavelet Transformations is more suited for 

biomedical retrieval because it overcomes Haar’s inability 

to detect specific forms of oscillating sequences. For 

further discussion on other wavelet functions the reader is 

advised to read [9]. 

 

 

III. RESULTS 

 

   
Figure 1: Original Data 

 

Figure 2: Final Trends 

 

Figure 1 shows the original waveform of a Blood 

Pressure signal recorded using a catheter at a Neonatal 

Intensive Care Unit in the UK. The frequency of the data 

is 15 - 20Hz and 1000 data items were recorded. It can be 

seen that the data is noisy due to clinically insignificant 

events such as taking blood samples from the patient. 

37

Proceedings of the 3rd International Multi-Conference on Complexity, Informatics and Cybernetics (IMCIC 2012)



The final trends are captured in figure 2 which clearly 

mark the data trend when the data was analyzed with 

Shannon and Daubechies wavelets - it is this compressed 

data (trends), rather than the large original data set, that 

can be processed by higher level functions.  

 

 

IV. DISCUSSION 

Using our previous research, we will discuss how 

wavelet analysis can be used in 3 disparate case studies 

from our own research. We will show in our first case 

study that wavelet analysis can be used to facilitate 

clinical decision support from Intensive Care Unit 

monitor data. In our second case study we will show how 

wavelets can create conceptual models from building data 

collected from environmental sensors. In our final case 

study we will show how wavelet analysis can help in 

telecommunications by reducing transmission costs to 

make better use of restricted bandwidth and improve the 

quality of service of a network. We shall look at each in 

turn.  

 
A. Clinical Data Support 

The Intensive Care Unit (ICU) bedside monitors 

present the medical staff with large amounts of 

continuous data such as the heart rate and blood pressure. 

The frequency of the data can be higher than one value 

every second which creates information overload for 

medical staff. Indeed, monitoring systems have become 

increasingly complex, and the data rate is so high that all 

of the data cannot be utilised fully by medical staff, 

whose main function is to take care of the patient and not 

just to observe all of the information provided by the 

equipment [10].  

In [11, 12] we described how wavelets can derive 

trends from the ICU monitor data to reduce the 

information overload to medical staff. In [13] we 

described how the generation of these trends allows 

interval-based (qualitative) reasoning - this has many 

applications in ICU monitoring to enhance clinical 

decision support.  

Trends allow Temporal Reasoning - this involves 

'reasoning about points and intervals of time, quantitative 

and qualitative relations, common temporal scales, 

temporal relations with respect to the present and alternate 

temporal hypotheses' [14]. To reason temporally one can 

consider a time line - it is assumed that all times 

ultimately map onto a real number line. Events occur 

either at points or within intervals on this time line. Using 

these points and intervals, one can reason temporally on 

the time line. For example, when considering the time 

point now everything to the left of this point is in the past 

i.e. certain actions or events have occurred while 

everything to the right of this point is the future. Hence 

one can use past events to draw expectations of what will 

happen in the future relative to now. Using the past one 

can, say, change plans for actions in the future by 

consolidating what have already occurred earlier. 

Trends allow the identification of clinical conditions 

and the outcome of therapies for clinical decision support 

and clinically insignificant events for removal [15] – these 

are achieved by reasoning about the temporal 

relationships between intervals based on their endpoints 

(see [16]). Clinical conditions can be identified for 

medical audit e.g. the clinical condition shock can be 

identified as an increasing heart rate and decreasing blood 

pressure – this is achieved by identifying patterns in 

overlapping trends of particular signals. The outcomes of 

therapies are determined by comparing future trends to 

the trend when the therapy was administered to see if an 

expectation was met (or not). Clinically insignificant 

events which could not be removed by standard filtering 

are identified by associational reasoning of meeting 

intervals of a single signal or overlapping meeting 

intervals of multiple signals.  

Interval-based reasoning hence removes the burden 

and complexity of reasoning on a point to point basis. 

 

B. Conceptual Modeling of Buildings 

Building operators are confronted with large volumes 

of continuous and noisy time series data from multiple 

environmental sensors which require interpretation. To 

assist with interpretation, building operators could benefit 

from a conceptual model derived from the data. In [17] 

we used the wavelets approach to derive trends in 

environmental monitor data to allow conceptual models to 

be created – these will determine how well the building is 

operating.  

Using wavelet analysis to generate trends allowed us to 

develop a conceptual model of a complex system (an 

occupied building) in sufficient detail to enable the 

building operators to make informed decisions about how 

to improve the buildings energy performance. Such a 

model would allow temporal and interval-based 

(qualitative) reasoning which has many applications in 

environmental monitoring.   

Using temporal reasoning, a building operator can 

determine if expectations of particular events were met 

e.g from the conceptual model, does sticking a notice on 

office doors asking staff to switch of lights every time 

they leave the office have any effect on electric load for 

lighting? 

Using interval-based reasoning the building operator 

could derive from the conceptual model that a wall is 

storing heat when the wall internal surface temperature 

increases faster than the brick interior temperature. Faults 

can also be identified e.g a rise in air temperature in a 

supply duct which then remains constant when the 

external air temperature continues rising above the set 

point might indicate that the valve controlling hot water 

flow to the air heater battery has stuck in the fully open 

position. A building operator can reason about temporal 

relationships between intervals based on their endpoints – 

this allows a building operator to find associations 

between different signals with or without the presence of 

an external event.  
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C. Telecommunications 

We have shown that wavelets analysis can be used as a 

lossy data compression technique for the transfer of large 

data sets to make better use of restricted bandwidth in our 

paper [18]. Wavelets analysis allow for more efficient use 

of network resources – the resulting compressed data 

reduces storage requirements and makes better use of 

bandwidth since smaller files take up less room on the 

access pipe and are therefore faster to transfer over a 

network. From our results, we have also shown that our 

approach serves to remove redundancy in the data such as 

noise.  

Wavelets analysis is a lossy compression technique 

that can be adjusted to different quality levels, gaining 

higher accuracy in exchange for less effective 

compression. A set of complementary wavelets will 

deconstruct data without gaps or overlap so that the 

deconstruction process is mathematically reversible – this 

is useful for many applications because the receiver of the 

compressed data can perform decompression to obtain the 

original signal.  

We have also shown that wavelets analysis can be 

used to improve the Quality of Service (QoS) of a 

telecommunication network in our paper [19]. QoS refers 

to the set of technologies and techniques for managing 

network traffic with the goal of providing a certain level 

of performance to a data flow in a network.  

The QoS issues that concern telecommunication 

systems are delay, jitter, loss rate, throughput and network 

resource availability. We shall look at how wavelet 

analysis can affect each in turn.  

Delay is the elapsed time for a packet to traverse the 

network from the source to the destination. Since the 

packet is made smaller by the application of wavelet 

analysis, the delay will decrease because the data will 

require smaller bandwidth – this is beneficial for 

telecommunications. 

Jitter is defined as the variation in delay encountered 

by similar packets following the same route through the 

network. The jitter requirement only affects real-time 

streaming applications because this QoS requirement 

arises from the continuous traffic characteristics of this 

class of applications. Services intolerant of delay variation 

will usually try to reduce the delay variation by means of 

buffering. In time critical systems late data arrivals can 

make the data useless because the data is no longer 

considered synchronous – this would result in receiver 

buffer underflow; likewise early arrival can lead to 

receiver buffer overflow. Indeed large delay variation 

(jitter) degrades the performance of the data stream buffer 

in the receiver and the smoothness of the data flow. Since 

the packet is made smaller by the application of wavelet 

analysis, the jitter will decrease because the delay will 

decrease – this is beneficial for telecommunications. 

Loss Rate refers to the percentage of data lost among 

all the delivered data in a given transmission time 

interval. Any packet loss and packet delay can degrade 

the quality of the data at the receiver. Large packet delay 

is equivalent to packet loss because in real-time 

applications new data overwrites old data. In real-time 

applications we might tolerate a strict amount of data loss. 

Since data loss is not a function of packet size, wavelet 

analysis would have no serious affect on data loss and 

would not necessarily benefit telecommunication.  

Throughput is defined as the rate at which packets are 

transmitted in a network. Since packets are made smaller 

by the application of wavelet analysis the throughput will 

increase – this is beneficial for telecommunications.  

Network resource availability is the infrastructure 

associated with the transmission of data e.g equipment, 

power, etc. In some systems it is absolutely imperative to 

have good network resource availability because the 

generated traffic may be critical. In some applications the 

speedy delivery of data can be an extremely important 

issue as well as reliability in terms of data delivery. Since 

network resource availability is not a function of packet 

size, wavelet analysis would have no affect on network 

resource availability and would not necessarily benefit 

telecommunications.  

 

V. CONCLUSIONS 

In this paper we described a time series analysis 

technique called data wavelets to derive trends in the data 

– this acts as a form of lossy data compression. Wavelet 

transforms have advantages over traditional Fourier 

transforms for representing functions that have 

discontinuities and sharp peaks, and for accurately 

deconstructing and reconstructing finite, non-periodic 

and/or non-stationary signals.  

We have shown from our previous research that 

wavelets are a suitable tool for processing large and noisy 

data sets for higher level processes to make use of. 

We showed that wavelet analysis facilitates clinical 

decision support in the form of qualitative reasoning for 

patient state assessment.  

Using data wavelets to generate trends allowed us to 

develop a conceptual model of a building in sufficient 

detail to enable building operators to make informed 

decisions about how to improve the buildings energy 

performance.  

Wavelets analysis compressed data to allow for more 

efficient use of network resources such as storage and 

bandwidth since smaller files take up less space and are 

faster to transmit over a network. Wavelets also facilitate 

improvements in QoS.  
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ABSTRACT 
 
Information technologies of Physics of Open Systems 
automatically generate reliable, theoretical, system knowledge 
using the data and which are collected by the empirical science. 
Descriptive technologies begin the cycle of production of 
system knowledge. They create an empirical base of generation 
of system knowledge. Application of these technologies 
requires participation of subject area experts. 
Projective technologies finish the cycle. Their task is 
transferring the system knowledge into application sphere. The 
specialists of subject area work with projective technologies. 
Technologies of analytical kernel and constructive technologies 
of Physics of Open Systems generate directly the system 
knowledge. The knowledge generation is performed 
automatically, without experts. 
Technologies of analytical kernel generate knowledge on the 
level of system ontology. This knowledge is about organization 
of the space of senses of the system, semantic organization and 
semantic activity of the system, semantic forms of all qualitative 
determinacies of the system whole, completeness, significance, 
reliability, applicability of the obtained theoretical knowledge, 
and about constructive definition of the system in each its 
qualitative determinacy and each actual state. 
Constructive technologies generate knowledge on the level of 
subject ontology. This system knowledge forms solution 
resources of the system problems: cognitive schematic 
descriptions of local and global states of the system; cognitive 
schematic descriptions of intrasystem mechanisms; analytical 
descriptions of dependencies disclosing relations in the inner 
world of the system; constructive formal definitions and rational 
explanations of emergent properties of the system. 
 
Keywords: system knowledge, ontological modeling, 
communicative modeling, states modeling, solutions resources, 
system ontology. 
 
 

1. INTRODUCTION 
 
Open systems interactively exchange with environment by 
substance, energy and information. The fundamental laws, still 
unknown to science, define structure, behavior, states and 
properties of open systems. Complexity of open systems is 
tightly related with growth of their scale and with heterogeneity 
of arising structures. The interdependence of heterogeneous 
components becomes the main problem for understanding the 
complexity of open systems. 
Natural, social and anthropogenic systems must be considered 
as open systems. The new scientific ideas, new mathematical 
structures, new technologies for scientific understanding, which 
are aimed at the reconstruction of global system behavior and 
rational explanation of both regularities and mechanisms of 

formation of system properties and states, are needed to 
overcome the complexity of such systems. The key purpose is 
production of scientific knowledge about open systems. Solving 
future global problems depends on the success on this research 
direction. 
As initial presentation of open natural, social and anthropogenic 
systems their empirical descriptions are being used. In the 
empirical description the system is given in its actual states. A 
complete representative empirical description of open system is 
a unique source of objective information about its natural scale 
and complexity. 
For generating system knowledge on the basis of the empirical 
descriptions the scientific theory is needed. The Physics of 
Open Systems is such theory. Scientific understanding and 
rational explanation of the essence of open systems defined by 
empirical descriptions are supported by the technologies of 
Physics of Open Systems. 
The Physics of Open Systems is a post-cybernetic paradigm of 
systemology that proposes a new approach to solving problems 
of cognition, scientific understanding and rational explanation 
of the complexity phenomenon of open systems [1]. It considers 
open systems in their natural scale and complexity. It has the 
deep methodological foundations, adequate metatechnology and 
its own theoretical apparatus. Its ideas, approaches and methods 
are implemented in information technologies providing 
automatic generation of reliable theoretical knowledge on open 
systems. 
The systemological conception and main scientific statements 
of the Physics of Open Systems were developed in St.-
Petersburg State Electrotechnical University “LETI” in 1992-
2003 [2-7]. 
The project “Physics of Systems” has been stated in 2003, and 
the consortium “Institute of Strategic Developments” 
(http://www.isd-consortium.ru) is carrying out works on this 
project. Authors, developers of technologies and participants of 
applied approbations of Physics of Open Systems are the 
consortium members. The results go through approbation on six 
directions: computational toxicology, genomics, system biology 
[8, 9]; theoretical medicine [10-12]; the solar-terrestrial physics 
[13-16]; security [17-18]; generation of scientific system 
knowledge [19]; knowledge management. 
A general review of systemological conception of the Physics of 
Open Systems is given in the present paper. Within this 
conception, the technologies of Physics of Open Systems are 
considered in context of the problems of generation of scientific 
knowledge about open systems in accordance with their 
empirical descriptions. On the basis of information technologies 
of Physics of Open Systems, a process of automatic generation 
of the complete, reliable, theoretical, system knowledge on the 
levels of system and subject ontology is described. 
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2. SYSTEMOLOGICAL CONCEPTION OF PHYSICS OF 

OPEN SYSTEMS 
 
The Physics of Open Systems has four levels of organization. 
Methodological foundations define conception of cognition 
paradigm of open systems in the form of logically complete 
system of concepts, disclosing senses of systemogenesis. 
Metatechnology realized conception of cognition paradigm of 
open systems at the normative language of constructive 
expression of their senses. 
Constructive theory offered methods for generation of concepts 
of systems' normative language, considering these concepts as 
formal objects. 
Information technology was realized in algorithmic 
systemology, and its formal objects obtained adequate 
computable representations. 
 
Methodological foundations 
Physics of Open Systems is represented in the methodological 
models, defining a system on levels of vision, cognition, 
understanding, and explanation of system senses [4-6], fig.1. 
 

 
 

Fig. 1. Methodological foundations 
 
The Physics of Open Systems, entirely based on the world of 
experience, builds a philosophical system of doctrines and 
fundamental concepts about senses and relationship between 
senses of the system. 
A doctrinal model defines a concept of the system through its 
representations in complete abstract forms of the system senses. 
A dialectical model defines doctrines of cognition of the system 
through basic concepts related by dialectical triads, which form 
the unified, holistic and hierarchically arranged system of 
concepts. 
A constructive-methodological model sets the sequence of steps 
of understanding the senses of the system on the basis of 
measure category and universal principle of symmetrization. It 
creates structural images of the system. 
A symbolic model introduces a set of sense relations which are 
transferring characteristic intrasystem regularities by way of 
generative and expressive moments. 
Communication creates a space of concepts of the system, 
where the scientific knowledge about the system is expressed by 
the words of language of systems. Triads of the concepts, which 
are stating dialectical relations reflecting an organization of the 
system in the world of its senses, disclose contents of the words 
of language of systems. 
Space of qualities of the system represents the complete space of 
the system senses and explains all possible actual and potential 

manifestation forms of phenomenon of the system. The 
configuration of the space of qualities of the system is 
established by mechanisms of systemogenesis which form 
ideals of the system's qualitative determinacies and states of the 
system. 
 
Metatechnology 
The main purpose of the metatechnology is the realization of 
both ideas and principles of the Physics of Open Systems in 
adequate scientific apparatus organized into unified schema of 
cognition, understanding and explanation of general 
mechanisms of systemogenesis [3], fig.2. 
 

 
 

Fig. 2. Metatechnology of Physics of Open Systems 
 
In the metatechnology of ontological modeling, a pure sense of 
the system, represented by its symbolic model, is transferred 
into signed images, for which the formalized concepts 
expressing different aspects of the system essence, serve as 
means of expression. The sense of the sign transfers into its 
subject value embodied in formal objects of portraits of the 
system. 
In the metatechnology of communicative modeling, the language 
of systems turns into a holistic theoretical system of scientific 
knowledge, obtains the status of an encoder system defining a 
complete set of semantic associations between words and 
concepts of the language of systems, which are introduced at the 
level of communication. Lexical structure of the language is 
enriched at the level of reference by both the qualities of 
concepts and their meaningful estimations generating the 
constructive definitions of concepts through relations with the 
objects of portrait images of the system. 
In the metatechnology of states modeling, the models of states 
of the system, where the system is represented as an organized 
whole, are introduced; the models of rational explanation of the 
properties conditioned by the whole system are being built; the 
models of mechanisms responsible for formation of the global 
system properties are being created; the models of properties of 
every parameter in each concrete actual state are being defined. 
 
Constructive theory 
There are three theoretical chapters in Physics of Open Systems 
[2, 20-21]. These are presented below. 
A theory of ontological modeling creates formal models 
defining the system in its qualitative features, properties and 
organization of the space of its states. The basis of this theory is 
being formed by the axioms of the systems and by the principles 
of systemogenesis which create the ideal objects with specific 
symmetries of forms of system organization. The task of this 
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theory is to establish regularities revealing relations of the ideal 
objects. These ideal objects and established regularities are 
implicitly applied to the description of the empirical reality of 
concrete systems, fig. 3. 
 

 
 

Fig. 3. Constructive theory 
 
A theory of communicative modeling develops the language of 
systems at the level of determination by introduction of 
measures in semantic space of the system. The language gets 
ability to distinguish and explain the properties of concrete 
system, to express the scientific knowledge about the system 
and to estimate the value and utility of this knowledge. 
A theory of states modeling explores the models of states of the 
system; mechanisms of assembling the states; classes of the 
states; emergent properties of the system; mechanisms forming 
a variability of both the properties and values of parameters of 
the states; attributes of elements of the system organization. For 
the purpose of measuring objects of the theory of states 
modeling, the measures establishing rules of their mapping onto 
the special qualitative and quantitative scales are created. 
Constructibility of the theory provides computability of all 
objects, elements, concepts, qualities and properties, introduced 
by the metatechnology and proves consistency of the procedures 
of their calculation. 
 
Information technology 
Processes of cognition, understanding and explanation of the 
essence of concrete systems are realized in the information 
technology [2], fig. 4. 
 

 
 

Fig. 4. Information technology 
 
An algorithmic systemology provides computability of all 
objects of the metatechnology and formal language of the 
system. It provides a basis for creation of the information 
technology with the special mathematical methods, effective 
computational procedures and apparatus of technological 
indicators. Such technology is created. 
A technological cycle of knowledge production establishes use 
of procedures for the informational technology in accordance 

with the universal scenario of system knowledge generation. 
Stages and steps of the scenario create formal objects of the 
technology which are mapped in normative formats. The 
technology defines regulations for representation of the 
obtained knowledge in the normative documentary reports. 
Resources of applied tasks’ solutions on the basis of the system 
knowledge are the outcome of the technological cycle. 
A tool environment in automatic mode generates the solution of 
all tasks of producing, formatting and representing the 
knowledge, creating and providing the solution resources for 
users. Information technology creates information and software 
products. It generates the complete system knowledge about 
applied problems, as well as forms and represents the 
knowledge bases, models and techniques for solving system 
problems on the basis of the knowledge. For automatic solving 
of typical system tasks, the technology creates software tools, 
namely tasks solvers. 
 
 
3. TECHNOLOGIES OF PHYSICS OF OPEN SYSTEMS 

 
The technologies of the Physics of Open Systems are 
represented by the analytical kernel, descriptive, constructive 
and projective components, described below. 
An analytical kernel is the basis of the technologies of the 
Physics of Open Systems. It comprises the ideas, approaches 
and methods of ontological modeling, communicative modeling 
and states modeling. Environment of the analytical kernel 
solves two tasks: 1 – description of the system problems in 
empirical data and concepts of subject area (descriptive 
component); 2 – representation of the system knowledge for 
solving these problems in forms appropriate for users 
(constructive component) and application of the obtained 
knowledge for development and estimation of variants for 
solving the applied problems (projective component), fig. 5. 
 

 
 
Fig. 5. Components of technologies of Physics of Open Systems 
 
Analytical kernel 
The technologies of analytical kernel serve as an “intellectual 
machine” for generation of the system knowledge. It consists 
from technology of system reconstructions, technology of 
system examination and technology of system design [1, 19-21]. 
A technology of system reconstructions generates, organizes, 
forms and represents an intellectual resource of the system 
knowledge. 
A technology of system examination executes the analysis of 
sense of the intellectual resource (estimates the scientific system 
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knowledge from the perspective of its reliability, completeness, 
applicability, significance and actuality) and creates a cognitive 
resource of the system knowledge. 
A technology of system design synthesizes the adequate models 
of states of the system, researches the emergent properties of the 
system and generates, organizes, forms and represents a 
technological resource of the system knowledge. 
 
Descriptive component 
The technologies of descriptive component are connected with 
the analytical kernel by the abstraction channel, in which the 
subject representation about the system, in its natural scale and 
complexity, is transferred onto the system level [2, 19]. 
A technology of problems vision provides creation and 
application of interfaces for the description of problems in the 
subject area in the form of system projects. In the subject area 
the description of each problem includes its isolation, 
interdisciplinary verbal description, structuring, stratification 
and organization of monitoring. The problem is represented as a 
system project to production of the system knowledge. The 
problem representation in the form of a system project is related 
with justification of applicability of the system approach for 
solving the problem, with estimation of both scale and 
complexity of the problem, with definition of the size of 
empirical data which can be represented for solving the 
problem, and with regulation of data delivery. 
A technology of context formation is responsible for 
transformation of the problem description in the system project 
into an interpreted normative initial representation of the system 
(as the object of research); selection and description of 
measures of the system measurement; and formation of data 
repository about the system. 
 
Constructive component 
The technologies of constructive component are linked to the 
analytical kernel by the channel of concretization, in which the 
system knowledge is transferred onto the subject level [8, 19]. 
The constructive component operates the obtained resource of 
knowledge. It transforms system knowledge generated by the 
technologies of analytical kernel into the informational, 
intellectual, cognitive and technological resources of the 
solutions of applied problems. 
An informational resource of solutions is a knowledge, which 
appears a product of the system analysis and of understanding 
of the empirical fact (e. g. defects and quality estimations of 
empirical description, level of parameters significance, 
relevance of both parameters and objects of observations in 
relation to the tasks being solved). 
An intellectual resource of solutions is the families of formal 
models, creating a cognitive potential for research activity (e. g. 
system models, models of interaction, estimations of both 
entirety and completeness of the system knowledge). 
A cognitive resource of solutions is a knowledge meant for 
reasoning and action. It has the translation potential, and 
enables creation of universal conceptual ways for scientific 
communication (e. g. models, objects, schemas, language of 
systems). 
A technological resource of solutions is an objective knowledge 
about the system in the whole and in the parts. It provides a 
rational explanation of states of the system and mechanisms of 
its variability (states, states space). 
A technology of subject examination realizes a transformation 
process of knowledge about states and mechanisms of the 
system which are expressed by the language of systems, into 
unified schemas of subject ontology of the system. Knowledge, 

generated by the technologies of analytical kernel about states 
and mechanisms of the system is the knowledge about the 
system's inner world, which does not have the subject format. 
Translating this knowledge into the subject formats requires the 
application of expression tools enabling to link the system 
understanding of mechanisms and states with concepts and 
representations related to both, mechanisms and states in the 
subject area. 
A technology of pattern formation uses knowledge resources for 
choice of the knowledge elements needed for solving applied 
tasks. It reduces the knowledge elements to the formats taking 
into account the specifics of the subject description of the 
problem at the level of both, data and conditions for their 
obtaining. It offers the formalized methods for solving the 
problems and also the templates for grapho-analytical 
presentation of the results. 
 
Projective component 
The technologies of projective component use the resources of 
the solutions in order to create the subject interface [19]. 
A technology of behavior generation is responsible for 
1) the construction of an objective cognitive model of the 
problem based on its subject ontology and quantitative forms of 
the system solutions; 
2) the application of this model for generation of behavioral 
portraits disclosing the system properties through demonstration 
of its variability in the events, states, space and time. 
A technology of solution formation forms the libraries of typical 
schemas for solving of applied tasks, develops and uses the 
service-oriented solvers for classes of the applied problems. 
 
 

4. GENERATION OF SYSTEM KNOWLEDGE 
 
The cycle of generation of the system knowledge contains four 
stages. On the first stage, the technologies of descriptive 
component create the base for generation of the system 
knowledge, and shape the available empirical knowledge about 
the problem (i.e. experiments protocols, scientific facts, 
empirical terms and dependencies). 
On the second stage, the technologies of analytical kernel 
generate system knowledge. The system knowledge includes 
theoretical models which disclose the essence of the multi-
qualitative system and explain its complexity. 
On the third stage, the technologies of constructive component 
generate (on the basis of obtained theoretical models) the 
system knowledge about regularities, inner organization of 
systems mechanisms, and also about attributes, properties and 
cognitive schemas of these mechanisms. The stage is completed 
by construction of the solutions’ resources, empirical 
interpretation of the system knowledge, and formation of the 
subject interface. 
On the fourth stage, the technologies of projective component 
use the system knowledge to prepare a solution of the system 
problem. 
The system knowledge is generated by the technologies of 
analytical kernel and constructive component. The techno-
cubes, having three dimensions, serve as images of technologies 
of analytical kernel. 
The first dimension sets the representation of the system (in the 
whole, in parts and in elements). 
The second dimension defines the tasks (cognition, 
understanding and explanation) and subjects (parameters, 
relations structures, states and mechanisms) of technologies. 
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The third dimension discloses steps and key moments of solving 
the tasks of technologies. The spaces of techno-cubes are filled 
with knowledge elements, for which the normative formats of 
representation are established. 
 
Techno-cub of system reconstructions 
The dimensions of the techno-cube of system reconstructions 
are set by coordinates “Representation”, “Cognition” and 
“Expression” [2, 6-7, 19], fig. 6. 
 

 
 

Fig. 6. Techno-cube of system reconstructions 
 
In the “Schema” position, the system is represented at the level 
of both empirical fact and structures of binary relations. In the 
“Type” position, the system is given in semantic forms of all its 
qualitative determinacies. In the “Image” position, the potential 
of transferring semantic forms of qualitative determinacies of 
the system onto empirical fact is disclosed. 
The technology of system reconstruction automatically 
produces system knowledge based on empirical description of 
the system. The empirical description is then transformed into 
abstract representation of the system in a form of signed 
connections graph. The graph vertices are parameters of state of 
the system and its environment. The graph edges are statistically 
significant binary relationships between parameters. The 
structure of the binary relationships represents multiplicity of 
intra-system correlations. The signs of the binary relationships 
define different forms of behavior of the system through 
variability of parameters of its state. 
The first axiom of Physics of Open Systems states what the 
changes in all system parameters are harmonic. Out-of-balance 
condition of the connection graph shows heterogeneity of the 
system and its complexity. Connection graph with signs out-of-
balance serves as a base for an automatic generation of 
complete set of system models and models of interaction. 
Each system model determines the whole system in one of its 
qualitative determinacies, formed by the special system-forming 
mechanism. Complete set of system models determines all 
qualities of the system. Generation of system models begins 
with the finding of all unbalanced triangles in connection 
graphs. Resolving lack of balance in the connection graph is 
realized by finding symmetries of structures of relationships – 
singletons with the ability to harmonize connections between 
parameters. A singleton is an unbalanced triangle with main 
axial symmetry and system roles of vertices. One vertex is 
special and identifies one characteristic quality of the system. 
Two other vertices serve as carriers of system-forming two-
factor interaction. All singletons with the same special vertex 
form a kernel of the system model with preservation of the axial 

symmetry and two-factor relationships of these singletons. The 
kernel determines a single quality of the system. System model 
with such a kernel represents the system as a whole in its one 
quality. The system as a whole in all its qualities is represented 
by the complete set of system models. This complete set 
discloses complexity inherent in the system. 
The models of interaction (doublets and triplets) are generated 
from a variety of singletons. They define all types of structural 
and behavioral invariants explaining the unity of the multi-
qualitative system. Higher symmetries of multi-factorial 
intrasystem interactions are manifested through models of 
interaction. 
The result of the technology is knowledge about space of 
qualities of the system, which consists of images of family of 
abstract system models. In this space each system model 
matches a region, in which the type of qualitative determinacy 
of the system (particular quality of the system) is assigned. Each 
region covers all variety of manifestations of the assigned type 
of qualitative determinacy. Conceptual borders, in which this 
type is manifested in different forms and with different 
intensity, determine the structure of the region. 
The technology of system reconstruction represents elements of 
the obtained system knowledge in six normative formats: 
empirical, statistical, structural, two system portraits and 
realistic portrait. 
 
Techno-cube of system examination 
The dimensions of the techno-cube of system examination are 
set by coordinates “Representation”, “Understanding” and 
“Communication” [19-21], fig. 7. 
 

 
 

Fig. 7. Techno-cube of system examination 
 
The position “Information” characterizes the empirical fact in 
its ability to generate a complete reliable knowledge about the 
system. The position “Balance” explains system models from 
the perspective of their form, completeness, homogeneity, 
contrast of idea expression of the system whole in each of its 
quality. The position “Multi-difference” estimates completeness 
of actualization of all types and forms of qualitative 
determinacies of the system. 
The technology of system examination assesses generated 
system knowledge and constructs (based on system models) a 
complete set of ideal states of the system. It also maps each 
region of the space of qualities into the space of attributes and 
determines a set of objects with quality characteristics for the 
given region. The technology works with words, concepts and 
assessments of the language of systems. It uses these objects for 
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expressing properties of concrete systems using generated 
system knowledge about these systems. 
The technology works with different forms of representation of 
the system: empirical description; complete set of system 
models; system model of each quality; and complete family of 
condensed triangles. 
The empirical description of the system is assessed based on its 
sufficiency for generation of complete system knowledge. In the 
complete system knowledge, the heterogeneity of the system is 
completely revealed i.e. unbalances are resolved, and changes in 
all parameters are explained by system mechanisms.  
The family of system models is assessed by its ability to express 
completely the organization of the space of system qualities 
(i.e., to define all regions of the space through compact 
structural invariants isolating the system in each of its quality, 
and to give an explanation to all forms of representation of all 
qualities of the system through mechanisms determining 
variability of its states).  
The condensed triangle is the ultimate concentrated image of 
the system in a quality expressed by one concrete system model. 
The condensed triangle serves as an instrument that maps a 
region of the space of qualities into the space of attributes of the 
system. 
The main purpose of technology of system examination is a 
transformation of the family of system models into a set of 
models of the ideal states of the system. Main axial symmetry of 
a system model allows only two ways for concordance of its 
signs in agreement with the first axiom of systems. Each 
alternative gives rise to a model of stereotype of behavior of the 
system. The model of each stereotype is transformed into two 
models of ideal states of the system in accordance with the 
individuation axiom. This axiom establishes existence of a 
unique border between high and low values. A complete set of 
models of ideal states determines the system as a whole with all 
its possible qualities and all ways of manifestation of these 
qualities in reality. 
The direct mapping of regions of the space of system qualities 
into its space of attributes is achieved by mapping of the set of 
models of ideal states on the empirical description of the 
system. This mapping is achieved by using condensed triangles 
and special scales of numerical forms for the levels of 
parameters values. The technology constructs scales for each 
parameter in each ideal model. The set of all quantitative 
assessments of parameters determines a region of ideal in the 
space of attributes. This region contains set of objects whose 
state corresponds to a concrete ideal of the system with different 
intensity of manifestation of qualities of the ideal in reality. A 
set of such objects forms a cluster of observed objects. 
A joint set of singletons, system models, and models of ideal 
states forms a complete layout of the system where senses of the 
system are revealed in abstract representations. The result of the 
technology of system examination is knowledge on the quality 
of the empirical description, the quality of all system and ideal 
models, and the quality of mappings of regions of the qualities 
space into the space of attributes of the system. 
Technology of system examination represents elements of 
system knowledge in three normative formats (quality, volume, 
aspect of knowledge). 
 
Techno-cube of system design 
The dimensions of the techno-cube of system design are set by 
coordinates “Representation”, “Explanation” and “Attributes” 
[19], fig. 8. 
The position “Qualities” characterizes the system as the whole 
(in its structural invariants, reconstructions of states, forms of 

system regularities). The position “Properties” discloses 
organization of regions of the ideals in space of attributes of the 
system, and also rules of conjugacy of the ideals and dominants 
of states of the system. The position “Differences” gives a 
complete explanation for each actual state of the system and its 
states space as a whole. 
The technology of system design applies a set of clusters of 
observed objects for construction of models of actual states of 
the system. Each ideal state of the system is realized in different 
observed objects with different intensity. On the basis of each 
set of clusters, the technology generates models of 
implementation forms of the ideal. Each such model includes 
cluster of observed objects and assessments of degree of 
implementation of the ideal in these objects. 
 

 
 

Fig. 8. Techno-cube of system design 
 
The main purpose of the technology of system design is an 
automatic generation of reconstructions of actual system states 
which are represented in the system empirical description by 
states of observed objects. The reconstruction of the actual state 
arises as a result of “assembling” all the models of 
implementation forms of the ideals which are corresponding to 
this concrete state. In a model of the ideal state, the system has 
one quality, generated by the two-factor interaction which forms 
the kernel of the system model from a singleton with a common 
axial symmetry. In the reconstruction of the implemented state 
the system is multi-qualitative (as a result of that assembly) and 
is generated by interactions that form the kernel of the model of 
the reconstruction from singletons of the ideal models. 
Each reconstruction acts as a carrier of knowledge about a state 
of the system, considered as the whole, and about emergent 
properties of the system in this state. The states of the system 
are revealed in reconstructions by parameters and mechanisms 
which characterize and determine these states. Each parameter 
has a set of attributes that are assessed from the position of the 
system as a whole by special quantitative and qualitative scales. 
These attributes characterize each parameter by assessments of 
the level of its value, predetermination of this level, importance, 
mobility and roughness of parameter.  
At a reconstruction of a concrete actual state each particular 
system mechanism assists in confirmation or changes this state. 
The concrete role of each particular mechanism in the 
determination of this state is done by the reconstruction of the 
observed state. The complete set of reconstructions contains the 
knowledge of the system as a whole, as well as its emergent 
properties. Thus, it represents the knowledge on limitations and 
patterns of conjugacy on different qualities of the system in 
their observed states. 
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The results of the technology are the models for the rational 
explanation of the properties of each parameter in each concrete 
state, the properties of the system as a whole, the properties of 
the observed states of the system, and the mechanisms that form 
changes of each parameter and of the global system properties. 
The technology of system design represents elements of the 
system knowledge in three normative formats: knowledge about 
system, ideals and states. 
 
Generation of solutions resources 
The technologies of analytical kernel form a level of the system 
ontology [8, 19] (see fig.5). Their task is production of the 
system knowledge. The system knowledge represents an 
organized set of formal constructs and their attributes disclosing 
the essence of the system. This knowledge has an abstract form 
distracted from concrete reality. It serves as a rational basis for 
the production of solutions’ resources of the system problems. 
The solutions’ resources are the system knowledge designed for 
explanation of the system in interpreted concepts, forms and 
relations. 
The level of subject ontology is formed by the technology of 
context formation and the technologies of constructive 
component. At this level, the knowledge about the system is 
given in the forms of the empirical and the system knowledge, 
fig. 9. 
 

 
 

Fig. 9. Production of solutions resources 
 
Along the “Representation” coordinate of the techno-cubes of 
system ontology, the system is disclosed in whole, as well as in 
parts and elements. On the level of the subject ontology this 
coordinate is unfolded into three coordinates “Description”, 
“Ontology”, and “Regularities”. Along the “Description” 
coordinate an empirical knowledge about the researched system 
is fixed. Along the “Ontology” coordinate, on the basis of the 
system knowledge, the essential world of the system is 
disclosed in the key concepts and relations and expressed in 
cognitive schemas. Along the “Regularities” coordinate the 
most significant, necessary and stable relations between 
parameters, characteristics of their variability and actual and 
potential states of the system are represented. These relations 
are the external analytical descriptions of the essential world of 
the system. 
The “Parameters”, “States”, and “Structures” categories 
characterize knowledge about the system in the external, inner 
and external-inner forms. Through the “Parameters” category, 
the description of the system at the level of empirical knowledge 
is introduced. At this level the system and its states are defined 
as hypotheses. Through the “States” category, the system 
receives a constructive definition in terms of the system 
ontology. At the level of subject ontology the definition of the 
system is transformed into descriptions of its mechanisms and 
states, and filled with facts of the empirical knowledge. It 
becomes the concrete-subject representation. The “Structures” 

category establishes rules, by which the development of 
regularities determined by the inner mechanisms is being 
carried out on the basis of the obtained descriptions of the inner 
world of the system. 
 
 

5. CONCLUSION 
 
The Physics of Open Systems in its methodological foundations 
relies on the following statements: 
1. The system is a multi-qualitative unity of the whole; 
2. The system in each of its quality is defined in some locality 

being a part of the whole and simultaneously being a 
unified whole equipped by this quality in the context of the 
given part; 

3. Behavior of the system whole in each of its locality is 
dominant; 

4. The system in each locality has a two-factor structure; 
5. The factors of the system within locality are homogeneous 

and each of these factors is formed by the unique system 
mechanism;  

6. The system in each of its qualitative determinacy is defined 
by the unique mechanism of two-factor interaction; 

7. The system regularities are conditioned by the action of 
intrasystem mechanisms establishing relations between the 
parts and elements of the system whole. 

The first four statements are directly implemented in the 
constructs of the technologies of the analytical kernel. These 
technologies produce the system knowledge about the 
organization of the system considered as a unified whole. They 
define constructs of this whole and explain their roles in 
forming the whole, its parts and states. 
The other three statements obtain the concrete form and content 
in the technologies of constructive component. The constructs 
of these technologies express the given statements in the 
cognitive schemas of mechanisms and states, and also in the 
form of formal dependencies, properties and assessments. The 
solutions’ resources are the end product of the technologies of 
the analytical kernel and constructive component. The elements 
of the resources form reliable system knowledge (understood, 
and checked), having the rational explanation, which allows a 
subject interpretation. 
The solutions’ resources are transferred to the technologies of 
the projective component (level of applications). At this level, 
the experts in the subject area work with the solutions’ 
resources. Their task is to use these resources in solving 
concrete, applied problems. 
 
Paper is prepared with financial support from ISTC within 
project #3476p “Unified Method of State Space Modeling of 
Biological Systems”. 
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ABSTRACT 

 
The comparison of algorithms presents some important 

problems, which are critical when it is done over different 

hardware. In this study, we have proposed a behavioral method 

to reduce machine dependency, keeping the advantages of the 

time consumption method regarding exactness. This solution is 

based on a normalized time index. We provide in this study 

some experiments and results of image processing algorithms 

to validate this method. 

 

Keywords: Machine-independent complexity, Complexity 

measures, Measurements and Relations among complexity 

measures. 

 

1. INTRODUCTION 
 

To measure the complexity of an algorithm, independently of 

the hardware on which such algorithm is running, we have 

developed a new method, estimating the number of operations 

needed to perform a given task. In computer science, 

measuring or estimating the complexity is a very important 

matter, because it allows comparing different algorithms 

working on the same problem, ranking them as more or less 

efficient. When dealing with simple algorithms, it is easy to 

calculate or estimate the exact number of operations. For 

example, to compute the factorial of n, we need n-2 products. If 

we only take into account the dependency to the input data size 

and not the proportionality of performances among algorithms 

is disregarded, then we denote the order. The order o(f(size of 

input data)) is a function of the input data size related to the 

number of basic operations needed to perform the evaluated 

task. Hence, the order is an estimation of the exact number of 

such elementary operations, no matter the proportional 

differences. For example, taking o(kn3) running time [1]. This 

fact allows, as said, the addition of two n2 algorithms works as 

a new n2 algorithm. In these terms, the order is an analytical but 

 

 

However, this information has some important disadvantages. 

On the one hand, we may find two algorithms with the same 

order, but consuming one of them the double of time (or 

computational cost) to achieve the same result and accuracy. 

Another problem is found in some complex processes, where it 

is n

theoretical complexity is not quite clear because they are 

information, or even specifically on the input data internal 

organization, and not only its size. This is the case of semantic 

dependencies, e.g., speech recognition, compressing 

algorithms, and others. 

 

As every algorithm works over a finite frequency machine, the 

order is thus related to computing time and cost. But when the 

order is difficult to be estimated, some other solutions for this 

evaluation are proposed. The computation time is a generalized 

solution to measure the efficiency of the algorithms. The main 

counterpart of this option is the dependency with the machine. 

The usual way to solve this problem is to specify the 

observe similar proposals in image processing where efficiency 

is given, e.g., in frames per second over a specific hardware 

[3]. The advantage of this option against the order is the 

proportionality of the measure of the algorithm complexity. 

This advantage becomes a drawback when we want to compare 

algorithms from different studies, machines, or even years, 

when the computing architectures have changed. 

 

Comparisons of the speeds of different algorithms can be found 

in studies, such as that by Kim et al. [4]. However, the danger 

Pentium IV 2.4 GHz PC. The processing time of their 

algorithm cannot be compared with that of Wei and Quan [5], 

who employed a Pentium IV 1.9 GHz PC, one year earlier. 

Year after year, the speed of computers increases and time 

comparisons become increasingly difficult. Even with the help 

of explicit computing conditions, using the running time is a 

very limited way to solve the problem of ranking algorithms. 

An interesting clue to solve these problems can be found in 

some studies comparing the efficiencies of different algorithms 

in the same machine. For example, we found the following 

-9 detector is more than five times faster than 

DoG and ten times faster than Hessian-

comparisons can be found, e.g., in [7]. It will be useful, thus, to 

propose an index for both complex algorithms or situations 

where the order is difficult to be estimated. This index should 

allow inter-machine and asynchronic comparisons along the 

years, languages, and technologies. The solution can be found 

in generalizing a relative comparison that can be reproduced in 
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any computer and at any computing conditions, remaining 

invariant to these parameters, without sacrificing the 

proportional measure of the number of operations. Thus, the 

main goal of this study is to propose and validate a measure of 

the complexity and the number of operations by means of a 

machine-independent method. 

 

This paper is structured as follows. Following the Introduction 

Section, the proposal is described in Section II. Section III 

shows some tests and results regarding how this proposal 

works to evaluate complexities, which will be discussed in the 

final section. This final section also summarizes the 

conclusions of this study. 

 

2. INDEX SPECIFICATION 
 

-

psychologists and linguistic researchers, behaviorism was the 

only experimental approach to psychology. This approach 

-output 

(I- a black-box problem [8]. A scheme of this 

model is shown in Figure 1.  

 

 
Fig. 1. Simplified behavioral scheme. 

 

underestimation of the brain complexity and freewill have been 

observed. However, the problems encountered when trying to 

-

treating with deterministic systems, as it is the case of 

computers. 

 

As shown earlier in the Introduction section, estimating the 

complexity is a generalized problem, and it is a crucial task to 

compare different algorithms. 

 

Generalization of the behavioral scheme allows us to tackle 

problems where the complexity of the algorithm varies with the 

input or even with decisions in the middle, depending on some 

new input data. Moreover, some external inputs, depending on 

some intermediate data outputs and/or human decisions, can 

make the problem of complexity computation unaffordable 

from a classical point of view. 

 

As stated earlier, we have assumed having a finite number of 

steps as a condition. However, this constraint should be 

removed, because there are algorithms that are theoretically 

able to run forever in an infinite loop depending on a periodic 

(or at least repeatable) input of information, retrieving periodic 

(or at least repeatable) output data. Examples of this kind of 

algorithms are information servers, feedback-controlled 

algorithms, IIR filters, etc. In all these cases, the concept of 

complexity can be applied, because we can presume (and 

design) the algorithms to solve these problems in many 

different ways and, hence, with different complexities and 

running times. Therefore, we require an approach to estimate 

complexity, which can deal with all these scenarios.  

 

The standard notion of complexity is related to the number of 

operations needed to achieve a specific computation point from 

a starting one. We assume that the number of steps to process 

this path is related to the time they take to be processed. This 

assumption is true if the processing time is constant and the 

machine has a serial processor, as it will be discussed later. 

However, it is evident that the processing time varies with the 

architecture of the machine and other parameters. The 

consequence of this fact is the difficulty to compare similar 

algorithms whose complexities are given in terms of the input 

data size, time and specific computing conditions on which 

they are run, etc. 

 

2.1 Normalization and properties 
 
The relative differences between the machines can be 

eliminated by normalizing the total time (dependent on the 

specific hardware and task) to a standard and basic operation 

(supposed to depend in the same way of the specific hardware). 

Accordingly, we propose the following index: 

 

NT=ttask/tref   (1) 
 

In the Eq. (1), th en as the 

relation of the time required to achieve a specific task in terms 

of the time required to compute a reference and basic task. 

This index presents the following properties: 

 

This index 

subsection). 

We have a degree of freedom to choose the reference 

operation, which can be useful to define a basic operation 

as simple as possible, with some consequences. For 

example, if we chose the reset of a byte, then the NT 

obtained for signal-filtering algorithms is dependent on the 

size of the input file (useful to obtain the order of the 

algorithm). On the other hand, for the same case, if we 

chose the reset of the input file, then we would obtain a NT 

that is independent of the size. 

Chopping algorithms. Complex algorithms perform 

different tasks and have some well-defined intermediate 

steps. In these cases, it is possible to locally measure the 

complexity of any definable piece of the algorithm. 

Moreover, we could assume that the total complexity is the 

addition of each partial complexity. If human interaction is 

needed, then this process is mandatory. However, time-

computing must be stopped during human interaction, 

because the complexity is obviously independent of the 

time required for human decisions. 

Real-time systems characterization. The complexity 

estimation of real-time systems, as we saw, is sometimes 

an unaffordable task. However, if we apply the previous 

property, every real-time algorithm can be expressed as a 

variable loop of operations. Thus, each loop should be 

characterized with an NTi. With these data, we can estimate 

instantaneous complexity, average complexity, etc. 

 

2.2 Interpolation and order 
 
The order is a very intuitive way to explain how the system 

deals with the input information. However, it has some 

restrictions, which has already been explained in the 

Introduction section. Nevertheless, it is interesting to find a 

path to compute the order from the NT. We are interested in 

with algorithms whose complexities and, hence, orders, are 

unknown. Moreover, the order has less information than the 

NT (the order is a truncated transformation of the NT). Thus, it 

is not possible to obtain the NT index from the order. However, 

we can estimate the order from the NT through interpolation. 

By computing different NT indices for several input data sizes 

and taking tref from an operation independent of the input data 

size, we can obtain a set of points that can be matched to an 

analytical curve which represents the order, as it will be shown 

later. 

 

2.3 Assumptions 
 
We must take some assumptions into account to apply the 

measure of the complexity proposed in this paper. In general 

Input Data  
 (Un)known 

Algorithm 

Output Data 
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terms, we assume that the hardware that implements the 

algorithm is a general purpose system. In other words: 

 

Serial and mono-task processing. The reference operation 

should be computed in some basic steps. In this case, we 

can assume that it is done serially. If the hardware has 

parallel structures to compute some kind of operations, 

then the normalized time ratio of the algorithm will not be 

the same than that of a serial architecture. Moreover, it will 

depend on the specific hardware structures. In different 

machines, the reference times may be proportional, but not 

in the case of the global time. Thus, we are forced to 

assume a serial processing structure. In serial multi-task 

systems, the measure of the NT of some portions of the 

algorithm can be distorted because of other concurrent 

processes. The same problem can happen with the measure 

of the reference time. Thus, when we are using a standard 

PC, it is important to average several measures, as it will be 

shown in the Validation section. 

No hardware acceleration. The NT is distorted not only in 

parallel architectures. Some hardware has kernels to 

accelerate specific and complex tasks. Its performance is 

increased when complex tasks are carried out, but is not 

necessarily increased when basic tasks are requested; thus, 

we will find distortions in the NT if the hardware has this 

kind of modules. 

 

These constrictions can be summarized in a simple concept: the 

Strictly Serial Machine (SSM) approximation. In this 

paradigm, the system is supposed to have a single processing 

unit which, at every clock event, only processes the algorithm 

instructions. This approximation will be discussed in Section 4. 

Finally, let us clarify that our proposal is an empirical method 

to estimate the complexity. This constraint forces us to take 

some general assumptions about the hardware used to estimate 

the complexity (such as the SSM assumption). If these 

assumptions are taken into account, then this index can express 

 

 

3. VALIDATION 
 

In this section, we have implemented a set of tests to validate 

some relevant aspects of the proposed method over image 

processing algorithms. Every result will be discussed in the 

next section. 

 

3.1 Convergence to stable value 
 
Irrespective of the supposed independency with the hardware, 

modern operative systems are designed to provide pseudo-

parallel computation with a concurrent procedure to select 

tasks that use the CPU at every time. As a result, some little 

variations can be found when we estimate the NT of an 

algorithm. Depending on the average load of the CPU, both the 

measurements, namely, reference and total time, may be 

slightly distorted. 

 

Fig. 2 shows the stabilization of the standard deviation of an 

NT measurement of an algorithm (it is irrelevant at this point 

how does this algorithm work), with a mean value of 8.25. A 

total number of 20 measurements were carried out. 

 

 
Fig. 2. Stabilization of the standard deviation (std) of the NT 

index against the average number of iterations. 

 

averaged over the 20 samples available. The ordinate axis 

 

 

3.2 Order estimation 
 

The dependency between order and computation time is well 

known. However, in our proposal, we can decide whether we 

want to obtain such dependency or not, because we can 

observe different references: if the order must be estimated, the 

reference time must be constant, and subsequently, 

independent of the input data size. 

 
6 

iterations) of an image-processing algorithm against the input 

data size. 

 
Fig. 3. Image-processing algorithm NT index. The size 

percentage is applied to each dimension from 25 to 200% (25% 

step). 

 

Although this kind of algorithm is used to deal with N×M 

images, the order of this specific algorithm is linear, depending 

only of one dimension. In this case, the complexity only 

depends of the number of columns. 

 

Fig. 4 shows the NT of a laplacian filter with 3×3 kernel 

applied to the same set of images, computed with a constant 

reference. 

 
Fig. 4. NT index of a 3×3 kernel laplacian filter computed over 

a constant reference. 

 

In Fig. 4, the curvature yields to an order of o(n2) for a constant 

kernel, which corresponds to the mathematical estimation of 

the order. 

 

3.4 Same task, different algorithms with equal order 
 

Let us consider the example given in Fig. 4. A laplacian filter 

can be implemented with a k×k matrix, which is convoluted 

with the original image of size n×n. This process yields an 

order of o(n2k2). The same filter can be implemented dimension 
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independent, and its order remains the same, but the 

computation time is lower. This difference is shown in Fig. 5. 

 
 

Fig. 5. Two algorithms with the same order and different 
3 

iterations). 

 

3.5 Input data size dependency or independency 
 
By definition, the order represents the input data size 

dependency. Nevertheless, we may be interested only in the 

relative differences among a set of algorithms independently 

ithms,  

manage information. In other words, we measure infinitesimal 

efficiencies. 

 

Fig. 6 shows the results of the NT (averaged for 5 iterations for 

each measure) of the algorithms shown in Fig. 5, but with 

reference to the time to reset the input image. 

 
Fig. 6. Two algorithms with the same order, but different 

efficiencies. The reference is relative to the input data size 

(time to reset the input image). 

 

Fig. 6 shows how faster is the dimension independent 

algorithm (in almost every case) with respect to the other one. 

The order for both the algorithms is the same because both 

lines are almost constant. Furthermore, both NTs are mostly 

constant because the reference time is dependent on each data 

input. In this representation, the NT shows that the laplacian 

filtering of an image with a 3×3 kernel takes around 7.2 times 

the operations (i.e. time) of resetting the same image, while the 

optimized one reduces this relation to 6.5. Thus, the first one is 

10.7% faster while their orders are the same. 

 

3.6 Different machines comparisons 
 

The final goal of the proposal is to allow inter-machines 

comparisons. For that purpose, we have implemented and 

tested two algorithms over two different references and six 

machines (OS is Windows XP in every case) (Table 1). These 

algorithms perform two different filters over one dimensional 

array of 100000 random and integer values. It is irrelevant the 

exact functioning of the algorithms because we are only 

interested in relative differences among machines. 

 

In Table 1, 20 complexity measurements are averaged for each 

result, and outsider results are highlighted in bold. 

 

4. DISCUSSION 
 

The relative comparison among the algorithms has revealed 

some problems. The measurement of the time, for both 

reference and processing time, has not been found to be 

completely constant. This variation comes from the SSM 

approximation, which is not exactly appropriated in a standard 

PC running over a commercial OS. This problem can be 

minimized averaging several samples of the same 

measurement, as shown in Fig. 2. In these terms, it is important 

to have a reference long enough for one simple reason: the 

error (standard deviation) of the measure of the reference time 

is supposed to be constant and dependent of the OS 

architecture, PC load, etc., and independent of the size of this 

reference. Thus, the error in a small reference (short-time 

reference) is relatively higher than that in a long reference. 

Finally, it can yield to total errors that are not negligible, 

because the reference is the divisor in the NT expression. If the 

reference is long enough, then the error becomes smaller even 

in the worst case; in the same test, the mean value was 8.25 

with a maximum standard deviation of 0.17, which represents a 

maximum absolute error of 0.036 for this simulation. 

 

The choice of the reference has been found to be critical to the 

results obtained for more than one reason. The NT can measure 

different things depending of the chosen reference. If we need 

to estimate the order, the reference has to be constant, as shown 

in F

complexity should be described by a number or a function, 

representing how much time it takes to perform a task, when 

compared with how much time the same machine takes to 

perform a standard task (dependent or independent of the same 

input). This is the main reason why we have to specify the 

reference, and how it was obtained. This relativity is its 

strongest point, because it allows making this measure 

theoretically independent of the hardware, thus comparing only 

the software performance. The reference should then be as 

simple as possible but long enough to be easily implemented in 

any language and knowledge level. For example, we 

considered for that pu

any other basic operation would be valid. It has been 

demonstrated, however, that there is an intrinsic hardware 

dependency. However, this aspect is not critical, as shown in 

Fig. 2 and Table 1, for almost all computers (except second and 

third). In these cases, the results for different machines (or 

same machine and different moments) are close enough to be 

regarded as the same. Nevertheless, it must be considered when 

using hardware accelerators or parallel systems (such as GPUs, 

FPGAs, DSPs, etc.) or even some standard PC architectures. It 

can be observed in table 1 that the second and third computers 

show an important independency from the other results. 

Likewise, the difference between them is irrelevant. The 

conclusion is that second and third machines present different 

architectures than the other ones. We can, hence, compare 

algorithms among similar machines (regarding their 

architecture), even if their computing speed is different, but not 

among architecturally different ones. This is the main 

limitation concerning the SSM assumption.  
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Table 1. Hardware comparison of two different algorithms. 

 

Indeed, this decollation works in the opposite way depending 

on the algorithm; in the former one as reference), it 

shows a decrease in the measured complexity than that in other 

reference). This distortion is caused by the different speeds of 

processing basic and measured operations among different 

computers. In the same table, one can observe how the second 

and third computers could perform a faster operation with 

but a slower 

(70% more complexity measured). This difference is constant 

among the machines, and the order remains the same in any 

one of them and just changes proportionally. This effect is 

shown in fig. 5 for two different algorithms performing the 

same task in the same machine. The proposed method arrives 

to measure differences that could achieve, in absolute time 

measurements, around milliseconds. The discussion about if 

differences of milliseconds are relevant or not, depends of the 

final application and the accumulation of these small delays. 

Thus, our proposal regards to relative differences, 

independently of the context. Even if the order is constant and 

independent of the input data, the final differences in the 

processing time can be much more relevant than those obtained 

from the order itself for different sizes of the input data. 

 

We also found other sources of variations in the NT given by 

the algorithms, such as the internal structure of the data, in 

 

normal situation to find algorithms which deal with 

information faster if it is organized in a proper way. Examples 

of such algorithms were presented in the Validation section. 

 

Regarding the order, from simple examples (Fig.s 3 and 4), we 

can observe how the order takes into account only the 

dependency on the size of the input data. In the first example, 

the order is o(n), and thus, linear. In Fig. 4, the order is o(n2). 

However, there are infinite lines and curves that match with 

theses orders, having different running times, even with 

different orders of magnitude. Constant and proportional 

differences are hidden in the order estimation. For a linear 

dependency, the NT can be expressed as NT=  The order 

will always be o(n), irrespective of a and c and, hence, it is not 

possible to obtain the NT index from the order. 

 

5. CONCLUSIONS 
 

Measuring the complexity or efficiency of a specific procedure 

can be a very difficult and even an impossible task. Therefore, 

one can find different proposals with pros and contras. The two 

main proposals are the order and the computation time (or 

frames per seconds or Hz in some fields). 

 

The order presents some important problems: 

With the order, the relation of the operations of the 

algorithms is given in terms of the size of the input data, 

but information about how much time or number of 

operations are needed is not presented. As a result, 

although two algorithms can have the same order, one can 

take much more time than the other. 

 

In very complex algorithms, the order may be impossible to 

estimate.  

Finally, in semantic-dependent algorithms, the data itself 

can be as important as the data size. 

 

Furthermore, the time measure also shows important problems. 

Time comparisons need specific computing conditions to give 

time measurements do not allow direct comparisons among 

different researches. This drawback is heightened by the 

different machines on which the algorithms to be compared are 

implemented.  

 

In this paper, we have proposed a method to estimate the 

complexity, without calculating the number of operations. We 

estimated the complexity using the normalized time (NT) and 

discussed the way to estimate the algorithm order from the NT. 

With this estimation, we can evaluate and compare the 

complexity of different algorithms in several different 

machines. 

 

This method works by taking into account some assumptions 

about the hardware architecture, which allow decoupling or at 

least minimizing hardware and software dependencies. Finally, 

it can be applied as an empirical and generalized method to 

problem. However, we found some inter-machine problems 

that should be analyzed in detail in future works. 
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ABSTRACT 

  Although resilience is an important concept to assess 

the vulnerability of ecological systems, literature is still 

unclear on how to measure it in more complex social-

ecological systems. This paper presents a practical 

procedure to assess the degree of resilience of fisheries 

which builds on system dynamics analysis, specifically 

on the recent field of research known as loop dominance 

analysis. It shows that such systems may lose resilience 

when they exceed certain thresholds beyond which shifts 

in dominance of feedback loops take place   and suggests 

how to identify those thresholds.  

Keywords: socio-ecological systems, resilience 

indicator, system dynamics, loop dominance analysis 

 

1. INTRODUCTION 

Although the field  is considered by some to be 

fragmented, an emerging consensus on the critical 

importance of the concept of ecological  resilience for 

assessing the vulnerability of social-ecological systems 

(SESs)  promises  even greater  relevancy and utility of 

that concept for decision makers in the near future (Eakin 

and Luers [2]).   As defined by Holling  [8], ecological 

resilience refers to the ability to absorb change and 

disturbance and still maintain the same relationships that 

. However, questions  

regarding to operationalizing the concept of resilience for 

the analysis of complex social systems have been raised. 

This paper aims to help bridge that gap by proposing a 

practical procedure to assess the degree of resilience  of  

SESs which builds on system dynamics analysis, 

specifically on the recent field of research known as loop 

dominance analysis. We suggest that SESs lose resilience 

when they cross  tipping points, that is  threshold 

conditions that, when crossed, shift the dominance of 

feedback loops that control the processes.  For 

illustrating the argument, we use a very stylized system 

dynamics model developed by Bueno e Basurto  [1] for a 

small Mexican fishery.    

 

2.  METHODOLOGY 

behavior patterns 

A central message of system dynamics 

methodology is that structure drives behavior; system 

dynamics methodology explains how exactly the former 

drives the behavior of  variables of interest in a particular 

system (Forrester [7]) . There are only three unique  

behavior patterns based on the net rate of change, or 

atomic linear behavior, of a variable of interest, say fish 

population. The first is linear behavior, when the variable 

grows or declines steadly. The second atomic behavior is 

exponential growth or decay, when the variable moves 

away from its initial value faster over time. The last 

pattern is logarithmic growth or decay, when the variable 

moves away from its initial condition at a slower rate 

over time. Thus, atomic behavior can be described by the 

second time derivative of the values of the variable of 

interest: a second derivative equal to zero indicates a 

constant rate of change , and positive and  negative 

second derivatives indicate, respectively,  increasing and  

decreasing rates of change. The three atomic behaviors 

(or combinations among them) can describe most 

behavior presented by systems. For example, a positive 

second derivative of the level variable  fish population 

indicates that  the  fishery is in a collapse trajectory, since 

its dinamics is driven by a positive feedback loop, in 

which  smaller populations generate  smaller 

regeneration rates of the system. This allow us to define 

loop dominance as follows (Ford [6], p.8): 

 

variable during a time interval in a given structure and set 

of system conditions when the loop determines the 

atomic pattern (the second derivative path) of that 

 

 

2 .2 Definition of loop dominance 

 System dynamicists have been developing a 

number of new techniques for understanding   complex 

. One of the more iluminating of 

existing studies is the classical Richardson`s  [12] paper 

on loop dominance which we shall use in this paper to 

study the problem of assessing  resilience in fisheries. 

Our  conjecture is that the loss of resilience of social-

ecological systems like fisheries can  be seen as a 

bifurcation point in their dynamics through time caused 

by shifts in loop dominance. More precisely, we shall 

argue that systems lose resilience when their  dominant 

polarity shifts from negative to positive. The 

development is in terms of continuous systems but a 

similar development holds for processes expressed  in 

discret terms.    

 The polarity of a single feedback loop 

involving a single level x and an inflow rate   = dx/dt is 

defined  by sign  , which is consistent with a more 

intuitive characterization as follows. The denominator of 

the fraction  dx  can be thought of as a small change in 

x, for instance a  small change in fish caught in a 

particular fishery, which is traced around the loop until it 

results in a small change - d in the inflow rate, say in 

the regeneration rate of the system,  = . If the change 

in the rate, d  , is in the   same direction as the change in 

the level, dx, then they have the same sign.  As   is an 
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inflow rate and thus is added to the level, the loop is a 

positive one and hence reinforces the  initial change In 

such case sign  is positive and will be negative if 

the polarity of the loop is negative, that is if the  resulting 

change in the inflow rate is in the oposite direction to the 

change dx. If  is an outflow rate, all we have to do to 

extend  the above definition for loop polarity is to attach 

a negative sign to the expression for , since variation in 

the same direction in the outflow, e.g in the death rate,  

and in the level, e.g. in the  fish population means that 

the loop polarity is negative. 

 The basic mathematics of loop dominance 

analysis is as follows1. 

 Taking the derivative of the input flow into the 

state of variable of interest,  , with respect to the state 

of the state variable of interest, , yields: 

  

 

Which simplifies to: 

 for                (1) 

Each term in equation (1)  represents all minor 

feedback loops (or pathways) leaving the ith state variable 

and coming into the variable of interest xk.  We can 

decompose the effect of each minor feedback coming 

into the state variable xk  by doing:  

                   (2) 

 Where m(i) is the number of minor loops that 

leave the ith state variable and come into the kth state 

variable,   is the polarity of the minor feedback loop 

and the ratio   represents the net changes in the ith state 

variable and the net changes in the kth state variable.  

   Thus, the system is dominated by negative 

feedback loops, that is presents an equilibrium behavior 

pattern, only if   <0.  Furthermore, if the sign      of 

 shifts from negative to positive this indicates it has 

crossed a tipping point beyond which self-reinforcing 

loops start to control the process and the system loses 

resilience, as we have remarked before. 

  These ideas suggest a practical procedure for 

assessing resilience in fisheries which can be 

summarized in the following steps: 

1) Identify the variable of interest (x) that 

will determine feedback loop dominance 

in the major loop of a system dynamics 

model, that is the loop that drives the 

dynamics x dx  dx/dt , and 

                                                           
1 See Mojtahedzadeh et al. [9]. 

compute  the ratio    for the actual 

observed conditions of the system and 

over a chosen reference time interval, 

attaching a negative sign to   if   is 

an outflow rate. 

2)   Identify a control parameter which 

affects an auxiliary variable  and can vary 

the gain of the major loop . Use the 

parameter to vary the gain of the major  

loop until  changes sign in the reference 

time interval. 

3) Compute the value of the variable of 

interest at the point where  changes sign 

and compare this value to the equilibrium 

value obtained in the last run before   

changed sign; tipping point  of the 

variable of interest is in this interval. 

4)  Repeat steps 2 through 5 for the other 

loops 

5) Select the larger  among  the critical 

values of the variable of interest  as the  

critical resilience level of the system and 

compare this to the actual observed level ( 

or the simulated level at the actual 

observed conditions of the fishery); 

resilience degree is computed as: 

 

                                    

 

 

 In   section 3, we apply this procedure to a 

system dynamics model developed for  a small Mexican 

fishery.  

 

 

 2.3 The model for the Seri fishery 

 The Seri fishery is one of many Mexican small-

scales fisheries located in the Gulf of California. It 

exploits the Callos de hacha (CDH), a sessile bivalve 

mollusk that lives buried in sandy bottoms. The entire 

Seri CDH fishery takes place inside the Infiernillo 

Channel, a long, narrow, and shallow body of water 

flanked on the east by the Mexican state of Sonora. The 

basic model for Seri fishery is formalized as the simple 

stock-flow structure presented in Figure 1. The equations 

of the complete VENSIM model and other information 

regarding parameters description are provided in Bueno 

and Basurto (op. cit). 
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Figure 1. A simple model for CDH population 

dynamics. Variables inside the boxes are the state 

variables of the system while the others are either 

parameters, like the carrying capacity of the fishery, 

estimated by extrapolating observation in a sample of the 

total area,  or auxiliary variables, like the harvest rate.  

The harvest rate is given by institutional rules which 

determine fishing effort, that is the number the days 

fishermen go to sea, and by the capture capacity, given 

by the average number of boats deployed in the fishery, 

which also depends on the specific institutional rules 

adopted by the community. Positive signs indicate there 

is a direct relationship between the variables and negative 

signs, an inverse one. Thus total amount of CDH caught 

increases with the harvest rate and with CDH density in 

the channel and decreases when the size of the area of the 

channel covered by marine vegetation rises. The R mark 

indicates the presence of a positive or self-reinforcing 

loop. Hence, increases (decreases) in CDH Mature 

Population increase (decrease) regeneration rate and thus 

the CDH Mature population next period.  The B mark 

indicates the presence of a negative or balancing loop. 

Regeneration rate, thus, depends on the fertility rate of 

female CDH and on the survival rate given by the 

Beverton-Holt equation: the larger the total CDH 

population (CDH) in relation to carrying capacity (CC), 

in the x axis, the lower the survival rate, in the y axis, and 

the smaller the CDH population next period. The sign of 

the loop, that is whether it is of self-reinforcing of 

balancing type, is obtained by multiplying the signs of 

the relationships included in the loop. The system may 

collapse if the flow of total CDH caught  exceeds a  

safety level beyond which  the regeneration rate next 

periods will be  lower than total harvests, which leads the 

self-reinforcing loop (in its collapse mode, in which 

decreases in CDH population lead to further decreases ) 

to dominate the systems dynamics. 

 

3. APPLICATION OF THE LOOP DOMINANCE 

PROCEDURE  TO ASSESS THE RESILIENCE OF 

THE SERI FISHERY 

For assessing resilience of the Seri fishery, 

apply the procedure proposed in section 2 as follows. 

1) Variable of interest is the Mature CDH Population, 

which is a key variable for the system regeneration; the 

ratio over the chosen reference time interval is shown 

in Figure 2.  

 

 

                           

 

 

 Figure 2: ratio   for a 13 boats fleet size 

  

 

 

2) Parameter carrying capacity is chosen, assuming that this 

parameter influences positively the regeneration capacity 

of the fishery; the evolution of the ratio   is shown in 

Figure 3.  

 

 

Figure 3: Loop dominance shift caused by variation 

in the carrying capacity   

 
 

 

3) System undergoes a loop dominance shift somewhere in 

the interval cc 20500- 21000 millions of CDHs, and the 

tipping point (at cc = 20500), that is the point beyond 

which   changes sign from negative to positive, is at 

time 78. Critical Mature Population is somewhere in the 

interval equilibrium population at cc=21000  and the 

Mature Population at the tipping point. Thus, a 

estimative for the critical mature population based on the 

carrying capacity is  3282 < critical mature population 

<4252 . 

4)  Procedure is repeated for the parameters  average boats 

deployed, productivity per man and fishing effort. 

Results are as follows. Tipping points:  fleet size: year 

89; productivity: year 67, and fishing effort: year 82. 

Critical mature CDH population forecasts: fleet size:  
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15,9 to 16 boats  

Mature CDHs; productivity:  660 CDH/man/day and 670 

CDH/man/day  

Mature CDHs < Xc < 4308 Mature CDHs. 

                    

                

5)  resilience degree is computed as: 

 

                            

 

 

 

     The critical resilience level of the fishery (the larger 

one) is 4308 million of  mature CDH and, hence, the 

resilience degree of the system is : 

          

 

=   . 

Which means that the observed value in the 

Seri fishery is a little more than twice the critical 

resilience value. 

  

4. DISCUSSION 

Formal loop dominance analysis tools are still 

in their formative phase. One of the main criticisms 

raised against these approaches is that they do not 

provide a unified theory that automatically provide 

modelers with dominant structures. While much progress 

is expected to be reached in the field, this is likely to 

remain as a permanent  shortcoming  of  the system 

dynamics methodology, given the analytical intractability 

of non-linear high order actual social-ecological systems. 

So it seems that at least in part loop dominance analysis 

is likely to remain as much as science as art. 

 Despite its shortcomings, however, simple  

analyses such as the one presented in this  paper might be 

very helpful for resource users.  

  For instance, assume that fleet has grown  

from  a size nearly below  the tipping point of the system, 

say the one obtained at the fleet of 15 boats, to a size 

nearly above that point, in which 17 boats are deployed. 

Assume also that fishermen, after realizing that the fleet 

is too large, decide to reduce it to the original level after 

45 (return 45) or 55 years (return 55)  as depicted  in 

Figure 4. In the second scenario, mollusk population has 

fallen below the system´s tipping point (4308000 mature 

CDHs in the Seri fishery), which has led the fishery 

entering into an endogenously driven downward spiral. 

Once system is stuck  in that path it will remain there, 

even if the fleet size  returns to the status quo ante, that is 

to the previous set of practices and institutional rules. 

Thus, in order to prevent their system to collapse,  

fishermen would have to agree on a new set of rules 

restricting fishing effort until the mollusk population has 

been restored to its sustainable levels 

Figure 4:  Effect of fish institutional responses 

near the tipping point 

 

Several recent studies using the system 

dynamics approach have attempted to apply the concept 

of resilience to study processes of dominance  shifts in 

different complex systems. A representative sample of 

these works is as follows. Rudolph and Repenning [13]  

show  that the accumulation of routine events can shift 

organizations from a resilient, self-regulating regime 

which off-sets the accumulation of interruptions in to 

existing plans and procedures, to a fragile self-escalating 

regime that amplifies them. Taylor and Ford  [16] explain 

why the accumulation of tasks in the development phase 

of new projects in an organization can generate ripple 

effects  during the completion of these projects and thus 

lead them to failure. Sengupta et al. [14], in another 

context, show how an irrigation systems can lose 

resilience due to insufficient maintenance of equipment. 

Ford [5], finally, suggests that electric companies may be 

trapped in a spiral of losses for expanding capacity ahead 

of demand beyond a certain critical level. The basic idea 

of all these works is that systems lose resilience when 

they exceed certain thresholds in which shifts in 

dominance of feedback loops take place. Given the 

commonalities among the processes it seems plausible, 

while this is still an unexplored field by economists, that 

approach might also help to better understand regime 

shifts in economic processes as long wave cyclical 

movements in investments and output (Sterman [15])  

and perhaps structural breaks in economic activity,  as 

the  recent financial crisis. 

5. CONCLUSION 

Usually one assumes that social-ecological 

systems  respond to gradual change in a smooth way, but 

sometimes there are drastic shifts  bifurcation points -    

which are typically  hard to predict in advance, and 

expensive or even impossible to reverse (Folke et al. [3]). 

Mostly because measurement or predictions of thresholds  

in SESs  have low precision,  the  precise meaning of 

resilience and its identification remain a subject of 

debate. This work has attempted to bridge that gap by 

providing a relatively simple procedure to assess 

resilience in SESs based on loop dominance analysis. 

 Once a system dynamics model has been 

calibrated for a particular SES, the proposed  procedure 

allow to identify critical intervals for the population 

which would prevent  systems   entering  into downward 

trajectories as typically happens in loss of resilience 
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processes. Those values thus could then be considered as 

benchmarks by users, who might assess resilience by 

forecasting actual population directly from collected  

samples in different parts of the systems. 

 Computing  such  benchmark values is a 

potentially  useful tool because it might help to develop 

indicators of gradual change  and early warning signals 

of loss of ecosystem resilience by monitoring only (at 

most) a handful of key ecosystem variables. To be aware 

of those signals is important since, as literature has 

related fishermen around the world prefer, simply and 

pragmatically, to grow the fleet until there is compelling 

evidence to stop (Morecroft, [10], p. 341). However, as 

experience that people have before crossing the tipping 

point is likely to misguide them when their systems start 

to be driven by positive downward feedback loops 

(Moxnes [11]), the level of fish population that they 

intuitively consider as a compelling evidencefor  

reducing their fishing effort may indeed be quite bellow 

from the critical0 safe level of resource use.  
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ABSTRACT 

Majority of the world population is affected with diabetes. 
Retina of eye is found to involve in one third to one fourth 
of diabetics as a complication called diabetic retinopathy 
which is one of the most common causes of blindness in 
diabetes. It has been found that duration of diabetes with 
characteristic rise and fall is major cause for damage to 
retina. Various spans of remarkably elevated blood sugar 
levels often results into changes in perfusion of retinal 
capillaries bed which leads to onset of diabetic 
retinopathy. Many associated physiological dynamics 
have revealed the various modes of clustering of events 
affecting this condition. Computer simulation based 
methodologies have been used to solve various issues 
primarily related to bio-medical complications. Our effort 
in this work is to check the significant pattern of glucose 
level dynamics with some data trend responsible for 
causing diabetic retinopathy condition. The characteristic 
span profile of the dynamics is found to be held 
responsible for critical conditions. The obtained data set is 
trained meanwhile using neural network to predict the 
possibility of occurrence of such situation with relevant 
statistical inferences.        

Keywords: Retina, Diabetic Retinopathy, Data Trend, 
Span Profile and Physiological Dynamics. 

1. INTRODUCTION 

Computational approaches are now being developed to 
resolve and predict the occurrence of several most 
common health disorders. Diabetes is a common 
physiological disease affecting a majority of world 
population. It is reported that diabetes mellitus affects 4 
per cent of the world’s population and about half of that 
have some sort of diabetic retinopathy problem at some 
stage [1]. Diabetic retinopathy is a common complication 
in diabetes and is a most prevalent cause of legal 
blindness between ages of 20 and 65 years. Diabetic 
retinopathy is more common in type I (insulin dependent 

or early onset) diabetes (in 40% cases) than in type II 
(non-insulin dependent or late onset) diabetes (in 20% 
cases). Such retinopathy occurs in type I as well as type II 
diabetes mellitus cases and it has also been found that 
most of  type I and about three-fourth of type II sugar 
patients will develop retinopathy after one and half 
decade of their diabetic span [2]. Duration of diabetes is a 
more important risk factor than its metabolic control. In 
type I diabetics, retinopathy rarely develops within five 
years of onset of diabetes or before puberty, but 5% of 
type II diabetics have retinopathy at first presentation of 
diabetes. It is observed that very strict glycemic 
monitoring and control is required to cure surgical and 
cardiac patients, likewise precautions methodology are 
devised to avoid the occurrence of retinopathy problems 
[6,7]. Prolonged spans of elevated blood sugar levels 
often results into remarkable changes in perfusion of 
retinal blood capillaries with loss of pericytes and 
increased adhesiveness of blood cells and platelets in 
retinal vasculature of the eye leads to onset of diabetic 
retinopathy. Many associated physiological dynamics 
pertaining to anemia, protienurea, dyslipidemia and 
hypertention affect this condition.  

The stipulation can be avoided to a certain extent by 
predicting the risk which arises only after sustenance or 
variation of blood sugar level in a characteristic way by 
using the data trend of a certain time span. The long term 
profile of glucose level can be used in computing the 
exact time of the approaching risk when the patient must 
get proper regulation of blood sugar level to avoid any 
significant damage to retina. 

The modelling of time span profile for diabetic 
retinopathy is done in order to compute the exact time of 
falling into risk. The screening policies are also to be 
implemented for the early detection of retinopathy in 
patients with even non-insulin dependent diabetes [3]. 
The insulin dosage is carefully administered to diabetic 
patients with higher level of complications and on the 
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other hand there are chances to develop retinopathy 
problems in meanwhile stage [4,5]. Using the profile one 
can go directly to consult his ophthalmologist in the initial 
stage of such a condition and need not wait for having 
complaints in the vision to make such a move. Model 
equations are found to be of great help in depicting and 
characterizing the dynamics and hence concluding some 
decisions based on numerical outcome of the putative 
model. The outcome of the model is iteratively being 
incorporated to the neural network and each numerical 
value is optimized using genetic algorithm to achieve 
more accuracy. It is found that neural network approach 
can be used for making predictions based on training 
given to the collected data. Each input data is first 
normalized and make to a certain scale then the values are 
trained, tested and validated to setup a neural network 
model.  The temporal based massive data is available to 
support data mining research and working on models this 
effort is reasonably utilized in field of medical care [8]. 

 The dynamics of other physiological factors are to be 
assimilated into the baseline sugar trend models in type I 
and type II diabetes to optimize the goal. Moreover 
statistical analysis has been made to identify the precise 
risk zone. Some co-incidental roles of indispensable 
genetic factors have been incorporated in the model to 
substantially develop a worthy approach. Although a lot 
of efforts workers did in characterizing diabetic 
retinopathy but a very inadequate noticeable work can be 
found which is dedicated particularly to resolve its cause. 
Digital chips based on this approach may be devised to 
monitor glucose level variation trends particularly for the 
patients falling in a defined risk zone. The accurate 
predictions based on these approaches would be of great 
help to identify the meticulous inception of such eye 
disorders.  

2. A TYPICAL DIABETIC RETINOPATHY 

Diabetic retinopathy is the most common diabetic disease 
of eye found to be a leading cause of blindness in most of 
the adult population. It is caused by adverse changes in 
the blood vessels of the retina. Generally in diabetic 
retinopathy, blood vessels may swell and leak fluid while 
in some cases abnormal new blood vessels grow on the 
surface of the retina, as shown in Fig. (1), the retina is the 
light-sensitive tissue at the back of the eye required for 
vision. Diabetic retinopathy involve retina in five stages 
viz. mild, moderate, severe and very severe non-
proliferative retinopathy and proliferative retinopathy. 
Former types (non-proliferative) are associated  somehow 
with varying degree of obstruction in blood supply to 

retina while later stage (proliferative)  is characterized by 
growth of new blood vessels with fragile wall along the 
interface of retina and vitreous i.e. neovascularisation. In 
such retinopathy the abnormal new blood vessels being 
fragile get damaged and result in blurring or loss of vision 
due to leaking of blood on macula or into vitreous cavity. 
The fluid and proteins may leak into the macula and its 
centre i.e. fovea where vision is sharpest, leading to 
blurring of vision. Such condition is defined as macular 
edema. It may usually occur at any stage of diabetic 
retinopathy but often tends to occur with the progress of 
disease. Most of the patients with proliferative retinopathy 
have macular edema. 

To protect vision, every person including young and 
mature people with type I or II diabetes should have a 
comprehensive dilated eye examination as soon as 
possible after detection of diabetes and also get it done at 
regular intervals as required. Symptoms like floating spots 
are observed associated to haemorrhages that tend to 
happen more than once. If left untreated, proliferative 
retinopathy may result into severe vision loss and even 
total blindness.  

Diabetic retinopathy characterized by macular edema is 
detected during a comprehensive eye tests as, visual 
acuity test, dilated eye exam, tonometry, fluorescein 
angiogram etc. To prevent progression of diabetic 
retinopathy effectively patient with diabetes is required to 
control his blood pressure, and blood cholesterol level 
additionally to blood sugar. Anaemia and nephropathy 
should also be investigated for and treated.  Focal laser 
surgery is required for treating macular edema. Procedure 
called scatter laser treatment and surgical vitrectomy are 
quite effective in treating proliferative retinopathy. Now 
researchers are testing drugs that may have potential to 
stop retina from sending chemical signals (growth factors) 
to promote growth of new blood vessels. And also to 
block and render tem ineffective if released.  These drugs 
might be of help in reducing the need for laser surgery to 
treat diabetic retinopathy problems. 

 

Figure 1. Perfusion of blood capillaries associated to 
diabetic retinopathy condition. 
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The clinical findings diagnosis at several stages over a 
vast time phase resulted into database for some numerical 
based study and risk characterization. 

3. ROLE OF GLUCOSE LEVEL DYNAMICS 

Glucose level dynamics is used to govern several 
physiological key factors and their interaction dynamics at 
each and every instance. In our study of diabetic 
retinopathy the impact of its higher level sustenance and 
frequent variable peaks are considered to be matter for 
prime research. The focus here is to allocate numerical 
weight factor that may incorporate several considerations 
included, at any point of time. The training of such data 
using neural network etc provide some clue in identifying 
the risk  zone using statistical base and would become the 
matter of clinical attentiveness. Various other altered 
physiological states mentioned above like anemia, 
dyslipidemia, albuminurea and hypertention etc. along 
with genetic variants may interplay with glycemic status 
dynamics and if all could be computed may provide a 
vivid and continuous shade of expression in prediction of 
diabetic retinopathy.  

Observed Glucose Dynamics at long term basis 

Data of blood sugar level (fasting) has been assumed to 
configure a model framework which is used in critical 
study of its subjective dynamics. An observed data-set for 
a certain length of period has randomly selected to utilize 
for our putative model, Table (1). 
 
 
Blood 
Glucose 
level 
(mg/dL) 

108.1 104.3 79.2 … 135.2 122.1 

Time-
Period  
(months) 

1 2 3 … 69 70 

Table 1. Observation time in months and recorded blood 
sugar level in mg/dL for respective duration  

 

Utilizing the above data trend we would be able to utilize 
approach of data mining which have been  generally used 
to apply over the population of data to screen out the data 
of interest in order to conduct a relevant statistical 

analysis.
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Figure 2. Observed trend of general variation in glucose 
level with selected time span in diabetes 

4. ALGORITHM AND DATA ANALYSIS 

To identify the Risk Prone Zone (RPZ) computationally 
from the entire observed data is the forth most task. 
Generally glucose level shows abrupt variations over a 
period of time in a diabetic patient Fig. (2). 
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Figure 3. Identification of Risk Prone Zone from glucose 
level profile at certain period of span 
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Relevance of Statistical Analysis 

According to the assumptions of our model the factors 
that are to be taken into account to compute the risk factor 
are; 

 Span length of rise in blood sugar level above the 
normal 

 Magnitude of different elevations in blood sugar 
during a particular span 

 Frequency of such abnormal rise in any short 
duration of time length 

Allocating weight to the above different parameters a 
simple model can be configured. We may compute risk 
factor variable (Rf) of diabetes to cause retinopathy at any 
point of time within any risk prone zone, shown Fig. (3). 

Rf = wglt*wti*Xps                            .....(1) 

Xps=Rst*Rfi-1                                   .....(2) 

i – Denotes the index for particular span; t – Time step  

Xps   Weight of the previous high level glucose span  

wglt  Weight of the glucose level magnitude 

wti    Weight of the time factor or temporal issue 

Rst    Reliability value at a particular time instance 

Rfi-1  The risk factor computed for previous span 

 
In a risk prone zone span, depicted in Eq. (1) & (2) where 
parameter Rf follows a sigmoidal path while Xps shows a 
decay with time based reliability factor (Rst) in between 
the different elevated sugar level spans. The other 
associated physiological factors governing glucose level 
and vision loss are not incorporated in overall study. Also 
the impact of treatment and dosage regulation not 
included separately to signify their role in shaping the 
data. The effort has been made just to incorporate the 
general data into the model to understand the vision 
related issue.  

The first assumption envisages over the fact that any 
functional unit has initially maximum reliability and it 
decreases on basis of interaction of several subunits in a 
specific topological fashion with variable dynamics, Fig. 
(4). A varying consequence of transformation in topology 
can be taken into account to depict the observed level of 
functionality at any point over a period of time. The 
general reliability term expression is considered here, Eq. 
(3). 

 

Figure 4. Stochastically decreasing reliability factor for 
visual system in diabetic situation. 
  
Reliability at a time t is given by;  
 
Rt=  e – lambda * t                             .....(3) 
 
The variable lambda – Denoted the chances of failure 
e – Euler’s number, having numerical value 2.7183 
 
More effectively we can write for a an interactive small 
frame where two subunits are interacting sequentially 
while other three are also working in sequential harmony 
to each other, but the group of two and three are 
interacting in parallel fashion. The reliability of this small 
system with a small value for chance of failure (lambda of 
respective subunit i – lbdi) can be computed in respect to 
span of time, given by the equation Eq. (4); 
 
Rs(t) =  e ( - (lbd1 + lbd2) * t) +  e ( - (lbd3 + lbd4 + lbd5) *  t)   .....(4) 
 
It is preferable that large population size data has to be 
processed to design it for statistical test. Subsequently p-
value is to be taken into account to signify the existence 
of risk zone over any band of time scale. Although 
reliability has very undersized impact over the biological 
system model but it always impart the property of 
decaying strength over time. So the strength of risk prone 
band has significant influence of this factor. Here 
stochastic assumption among functional subunits is made 
that may result into feasible functional outcome of any 
system as in our case visual framework. 
 

Neural Network Applications 

The simulation of glucose dynamics has been done in 
Matlab 8.0 to numerically evaluate and predict the process 
behaviour using neural network approach. 
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The data is first normalized using upper and lower bound 
of the numerical range and then the normalized data is 
used to serve as input for the neural network model. The 
procedure is repeated for train, test and validation data. 
Constituting the hidden layer a multilayer perceptron is 
designed to process the input together with weight. Using 
activation function as sigmoidal type the output is 
obtained. The given input is data set of sugar patient for 
entire observable time duration. After optimizing the 
number of layers to ensure optimal memory, ten hidden 
layers of neurons in the network are assumed. Inbuilt tool 
box is employed to build the neural network and to obtain 
the output of statistical significance.  
 
The idea is to predict the Risk Prone Zone over the period 
of time from the given data, once it has been trained 
earlier with requisite data set. The model validation for a 
specific data profile is required to train and test the data 
after normalization, since each input data is first 
normalized and make to a certain scale then the values are 
trained, tested and validated to setup a neural network 
model. So adjusting the weight strength and minimizing 
the error more optimal predictions may be obtained 
regarding the temporal based inception of problems. 
Meanwhile data is optimized using genetic algorithm 
operation applying an objective function to ensure more 
optimized input data for neural network after its 
operation.  

5. CONCLUSIONS 

It was observed that span of glucose elevation in the 
blood is also important in addition to the level of glucose 
in the blood. So three things are collectively assumed to 
be relevant to reach any statistical conclusion i.e., times 
for which glucose level went high, magnitude of its 
elevation and span for which high frequency of glucose 
elevation or sustained increase in level is recorded. This 
strategy is to be applied over a long term observation 
which would give some inference of identifying the 
chances of onset of risk prone zone. It is also to be noticed 
that the study of physiological dynamics and its impact 
over retinopathy studied has still have to incorporate the 
significant influence of plenty of other factors and ailment 
conditions to make the approach more realistic and 
applicable.   
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ABSTRACT 
Fuzzy logic and Genetic Algorithm 
combination is becoming popular intelligent 
technique among researchers to investigate 
the decision making process in different 
application fields. This paper proposes a 
methodology of performance analysis of 
CRM systems based on such hybridization 
of fuzzy logic and genetic Algorithm. The 
technique is referred to as Genetic 
Fuzzimetric Technique. It is based on a 
concept of Fuzzimetric Arcs that defines the 
initial selections of fuzzy sets and allowing 
the mutation and cross-over of sets using 
Genetic algorithm principles and hence 
optimizing the output. CRM –performance 
analysis was used as an example to explain 
the operation of GFT where the objective 
was to monitor the performance level of 
CRM. Based on GFT principle, a tool was 
built to demonstrate the mechanism of GFT 
to CRM performance analysis example. 
 
Keywords Fuzzy systems, Decision Support 
Systems, DSS, CRM performance analysis. 
 

1. INTRODUCTION 
 
Management of information systems 

today are much more complex due to the 
variety of socio-technical elements 
introduced as the system evolve. Fuzzy logic 
(Zadeh 1965 & 1973) [1,2] is one type of  
theory that can be used to help achieving a 
decision given uncertain (fuzzy) inputs and 
as such it can provide a translation of the 
qualitative abilities of the human brain into 
quantitative functions. Uncertainty in the 
decision making is becoming more and more 
needed as most decisions are becoming too 
fluid and unstructured. A tool that can help 

managers to take a decision under 
uncertainty is becoming highly demanded. 
Many systems uses fuzzy inference engine 
as embedded features of their perspective 
systems, for example, Cheng et al. [3] 
proposed an e-marketplace negotiation 
system that is based upon fuzzy inference 
system. Dweiri et.al. [4] proposed to use 
fuzzy decision making systems to measure 
the efficiency based on three criteria, project 
cost, project time and project quality. Most 
mathematical modeling of decision support 
system may lack the existence of accuracy 
element due to the fact that either because 
the variables are actually “fuzzy” (not 
accurate) or due to the fact that the human 
individual’s interpretation of the inputs may 
vary. This fact has led a number of 
researchers in the field to adopt the mixture 
of accurate mathematical formulae with 
some elements of fuzziness. Jimenez et.al. 
[5] for example proposed a method for 
solving linear programming problems using 
fuzzy parameters and Wang et al. [6] 
proposed a fuzzy modification to AHP 
(Analytical Hierarchy processing) to aid 
decision maker in optimization of 
maintenance strategies. 
This paper introduces a new user-friendly 
fuzzy inference tool that can be utilized by 
managers or by researchers to aid them in 
decision making without the need to 
understand the mechanism of fuzzy 
logic/system. It is basically an inference 
engine (shell) using the concept of GFT and 
hence termed as “FIE” (Fuzzy Inference 
Engine).  FIE was developed on the basis of 
the concept of Fuzzimetric Arcs for fuzzy 
set choice and selection introduced by 
Kouatli et al. [7] as well as then concept of 
multivariable system introduced by Kouatli 
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[8]. Methodology of definition and selection 
of fuzzy sets (Fuzzy variables) using the 
concept of Fuzzimetric Arcs in conjunction 
with Genetic algorithm was also proposed 
by Kouatli [9]. The concept principle of 
Fuzzimetric Arcs and its combinations with 
Genetic Algorithm is beyond the scope of 
this paper. However, interested researchers 
can view relevant articles about this subject 
[7, 8, and 9]. JAVA language was used to 
implement the concept of FIE.  
 

2-Genetic Algorithm & Fuzzimetric Arcs 
Principles 

Genetic algorithm can help in 
establishing the rule-set values based on 
combinations of multiple rules or “genes”. 
Each gene can be regarded as one rule 
towards modeling the system where the 
antecedents (If- part) and the consequents 
(THEN-Part) can be found using 
“crossover” operator between all possible 
combinations of fuzzy variables between the 
input universe and the output universe. For 
example, if the input universe is represented 
by four linguistic terms (variables) (Tiny, 
Low, Medium, High) and the output 
universe is represented by three linguistic 
terms (Low, Average and High), and then 
the total possible crossover of input/output 
would be composed of a total of 12 possible 
genes (Rules). Some of these genes are not 
relevant and will die as the fitness 
factor/function becomes very low. This will 
leave only the healthy “good” genes in the 
pool of rule-set genes. The remaining 
healthy genes form the chromosomes of the 
rules which are basically the resulted 
Knowledge base. 

The final output performance of 
fuzzy system is highly dependent on the 
fuzzy set shape. Genetic algorithm may help 
in selection and mutation of the fuzzy set 
shape in order to optimize the system to the 
desired output. The main components of 
genetic fuzzy system are illustrated in figure 
1, and consist of:  

1-selection of good “genes” of the 
knowledgebase 

2- Selection of good “genes” of 
fuzzy variables (fuzzy set shapes) 

3- The input & justification process 

4-The output and the De-
fuzzification process 

5- The fuzzy inference engine 

6- Feedback link that it can be either 
in training mode or a feedback of the output 
as part of normal production of the system 
(i.e. output change treated as an input to the 
system as well.).  

 
JAVA language was used to construct the 
FIE structure to have a maximum of 10 
inputs and a maximum of 10 outputs. As an 
example, Figure 2 shows a snapshot of the 3 
simple steps in creating a simple rule-set 
composed of one-input-one output (SISO) 
system  
Step1- Specify the number of inputs and 
number of outputs using drop –down menu, 
then specify if the required relationship to be 
either directly proportional, inversely-
proportional or advanced (used for 
customization of linear or nonlinear- 
systems). 
Step 2- Specify the level of each input – in 
this example 9 levels specified (other than 
the 0 level) for each of the input and output 
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Step3- run the test which is basically calls 
the program and does the fuzzy inference 
and display the de-fuzzified value as shown 
in Fig. 2 
 

 

 
Fig. 2 Snapshot(s) of FIE simple user-
interface 
If advanced button has been chosen, then the 
system displays a rule-set option menu 
where you can specify each rule using the 
drop-down menu as shown in Figure 3 
where R11 stands for rule-set connecting the 
first input with first output and hence 
labeled as R11 which is composed of the 
four rules described above and in this 
example shows a linear relation ship 
between the input and the output, i.e. the 
figure 6 states the definition of directly 
proportional relationship represented by the 
four rules as: 
RULE1   If input=PO Then Output=PO 
RULE2   If input=PS Then Output=PS 
RULE3   If input=PM Then Output=PM 
RULE4   If input=PL Then Output=PL 

 
Fig. 3- Snapshot of Rule-set Definition 
R11 using Drop-down menus (Advanced) 
 
3- Fuzzy CRM performance analysis - A 

Root-Cause Example 
 

The use of Root-Cause diagram is mainly to 
segregates the possible causes of problem in 
a manner that identifies the root cause (and 
hence it is termed as root-cause Analysis). 
Each cause reflects the characteristic 
required to improve the performance of the 
fish-bone analysis.  The measurement of 
inputs are usually qualitative rather than 
quantitative, hence, the input level of each 
input can be represented qualitatively as 
Low, High….etc. 
Our interest in diagram is in the utilization 
of causes (inputs labeled as X1 till X10) taken 
as fuzzy variable (see figure 4). Fuzzy 
inference in this case can be used to analyze 
the CRM performance level (the only output 
of the system labeled as Y1).  Each one of 
these input ill have a specific influence on 
the output (directly proportional inversely 
proportional or non-linear) as it will be 
explained in table 1. 

 
Fig. 4- CRM performance analysis in a form 
of root-cause diagram.  

66

Proceedings of the 3rd International Multi-Conference on Complexity, Informatics and Cybernetics (IMCIC 2012)



   

 
Running the FIE application would need to 
identify the number of inputs and outputs. 
Figure 5 shows a snapshot for such 
definition to our CRM performance analysis 
example. 
 

 
Fig. 5- Snapshot of the first menu of FIE 
Number of Input/output required. 
 
There are number of factors that will be 
needed to specify when running the Fuzzy 
Inference Engine (FIE). These factors are 
explained below and summarized in table1: 
 
Table 1: Details of chosen values used in 
the Fuzzy-CRM performance example 
Input Description Chosen 

levels 
Relation 
type 

X1=Media Contacts 9 Directly 
Proportional 

X2=Follow-up success 
stories 

9 Directly 
Proportional 

X3=Up-coming events 
and workshops 

9 Directly 
Proportional 

X4=Follow-up with 
clients 

9 Directly 
Proportional 

X5=Documentation/IS
O standards 

6 Advanced – 
Non linear 

X6=Email sent 
appropriately 

6 Advanced – 
Non linear 

X7=Wrong Material 
delivery 

9 Inversely 
Proportional 

X8= Late Delivery 9 Inversely 
Proportional 

X9=Use of 
statistics/Data mining 

15 Inversely 
Proportional 

X10= Number of 
success stories 

15 Inversely 
Proportional 

After defining the number of inputs and 
outputs (10 inputs and one output as shown 
in Fig.5), the steps involved finding the final 
output (CRM performance level) can be 
described in 3 main steps. These are:  
 
Step1:-Fuzzification:  Decision needs to be 
made about the fuzzification strategy for 
each input must be made. Only number of 
levels required to input without the need to 
understand the structure of Fuzzimetric Arcs 
(angles required for each option). These are: 
X1 to X4 assumed to have 9 levels (α= 300),  
X5 and X6 assumed to have 6 level (α=450), 
X7 and X8 assumed to have 9 levels (α= 300), 
and  
X9 and X10 assumed to have 15 levels (α = 180) 
Figure 6 shows a snapshot of the definitions 
of fuzzification levels. 
 

 
Figure 6 – Snapshot of fuzzification levels 
definitions using FIE 
 
Note that, in general, each one of the inputs 
may have more or less influence to the 
output that the other (weight). For 
simplicity, FIE assumes that all inputs 
carries equal weight, i.e. in our example, of 
10 inputs, the weights for any one of the 
inputs would be (1/10=0.1) 
 
Step2: Define Knowledge/Rule-set(s): 
Each one of the inputs will have Rule-set 
relationship with the final output would be 
directly proportional, inversely proportional 
or non-linear relationship. For the sake of 
this example, X1 till X4 assumed to be 
directly proportional with the output Y1, X5 
and X6 assumed to have non-linear rule-set 
with the outputs and X7 to X10 assumed to 
be inversely proportional with the output 
Y1. Figure 7 shows a snapshot of rule-set(s) 
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definition using advanced button for both 
linear and non-linear rules. 

 
Fig. 7. Definition of the 10 rule-sets using 
advanced button of FIE 
 
Step3:- Inference and De-Fuzzification: 
after setting-up the system as shown in the 
above 3 steps then FIE can be called as a 
method from another program and hence 
FIE can be used as the inference part of a 
specific application package on CRM 
performance. For testing purposes, FIE 
designed to have test button that allow the 
user to view the output (Y). Figure 8 shows 
the snapshot of the test of Fuzzy-CRM 
measurement using an example of input 
values of X1 to X10. Note that as the output 
fuzzified levels was chosen as 9 levels (see 
figure6), then the final output shown in the 
snapshot (Y1=4.68) is dependent on that 
chosen levels, i.e. the Fuzzy-CRM 

performance measurement Y1=4.68 out of 9 
levels  

 
Fig. 8- Snapshot of testing Button (De-
fuzzification step) 
 

4- Conclusion 
 

CRM performance analysis was used 
in this paper as a vehicle to demonstrate the 
structure and steps used in FIE -A tool for 
Decision Making based on Genetic 
Fuzzimetric Technique Principle.  The 
advantages of this tool are: 

a- Systematic approach of selection 
and definition of Fuzzy sets 

b- Simplified process of 
fuzzification 

c- Better optimized decision 
making principle based on rule-
type definition (directly or 
inversely proportional). 

d- Can be used by developer as part 
of closed-loop system where the 
Inference/Defuzzification 
component may be called from an 
external software package to 
develop a specific area of 
management systems.  

e- May also be used by managers 
for generic decision making 
problems. 

f- Definition of rule-set(s) was also 
made simple by defining the rules 
in drop-down menus. 

As the strength of fuzzy systems is that it 
can deal effectively with uncertainty in 
systems, and as the inputs in most 
management problems are not absolutely 
accurate, the proposed tool (FIE) would be 
ideal in such situation where the manager 
has to deal with such uncertainty. FIE is still 
at its prototype stage, where the purpose of 
this paper is just to explore and identify the 
concept. Further enhancement would be 
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required to identify the mutation/crossover 
mechanisms as well as the tuning algorithm 
to achieve optimum performance. 
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ABSTRACT 

 

The purpose of this paper is to present the efficiency of the 

application of the system dynamics simulation modelling in 

investigating the behaviour dynamics of the diesel engine 

complex system. The marine diesel engine is defined by a set of 

non-linear differential equations, i.e. by a continuous simulation 

model of a higher order and the so-called equations of state. At 

the same time, the simulation model is discrete as it strictly 

satisfies the chosen value of the fundamental integration time 

step DT. The paper presents a mathematical model of the system 

consisting of a marine diesel engine model, which forms the 

basis for designing a system dynamic qualitative model (mental-

verbal, structural and schematic model) and a quantitative model 

(system dynamic mathematical and information simulation 

model). A scenario of mixed propulsion states has been 

presented. Parameters obtained with the aid of the hardware 

simulator Kongsberg ERS-L11 MAN B&W-5L90MC-VLCC 

Version MC90-IV have been used in conducting the simulation. 

Key words: simulation, system dynamics, modelling, diesel 

engine, simulator, heuristic optimisation. 

1. INTRODUCTION 

As there are a large number of various diesel engines in use, it 

appears that designing a universal model applicable to each 

individual type of engine would be very useful and effective, 

particularly in the case of designing complex mathematical 

models of diesel engines that include all essential sub-processes: 

 description of the working medium (fuel, air), 

 mechanical system dynamics, 

 cooling system, 

 lubrication system, 

as well as their mutual interactions. 

 

However, such a complex model is not suitable for the 

computer-supported simulation modelling of a diesel engine. 

Other sub-processes of the universal model are indirectly 

involved through the values of the various parameters that have 

been defined for given stationary states. 

Some of the features of the diesel engine operation process have 

a discrete quality (injection process, ignition, burning and 

combustion of the air and fuel mixture) so that a discrete model 

of the engine is undoubtedly more exact. Since in high-speed  

diesel engines the time of discrete event simulation (injection 

period) is much shorter than the dominant time constants of the 

very process, the discrete model of the engine closely 

approaches the continuous one, so that only the latter will be 

analysed in this paper. 

Figure 1. shows a generic scheme of a marine turbocharged 

diesel engine. The following basic functional units can be 

noticed: 

 engine mechanism (M), 

 exhaust gas receiver (KIP), 

 turbine (T) and the compressor (K) of the 

turbocharger, 

 scavenge air receiver (KZ), 

 high-pressure fuel pump (VTSg). 

 

Each of the above functional units has been allocated input and 

output variables, variables of states and disorders, which are 

relevant for the model. They connect the units into a unique 

multivariable system. 

 

Figure 1: Generic scheme of a marine diesel engine 

Where:  

M  - engine, 

KIP  - exhaust gas receiver, 

T  - turbine, 

K  - compressor, 

KZ  - scavenge air receiver, 

VTSg  - high-pressure fuel pump, 

  - angular speed of the engine crankshaft (KV), 

r
G  - amount of the exhaust gas from the engine, entering  

    the KIP, 

r
p  - exhaust gas pressure in the KIP, 


r

 - exhaust gas density, 

T
G  - amount of the exhaust gas flowing through the 

   turbine, 


T

 - angular speed of the turbocharger, 

k
G  - amount of air that the turbocharger supplies to the  

   KZ, 

k
p  - air pressure in the receiver, 
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k
 - specific air mass in the KZ, 

  - regulator action, 

g
q  - amount of fuel supplied to the engine by VTS. 

 

2. EQUATION OF STATE OF A MARINE 

TURBOCHARGED DIESEL ENGINE 

Dynamic features of a diesel turbocharged engine are 

determined by the dynamic features of the components (Figure 

1.), therefore the differential equations of these units have to be 

considered together. However, in some cases at low volumes in 

the inlet and exhaust pipelines, and when there is no gas-

dynamic supercharging, the impact of the pipeline volume on the 

engine dynamic features is negligible. 

This enables the simplification of its equations. As a result, it 

may be assumed that  
B r

V V O and, accordingly, 

  
B r h

T T T O . Taking this condition into consideration, the 

system of the engine unit equations takes the following form: 
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Since the paper discusses the system dynamics modelling from 

the aspect of revolution speed, it is necessary to analyse changes 

in angular speed of the diesel engine crankshaft. That is why the 

resulting equation can be presented in the following form: 
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where the determinants of the equation system (1) take the form: 
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and taking these expressions into account: 

( )

( )

 

 

D D D

T T T

d p T p k

d p T p k
  and 

 we obtain the possibility to present the equation of a 

turbocharged diesel engine, as follows: 

       ,   
DH D

d p S p u p  (2) 

where: 

  2 2  
DH H DH DH

d p T p T p k  

- related operator of the turbocharged engine, 

 

   
s s

S p T p k  

- operator of action from the aspect of fuel supply control, 

 

   
u u

u p T p k  

- operator of action from the aspect of consumer adjusting. 
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This is the form taken by the dependence of the coefficients of 

the above expressions on the parameters of the elements that are 

comprised within the engine system: 
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Eq (2), in a differential form, can be formulated: 
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If all elements of Eq (2) are divided by the related operator, this 

results in: 
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allow for designing a turbocharged engine scheme which is more 

suitable than the one in Figure 2. 

 

Figure 2. Simplified structural scheme of a turbocharged diesel 

engine 

3. COMPUTER SIMULATION MODEL FOR A MARINE 

DIESEL ENGINE 

3.1. System dynamic mathematical model for a marine diesel 

       engine 

 

The system dynamic mathematical model for a turbocharged 

diesel engine can be defined by the expression (the explicit form 

of the Eq (3): 

2

2 2 2 2 2 2 2

   
        DH DH S S D u u

D

H H H H H H

d d T k d T k d T k

dt dt T T dt T T dt T T
 (4) 

where: 

2 2 d D FI  

- acceleration of the angular speed of the engine crankshaft (KV), 

1 d D FI  

- angular speed change rate of the engine crankshaft (KV) (speed 
gradient), 


DH

T TDH  

- time characterising the sluggishness of the engine as a regulated object, 
2 2

H
T TH

 
-square of the time characterising the sluggishness of the engine as a 

regulated object, 


s

T TS
 

- time characterising the engine sluggishness, 

 d DKAPA
  

- speed of moving the rack lever high - fuel pressure pump (VTS), 

  KAPA
 

 - relative movement of the rack lever of the fuel pressure pump (VTS), 


s

k KS
 

 - coefficient of the engine gain, 

 
D

d DALFAD
 

- change rate of the relative consumer load, 

 
D

ALFAD
 

- relative change of the consumer load, 


u

T TU
 

- time characterising the generator sluggishness, 


u

k KU
 

- coefficient of the gain of the external engine load, 

  FI
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- relative change of the angular speed of the KV, 


DH

k KDH
 

- factor depending on the self-equalisation coefficient and engine gain 

coefficient, 

ALFAD  
- external engine load and 

SLOPE  
- subroutine of the first derivation (KAPA and ALFAD). 

 

On the basis of the given mathematical model for a marine 

diesel engine, it is possible to design system-dynamic simulation 

models. 

 

4. SIMULATION SCENARIOS OF THE MARINE DIESEL 

ENGINE MODEL 

4.1. Simulation scenario of the start-up of an idling marine 

diesel engine – starting 

The marine diesel engine is started at TIME= 0 at zero load. 

The diesel engine system is fitted with an electronic universal 

(UNIREG_DISK1) regulator. After a series of scenarios, we 

have obtained coefficients of the electronic universal PID 

regulator for the start-up of the idling marine diesel engine. The 

coefficients have been obtained with the aid of the heuristic 

optimisation. The latter implies the use of all familiar methods, 

including the ones that cannot be expressed in a mathematically 

exact way, so that expertise in modelling is necessary. Heuristic 

optimisation in system dynamics involves the "retry and error“ 

method, a method that could be described as trying to obtain 

results gradually, i.e. "step by step“. 

 

Figure 3. FI=Relative change of the crankshaft angular speed 

KPP=20, KPI=0.8, KPD=1.5 

Comments on the obtained results from the Scenario I: 

The behaviour dynamics of an idling marine diesel engine is 

entirely in accordance with its model, i.e. with the second order 

differential equation. The revolution speed regulation has been 

performed by the electronic universal PID regulator whose 

elements coefficients have been changing. The heuristic 

optimisation of the PID regulator parameters has been carried 

out, resulting in the following combination of coefficients: 

KPP=20, KPI=0.8, KPD=1.5 

This combination entirely meets the criteria of the revolution 

speed of a marine diesel engine. The same results have been 

obtained in the Kongsberg hardware simulator at the University 

of Split. 

5. DISCUSSION 

Although simulation data is provided by mathematical model, 

results of the simulation were similar to those provided by 

certified Kongsberg's simulator. The fact is that even the real 

marine diesel engine is entirely in accordance with its model due 

to PID regulator that is the very same one as it is in real engine 

and in marine engine simulator. The revolution speed regulation 

has been performed by the electronic universal PID regulator 

whose elements coefficients have been changing. The heuristic 

optimisation of the PID regulator parameters has been carried 

out by means of very same manner as it is done in real engine 
since ball governor is not used any more in marine diesel engine. 

6. CONCLUSION 

The presentation and the results of the simulation of the system-

dynamic models for a marine diesel engine lead to the 

conclusion that applying System Dynamics, a modem scientific 

discipline, in the research of behaviour dynamics of complex 

ship systems is an exceptionally effective, rational, and 

prospective methodology. It is extraordinarily useful in 

education of both engineering faculty students and graduate 

engineers of all profiles as it provides a cost-effective, fast and 

accurate method of acquiring new insights and skills in the field 

of engineering systems and processes. This brief presentation 

gives to an expert all the necessary data and the opportunity to 

collect further information on the same system using a fast and 

scientific method of investigation of a complex system. 
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ABSTRACT 

The Southwest Research Institute (SwRI) Mobile Autonomous 
Robotics Technology Initiative (MARTI) program has enabled 
the development of fully-autonomous passenger-sized 
commercial vehicles and military tactical vehicles, as well as 
the development of cooperative vehicle behaviors, such as 
cooperative sensor sharing and cooperative convoy operations.  
The program has also developed behaviors to interface 
intelligent vehicles with intelligent road-side devices.  The 
development of intelligent vehicle behaviors cannot be approached 
as stand-alone phenomena; rather, they must be understood within a 
context of the broader traffic system dynamics.  The study of other 
complex systems has shown that system-level behaviors emerge as 
a result of the spatio-temporal dynamics within a system’s 
constituent parts.  The design of such systems must therefore 
account for both the system-level emergent behavior, as well as 
behaviors of individuals within the system.  It has also become clear 
over the past several years, for both of these domains, that human 
trust in the behavior of individual vehicles is paramount to broader 
technology adoption.  This paper examines the interplay between 
individual vehicle capabilities, vehicle connectivity, and emergent 
system behaviors, and presents some considerations for a 
distributed control paradigm in a multi-vehicle system. 

Key Words: Cooperative Vehicle Systems, Cooperative 
System Dynamics, Intelligent Vehicles 

1. INTRODUCTION 

Vehicles are becoming more intelligent with the proliferation 
of in-vehicle technologies and advancements in perception, 
reasoning, and actuation technologies.  The “Intelligent Vehicle” 
domain is being driven by a number of factors, not the least of 
which is consumer demand for more driver-assist and active-safety 
capabilities in their vehicles.  Vehicles are also becoming more 
connected through communication technologies sponsored by the 
USDOT and the Connected Vehicle program, which seeks to 
develop standards and technology for in-vehicle, and roadside, 
radio devices.  These devices allow vehicles to communicate with 
each other (V2V), and roadside devices (V2I) in a variety of ways, 
for a variety of purposes.  The convergence of these two domains 
however is creating a third type of application domain, the 
cooperative vehicle system (CVS).  A CVS is altogether a different 
technology than either the Intelligent or Connected vehicle, and yet 
even as these two constituent technologies race ahead, little work is 
being done to understand the broader system effects that will 
emerge when these technologies reach a critical mass, or a tipping 
point in the jargon of complex systems.   

SwRI is an applied research and development non-profit 

organization, and the Intelligent Systems Department at SwRI has 
been conducting internally- and client-funded R&D in the areas of 
“intelligent vehicles”, “connected vehicles”, and “cooperative 
vehicle systems”, for a number of years.  This paper will discuss 
SwRI’s research in these areas, and will focus on the design 
considerations for cooperative vehicle systems with respect to the 
broader system dynamics that can emerge.  As the constituent 
technologies are more broadly adopted, the interaction between 
devices will have an increasing effect on system-wide behaviors, 
which will then have a feedback effect on the behaviors of 
individual devices. 

The SAE Dedicated Short Range Communications (DSRC) 
Traffic Information Group Sub-Committee is developing standards 
for traveler information and vehicle teaming. Efforts are underway 
to standardize transportation-related information messages 
displayed for the driver, and SwRI actively participates in these 
efforts.  Research conducted at SwRI has implemented the 
emerging SAE message set on a three-vehicle platoon, one of 
which was the MARTI-1 autonomous commercial vehicle (the 
MARTI software has recently been ported to a military HMMWV).  
Simulations of larger platoons have also been created, and have 
provided valuable insight into the effect of vehicle-to-vehicle 
communication on overall system stability. 

Traffic system dynamics have been thoroughly examined in 
the literature for decades [1] - [4], through both empirical and 
formal methods.  As vehicle population and density increases, and 
our urban centers become choked, economic and environmental 
factors become critical for decisions related to urban planning and 
infrastructure; however, so long as the individual vehicles are 
controlled by individual drivers, the overall efficiency of dense 
traffic systems will remain low.  This is a property of the system 
that emerges as a result of interactions between vehicles within their 
environment.  Emerging intelligent vehicle technology, from active 
safety systems, to inter-vehicle communication, to autonomous 
capabilities, is enabling a higher degree of connectedness and 
cooperation among vehicles, which will affect the system-level 
behavior and performance.  However, if a systems approach is not 
taken in the design of these systems, particularly as they relate to 
their interaction with other vehicles or roadside devices, undesired 
system-level effects may emerge. 

2. Intelligent Vehicles 

The concept of intelligent vehicles encompasses a wide 
variety of paradigms and technologies, but simply stated are 
vehicles that possess hardware and software, which enable them to 
in some way sense their environment, reason on that 
information,and provide some feedback to the environment, which 
a typical observer would deem “appropriate” [9].  Thus intelligent 
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vehicles encompass not only the enabling hardware and software, 
but a design philosophy that this machine will perform an action in 
a human-relevant environment, usually for the benefit of the human 
occupants.  The means with which this is accomplished is varied; 
however, stand-alone intelligent vehicle technologies have been 
driven primarily by automobile manufacturers (OEMs), and 
sluggish consumer demand.  So long as the human still has control 
of the vehicle’s functions, there hasn’t been a large demand for the 
vehicle to take over these functions.  Cruise control is a nice feature, 
which is an intelligent vehicle technology that has been around for a 
while, but adaptive cruise control, where the vehicle will also 
maintain a safe following distance from vehicles in front of you, has 
just recently been introduced, and is not yet widespread [5].  
Parallel parking assist is another good example of an intelligent 
vehicle technology building block.  This system uses cameras and 
software to interface with drive-by-wire capabilities within the 
vehicle, to self-park.  Although useful, a self-parking car by itself is 
still relatively isolated in its impact the intelligent vehicle domain.  
Automatic braking systems and traction control are other examples 
where humans have relinquished control of vehicle functions to 
hardware/software systems, and the vehicles make decisions within 
tens or hundreds of milliseconds, and then take “appropriate” 
action. 

These technologies are often developed for safety, comfort, or 
both.  But their development is leading towards a vehicle that is 
very “aware” of its internal state and surroundings, and with the 
right software, is able to make decisions quickly, and make physical 
adjustments to the vehicle’s speed and trajectory.  The natural 
progression of this technology is towards fully autonomous 
vehicles.  The challenge in this progression, however, manifests as 
more human control is relinquished.  More trust has to be given 
over to the system that it will sense the correct parameters in the 
environment, processes that data appropriately, asses potentially 
complicated situations, and then make the “right” decision.  
However, as researchers in this technology, it’s easy to see why 
there is hesitation to relinquish this trust.  Human drivers do not 
always make the “right” decision, and yet we will hold our 
technology to a much higher standard.  And one of our most 
significant challenges currently is defining the bounds with which 
our technology will operate to a sufficiently high degree of certainty 
to pass the “trust test”. 

3. Connected Vehicles 

The concept of connected vehicles is similarly fairly simple, 
with a more complex application.  According to the Research and 
Innovative Technology Administration (RITA), connected vehicles 
are vehicles that are equipped with communications technology, 
which enable the communication between other vehicles (V2V) 
and with properly equipped roadside devices (V2I).  The 
communication technology in the United States is called Dedicated 
Short Range Communications (DSRC), and is based on the 5.9Ghz 
frequency.  However, simply allowing vehicles to communicate 
with each other or roadside devices, does not necessarily make 
them “connected”.  The connection comes when a message is 
successfully passed between two devices.  And even then, there 
may be no further relevance if, for example, the message is invalid.  
When researchers talk about connected vehicles, again they are not 
only referring to the hardware and software enabling technology, 
but to a design philosophy.  A connected vehicle is a vehicle with 
access to information that has been gathered and processed by a 
completely separate entity.  This means the information has the 
potential to expand the vehicle’s awareness of its surroundings in a 
way on-board sensors could never do.  Connected vehicles have the 
ability to share information about other vehicles, or about their 

local, or non-local environments.  The applications for this are quite 
expansive, and are the basis for the USDOT Connected Vehicle 
program.   

SwRI has been conducting R&D in connected vehicles for a 
number of states DOT, as well as commercial vehicle OEMs.  
Some of the applications are safety-related, such as merge assist, 
where vehicles communicate to avoid a collision at a highway on-
ramp, or in signal phase and timing (SPAT) applications, where 
vehicles and roadway devices can warn of an impending red-light 
violator.  Other applications are for efficient operations, such as in 
fleet management, where roadside and vehicle data can be used to 
assist in re-routing a commercial vehicle to avoid a long and costly 
delay.  Still other applications are targeted for traffic management 
systems operators, where semi-real-time aggregate data from 
vehicles can calculate travel times, help uncover developing 
congestion, or pinpoint the location of an accident.  In this case, the 
previous example is relevant, and other vehicles could be warned 
and re-routed to avoid the affected route. 

One aspect of connected vehicles that begins to hint at the 
potential of cooperative vehicle behaviors is that of “vehicle 
teaming”.  The SAE DSRC Traffic Information Group Sub-
Committee is developing standards for traveler information and 
vehicle teaming. Efforts are underway to standardize transportation-
related information messages displayed for the driver, and SwRI 
actively participates in these efforts.  Research conducted at SwRI 
has implemented the emerging SAE message set on a three-vehicle 
team, one of which was the autonomous MARTI vehicle.  
Simulations of larger vehicle team have also been created, and have 
provided valuable insight into the effect of vehicle-to-vehicle 
communication on the overall team’s string stability, which can 
also lead to effects of greater fuel efficiency and reduced carbon 
emission for gas-powered vehicles [4],[6],[7]. 

4. Cooperative Vehicle Systems 

Cooperative vehicle systems are an even more abstract 
concept than intelligent or connected vehicles.  CVS are comprised 
of individual devices, such as the vehicles and road-side devices 
we’ve been discussing, which function together as a cohesive 
system using their own independent control systems and sets of 
objectives toward one or more collective goals.  Often-times the 
behavior of a cooperative system, whether it’s a vehicle system or 
not, can seem non-intuitive, and can relatively quickly change from 
one point of apparent equilibrium to another.  These rapid 
transitions have been studied extensively in the literature for a wide 
variety of complex, interconnected systems, and are prevalent in 
dynamic systems where a forcing function is present.  Traffic 
systems in general are good examples of complex systems, which 
form self-organizing patterns, and can rapidly change states based 
on a minor perturbation. 

Cooperative vehicle systems can thus be approached from 
different scales.  A single team of vehicles moving down the 
roadway may be considered a CVS depending on how they are 
teaming.  An entire urban network of traffic could also be a CVS.  
SwRI has developed several example technologies that can be used 
to one extent or another as part of a CVS.  These technologies build 
on both the intelligent and connected vehicle technologies, but take 
the next step of enabling vehicles to seamlessly integrate 
information obtained from other sources into their own world 
model.  Specifically, SwRI has developed several systems for 
demonstrating the benefit of CVS.   

One system enables vehicles to cooperatively share sensor 
data concerning objects of interest in their environment with other 
vehicles that are nearby.  The use-case SwRI highlighted was 
pedestrian collisions on roadways due to pedestrians crossing a road 
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illegally.  This was demonstrated using small research vehicles with 
our partners in France, and on the full-size MARTI vehicle in New 
York City at the ITS World Congress in 2008.  A second system we 
developed is the cooperative convoy system (CCS).  This system 
has a passive and an active component.  The passive component is 
an algorithm that keeps track of which vehicles are in the team and 
which physical position they occupy, and can provide this data to a 
user interface for driver information.  This passive system was 
demonstrated at the ITSA Annual Meeting in Washington, DC in 
2009.  The active component is geared towards vehicles with 
greater autonomy, and enables autonomous vehicles to send 
commands to other vehicles in the team to, for example, rearrange 
the team order.  This was demonstrated at the Robotics Rodeo at Ft. 
Hood in 2009 and at Ft. Benning in 2010, where the MARTI 
vehicle and two other vehicles were shown to maintain a convoy, 
and the vehicles could rearrange, or even leave and rejoin the 
convoy based on the required mission.  SwRI is currently working 
to expand the capabilities of these systems based on commercial 
and military requirements. 

SwRI has also conducted research into the dynamics of large-
scale urban traffic systems, and how the technologies of intelligent 
and connected vehicles might affect these dynamics [8].  Using an 
agent-based modeling approach, SwRI investigated the effect of 
increasing the vehicle population that is enabled with connected 
vehicle technology.  The percentage of vehicles equipped with the 
technology was varied from 0% to 100%, and the model enabled 
the collection of numerous system-level parameters, such as 
congestion.  In May of 2006, the U.S. Department of 
Transportation (USDOT) outlined a multi-tiered effort known as 
the “National Strategy to Reduce Congestion on America’s 
Transportation Network” [23]. This is commonly known as the 
“Congestion Initiative.” The first phase is focused on relieving 
urban congestion. In conjunction with this effort, RITA is 
continuing its initiative to improve safety and mobility on the 
nation’s roadways by supporting efforts to integrate standardized 
traffic management communication infrastructure with vehicle 
systems. The efforts by RITA and others, including work done by 
SwRI, to develop infrastructure and vehicle-to-vehicle (V2V) 
technologies is critical to advancing the intelligent traffic system 
model.  SwRI’s research using the agent-based model approach was 
targeted at answering some of the non-intuitive questions that arise 
with large-scale traffic systems.  One such question is what level of 
deployment, or market penetration, is required before system-level 
benefits can be observed.  Many other complex systems exhibit the 
ability to change phases, shift from one state of equilibrium to 
another, when between 5% and 10% of the constituent parts are 
affected [13],[14].   

If traffic systems are similar, this would bode well for both the 
commercial OEM interests and the Government agencies looking 
to deploy technology, because the current thinking in some circles 
is that 100% deployment is necessary.  SwRI’s model found that 
congestion was positively affected when at least 10% of the 
vehicles were able to communicate with other devices, and that a 
level of 25% created even lower congestion.  The model’s 
limitations however, such as restricted route choices for congested 
vehicles, created an effect of increasing congestion when 50% to 
100% of the vehicles were equipped.  This was due to the vehicles 
having limited routes to choose from, and ultimately selecting the 
same routes as many other vehicles.  SwRI is working to expand 
the capabilities of this model to include more realistic route choices 
on the scale of a large urban traffic network, but we feel confident 
in the vehicle agent behavior model, and that it will scale well.  
Some of the perception and intelligence algorithms used on the 
MARTI autonomous vehicle were modified and included as part of 
the vehicle agents’ algorithms.  Each agent was also created with 

slightly different characteristics, for example, individual 
propensities to travel slightly faster or slower than the posted speed 
limit.  Small random fluctuations in some vehicle parameters were 
also included to introduce stochastic noise into the vehicle’s 
behavior. 

 This model was also used to show how teams of vehicles 
could travel together using V2V communications with the result of 
increased string stability.  This has a significant impact on fuel 
economy and carbon emissions since vehicles moving at more 
constant speeds, rather than the oscillating speeds found in unstable 
vehicle strings, are more efficient.  Again, the ABM and simulation 
allows us to collect data such as fuel usage and carbon emission 
from individual vehicle agents, which can then be aggregated to the 
larger traffic system. 

In contrast to centrally planned traffic management systems, 
none of the individual devices in a CVS need contain an 
understanding of global events or objectives, and emergent 
behavior plays a bigger role in the overall system’s dynamics.  
Development of cooperative vehicle systems requires an 
understanding of how the behaviors at the device, or vehicle, level 
will affect the overall system behavior, and conversely, how that 
will then feedback to the device level.   

5. Distributed Control 

The ability to share information among devices plays a critical 
role in the emergent behavior of decentralized cooperative systems 
[8],[10], and subtleties such as communications latency, message 
content, and density of devices will significantly affect the overall 
performance of the system.  All of these are critical components to 
consider in the development of a CVS.  However, those 
components provide the structure of the system, but the behavior of 
the system will emerge as a result of how that structure is used.  In 
other words, the behavior of the devices, in this case the vehicles, 
within the context of this information-rich environment, and within 
the confines of the physical traffic infrastructure will determine the 
emergent system properties.  Control of such a system cannot be 
managed as a centralized system with master and slave devices.  
The “intelligence” in the system cannot be maintained at a central 
server and then dispatched to devices for them to mindlessly carry 
out the new instruction.  This control paradigm will fail, and has 
been shown to fail in other domains [11],[12],[19].  One of the 
greatest weaknesses, for example, in the US power grid is its 
centralized command and control nature, and is why the 
“SmartGrid”, and other decentralization efforts have been 
underway for a number of years [20],[21][22].  Similarly, a 
complex, interconnected traffic system will be robust and fault-
tolerant if it is under decentralized control. 

The SwRI cooperative convoy system was developed with 
this paradigm.  In the SwRI CCS, the same set of algorithms run on 
every vehicle in the team.  There is no “leader” vehicle, which 
determines and keeps track of the make-up of the team, which is 
then “pushed out” to the team members.  The CCS developed and 
demonstrated by SwRI uses a distributed control architecture that is 
robust and fault-tolerant.  Every vehicle in the team runs the same 
CCS software, which at a rate of about 20hz determines the 
position, speed, heading, and team position of every vehicle in the 
team, including the self-vehicle.  The algorithm uses nothing other 
than the vehicle heartbeat message from other vehicles, which 
contains various parameters including the GPS position and speed 
of the vehicle.  This message is based on the SAE J2735 standard 
for Dedicated Short Range Communications (DSRC) Message Set 
Dictionary, and a simple calculation allows the vehicles to properly 
sort the vehicles in the team.  This is important because the CCS 
was developed such that active vehicle sensors are not necessary, 
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such as LIDAR or cameras.  With this calculation, a vehicle can 
determine which vehicle it is directly following, and can adjust its 
speed accordingly to maintain a desired following distance.  The 
team ordering also allows vehicles to “sense” speed changes of any 
vehicle in the team, as soon as they are reported by that vehicle as 
part of its heartbeat message.  With this type of information, 
vehicles can react to speed changes in vehicles that are not directly 
in front of them, which means, the entire team can now react as a 
single cohesive unit if, for example, the front vehicle slows 
suddenly. 

Human drivers can be slow to react, or may overreact to a 
vehicle slowing in front of them, and this reaction continues for 
each new vehicle entering the situation.  This is how a small 
perturbation in dense traffic can be amplified into major, long-
lasting traffic jams.  Vehicle teams that are communicating position 
and speed changes numerous times a second can be less susceptible 
to this effect through a more parallel vehicle reaction, rather than 
each vehicle reacting in series.  Since each vehicle in the team 
maintains its own accounting of the team structure, the loss of a 
vehicle from the team is not catastrophic.  Autonomous convoy 
scenarios usually involve the concept of a “leader vehicle”, which 
the others follow, which inevitably leads to questions about what 
happens to the follower vehicles if the leader vehicle is “taken out”.  
In a military sense, this could occur due to hostile action or 
equipment failure.  In a commercial sense the convoy fails if the 
leader vehicle leaves the convoy for some reason.   

The CCS software was developed for both commercial and 
military scenarios.  The military convoy scenario contains a second 
message set that is sent only when triggered, and contains a 
command structure, which is a new instruction and is targeted at a 
specific vehicle.  This command may be for a specific vehicle to 
increase or decrease its following distance, to follow at a lateral 
offset, or even to change its position within the team structure.  
There is still no “leader” vehicle in this scenario; however, a single 
vehicle is given command authority to issue this command 
message. 

Information is a crucial aspect in the behavior of a cooperative 
system.  Depending on the communication structure of a 
cooperative system, individuals may use direct and/or indirect 
(stigmergic) forms of communication.  Typically, stigmergic 
communication takes the form of one individual modifying the 
environment, and another individual sensing that change and 
reacting to it.  In a cooperative vehicle system, this may take many 
different forms.  But one form in particular is relevant to the 
connected vehicle technology we’ve been discussing, and that is 
communication via an infrastructure-based devices, or Roadside 
Equipment (RSE), which is essentially a DSRC radio.  The function 
of this type of device is to provide a communication bridge between 
nearby DSRC-equipped vehicles and other vehicles, which are too 
far away to be communicated with directly.  Information collected 
by an RSE is usually sent to a central traffic management system, 
which can then distribute the information to other RSE devices.  
The net effect of this communication structure is that vehicles have 
access to information that is difficult or impossible to collect 
themselves, but persists within the CVS environment due to the 
storage and broadcast capabilities of the RSE devices. 

Indirect communication introduces large latencies of course, 
but the information transmitted in this way is not meant for real-
time use, but is used for more deliberative planning.  For example, a 
vehicle may directly sense heavy congestion, which can be relayed 
to all other DSRC devices within the limitations of the DSRC 
equipment.  This may include other vehicles and RSE devices, but 
eventually the information that a specific segment of road is 
experiencing significant congestion makes its way into the larger 
system repository of information.  Further upstream of the 

congestion, a separate RSE device receives the information and 
begins locally broadcasting it, where nearby vehicles can receive it, 
and then use it for route planning purposes.  In an effort to better 
understand the issue of communications latency, and the resultant 
emergent behavior on CVS, SwRI has developed and demonstrated 
a number of connected vehicle scenarios, most recently at the ITS 
World Congress in Orlando, FL.   

SwRI is currently conducting research into cooperative 
vehicle behaviors for autonomous vehicles within military-relevant 
scenarios using the two MARTI vehicles, one commercial and one 
military, as well as other vehicles in SwRI’s fleet that are equipped 
with the connected vehicle device technology.  Again, the approach 
with these scenarios is to enable the intelligence to reside at the 
vehicle level, but to approach the design of the vehicle interaction 
such that the collection of vehicles accomplishes the mission.  A 
mission of perimeter patrol for example might have several 
vehicles, with different perception and locomotion capabilities.  If 
the goal of the system is to patrol a perimeter, and presumably 
either alert on or pursue a detected anomaly, a centralized control 
paradigm would require a leader, either a leader vehicle or human 
operator, to coordinate the activities of all the vehicles, assimilate 
their data, assess their situations, and then send out new commands.  
A distributed control paradigm would enable each individual 
vehicle to sense and react to its own environment, while sharing 
“relevant” information with the other vehicles.  What information is 
relevant is determined by the developers of the system, as are other 
parameters such as how much information is shared, and how often.   

Developers must also determine what action should be taken.  
This is the behavioral design aspect of the system, and is not 
necessarily intuitive.  For example, if all of the vehicles have a 
simple behavior that causes them to navigate to a location when 
another vehicle detects something, the system can be fooled by a 
false detection, or by purposely creating a diversion, which attracts 
all of the perimeter patrol vehicles to one location, leaving the rest 
of the perimeter unobserved.  And depending on how many 
vehicles there are and how big they are, etc, they may all get stuck 
trying to get to the location.  Alternatively, if the vehicles have a 
slightly more sophisticated behavior that enables only the closest 
vehicles to the location to go inspect the report, and then, only to a 
max number of vehicles, this diversionary, or false-positive, effect 
can be avoided.  In this case, no “leader” vehicle told which vehicle 
to go where, the vehicles collectively decided who goes and who 
stays, and the decision is largely based on the circumstances of the 
event, the environment, and their individual capabilities.  This 
scenario can be enhanced further through a simple feedback 
mechanism.  If the first vehicle on-scene confirms the initial report, 
the “weight” of the report is increased.  The vehicles could have a 
behavior modifier that causes them to react more quickly and 
decisively as the “report weight” increases.  It’s not likely a false-
detection, although it could still be a diversion.   

This feedback mechanism is often seen in the response of 
social insects [14] - [18].  Ant species will use this to find the best 
food source or nest site, and bees use this mechanism in the defense 
of their hives.  When a bee stings it releases a pheromone, which 
attracts nearby bees to sting, which continues in a reinforcing 
feedback loop [15].  The net effect is that the entire hive is quickly 
engaged after the first sting has occurred, and the threat is quickly 
overrun with stings.  This effect is considered a form of collective 
intelligence because the collective acted as a cohesive unit to sense 
and react to something in the environment, which no single 
individual could have fully sensed or reacted to.  When an ant 
column selects one path to a food source over another, it is using 
the intelligence of the collective to do so, since no single ant has 
explored all possible paths, calculated the speed for each, and 
determined a winner.  Rather, faster ants come back quicker, laying 
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chemical signals faster, which are reinforced by other returning 
ants.  The best trails simply get more pheromone, and the ants are 
predisposed to follow the strongest chemical trail. 

One of us (Garcia) has also conducted research in the 
cooperative control of unmanned aerial systems (UAS) using 
rotorcraft.  A simulation was developed where a manned 
aircraft was teamed with a small group of smaller, unmanned 
aircraft (UA).  The specific goal was to have the UA 
dynamically assemble into standard flight formations with the 
manned aircraft during flight maneuvers [25].  The small group 
of UA were developed with two main behaviors:  Obstacle 
avoidance and desired position.  Obstacle avoidance was 
triggered when a UA flew to within a minimum radius, and was 
implemented by calculating non-linear repulsive potential fields 
for each aircraft, which of course assumes a 360 degree 
situational awareness for the aircraft.  The behavior for 
maintaining a “desired position” simply attempted to maneuver 
the vehicle to within a desired offset location of all other 
vehicles, again using the potential field method. 

The desired offset was calculated by summing the 
repulsive potential fields from the obstacle avoidance behavior 
with an attractive potential field generated from a goal position, 
which was implemented as a dynamic variable, dependent on 
the formation type and local lead position [24].  The unmanned 
aircraft were specifically restricted to state information about 
their local lead aircraft, which similarly to the CVS was the 
vehicle directly in front of the aircraft.  These local lead aircraft 
were dynamically selected by the order in which they joined the 
formation.  Using the formation type, each UA could determine 
its constant offset from its local lead, and combining this 
information with the local lead’s state data allowed each UA to 
determine the current goal position in the absolute coordinate 
frame [26]. 

Although this method allowed the group to successfully 
form correct formations, several severe and sometimes 
dominant emergent behaviors developed.  Specifically, 
experimentation showed that dynamic motion of one vehicle 
would cause perturbations within the position of the other 
aircraft, which due to the control techniques used were not 
immediately damped.  Each aircraft was essentially responding 
only to the movement of its nearest neighbor, without any 
understanding of the motion of the group as a whole.  This is an 
identical result as we observed with the string stability of 
vehicle systems.  In the UA system, additional complexity is 
seen in the formation stability since it can encompass three 
spatial dimensions, whereas vehicle systems typically only deal 
with a single dimension, forward, except in the case where a 
vehicle is following at a lateral offset, or wingman 
configuration, as SwRI has also demonstrated.  The formation 
of aircraft systems can easily two or three dimensional aspects, 
and the reaction of a rotor craft to, for example, avoid another 
aircraft, can certainly take advantage of multiple dimensions.   

In an effort to suppress the emergent formation instability, 
each vehicle also had a third behavior for predicting the intent 
of other aircraft.  Prediction of future motion was based on the 
orientation of other vehicles, which was possible because the 
unmanned aircraft were physically identical, and thus would have 
similar performance characteristics.  This orientation cue provided a 
small decrease in the latency of communicated intent from other 
aircraft, which allowed the system perturbations to be damped more 
quickly.  Further damping could have been realized by enabling a 
direct communication link among aircraft, where the intended 
travel vector could be communicated quickly to the other vehicles 
in the system, and the system of aircraft could move together as a 
single cohesive unit. 

6. Conclusions 

The development and deployment of cooperative vehicle 
systems provide new challenges for researchers, device 
manufacturers, and policy makers because the behavior of 
large-scale cooperative systems emerges as a result of spatio-
temporal dynamics within the system’s constituent parts, and is 
heavily influenced by the environment in which it operates.  A 
systems approach must be taken, and adopted as early in the 
development process as possible, to ensure the performance of such 
systems operates within agreed upon constraints.  Commercial and 
military applications alike will require this kind of assurance for 
broad acceptance to occur.  Southwest Research Institute is 
actively working in the areas of intelligent vehicles, connected 
vehicles, and cooperative vehicle systems to assist in the 
transition of these technologies to commercialization and broad 
acceptance.  Central to the successful deployment of these 
technologies, however, is the broader issue of distributed 
control in multi-vehicle systems, especially when the system 
consists of mixed-type vehicles, such as when the vehicles in a 
system range from fully manned, to semi-autonomous, to fully-
autonomous.  This control strategy cannot take the form of 
deterministic heuristics; rather, it must be approached from the 
standpoint of a decentralized system, where individuals 
behavior deterministically for a given input, but the system as a 
whole exhibits emergent behavior. 

This paper has discussed some of the research performed by 
SwRI, and examined the interplay between individual vehicle 
capabilities, vehicle connectivity, and emergent system behaviors.  
Considerations for a distributed control paradigm in a multi-vehicle 
system were also presented within the context of recent and active 
work being performed at SwRI. 
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ABSTRACT 
This paper deals with optimization of full bridge 

converter with synchronous rectifier, used for 
electroplating. Main focus of the paper is on efficiency 
increase of power stage through reduction of conduction 
and switching losses on the secondary side of converter. 
First, losses and efficiency of the diode rectifier and 
synchronous rectifier are compared. Next the possible 
optimization steps are provided and experimentally 
verificated through the experimental measurements. 
Several results show that efficiency increased when 
proper optimization steps were utilized.   

 

1. INTRODUCTION 
Switching power supplies for electroplating processes 

are characterized by low output voltage (tens of volts), 
which is comparable to the voltage drop of rectifying 
elements and large current output (thousands of amps). 
Permissible output current ripple is 2-5% of the average 
current. Ripple of the output voltage is 1%. Significant 
losses are caused by current flow through semiconductor 
structure for required parameters. 

The goal of research is minimizing the switching 
power supply losses using of synchronous rectifier. It is 
necessary to use a transistor with low resistance in the 
conducting state of structure. It is also necessary to select 
an appropriate topology of the synchronous rectifier 
circuit with respect to the number of transistors. Very 
important part of topology is control of MOSFET 
transistors, which enables the transistor to conduct 
current from zero voltage UDS. Commutation failure is 
not acceptable. The paper describes the issue of power 
converter for electroplating processes, its control and also 
the principle of synchronous rectifier. It brings also 
experimental verification of the synchronous rectifier, 
efficiency comparison of power converter with 
synchronous rectifier and with diode rectifier, where 

body diode of MOSFET transistor is used for 
rectification.[1] 

 

2. REQUIREMENTS FOR POWER 
CONVERTER 

All technological processes take place in an 
environment of galvanic baths of various sizes and 
designs. Their activities require (with some exceptions) 
power supplies of small DC voltage with high output 
currents. In the aspect of required performance we can 
divide resources for electrochemical applications to 
several categories. Power supplies with minimal 
performance (up to 1 kVA) are less important and used 
for technological processes like degreasing. Medium 
performance (up to 40 kVA) is typical for the 
metallization and small refinery links and big 
performance supplies (from 100 kVA) are used for large 
refining links and production of chlorine and aluminum. 

Supplies specific characteristics depend on the 
character of electroplating techniques. It is a particular 
need for low output voltage, very high currents. The fact 
that the bath is a source of reverse voltage of variable 
level is important, too. For some technological processes, 
it is also necessary to allow change the polarity of the 
output voltage of power supply. Output current with 
minimal ripple allows achieve superior surface in most 
cases, ie. homogeneous layer of deposited metal. In the 
case of minimal current ripple of metalized material 
surface, liquid products are removed worse and we must 
remove it with additive surface washing. The optimal 
value of current ripple is topic of debates for years, but 
acceptable level of current ripple is set to 2-5% of current 
average value [1]. 

 
3. SYNCHRONOUS RECTIFIER 

In synchronous rectifier, diodes are replaced with 
MOSFET transistors. Diodes must be engaged with 
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respect to the fact, that in presence of driving signal to the 
gate of transistor, this works in the third quadrant of the 
static output characteristics (Fig.  1). 

 

 
 
Fig. 1 V-A characteristic of MOSFET transistor and 

the body diode 
 
In the third quadrant, the body diode is conductive, 

because it is polarized in forward direction. If the supply 
output voltage is polarized reverse, transistor works in the 
first quadrant of its static characteristics and transistor is 
closed. We can also see that the body diode is in the 
blocking state. MOSFET transistors are able to conduct 
current at zero voltage UDS. This is not able in the diode 
due to its threshold voltage value.  

 
Power losses of the MOSFET transistor for voltage 

drops from zero to the value of body diode threshold 
voltage, expresses the equation 1; losses from A to B are 
expressed in equation 2. These losses represent a voltage 
drop of synchronous rectifier: 
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The diode is characterized with permanent voltage 
drop due to its threshold voltage and the voltage drop due 
to the dynamic resistance Rd. Power losses of diode 
expresses equation 3: 

2
03 .. DdDT IRIUP +=∆     (3)  

 
Fig.  2 shows a comparison of conduction losses for 

synchronous and diode rectifier. 
 

 
 

Fig. 2 Comparison of conduction losses 
 

In addition to conduction losses, in semi-conductive 
structures we can calculate switching losses, control 
losses and loss in the rectifier commutation. These losses 
depend on the topology of the rectifier circuit. The energy 
required for charging and discharging of MOSFET input 
capacity generates control losses and they are increasing 
with increasing frequency. 

 
3. CONTROL OF SYNCHRONOUS 

RECTIFIER 
Basic topologies of synchronous rectifiers are derived 

from conventional. There are two types of control, 
external control and self-control of synchronous rectifier 
transistors. An example of external control is in Fig. 3. 
Control of synchronous rectifier MOSFET transistor 
contains control and driver circuit, which generates 
control signal. We must set precise timing of control  
signals, which is the most critical point of this work. 
Timing of control signals can be obtained by two ways. 
The first is to obtain control data from the primary site of 
converter, from control circuit of the converter. Galvanic 
isolation of control signal in the secondary side of 
converter from the primary one is needed.  Precise timing 
of control signals to the gates of MOSFET is important. 
Additional control losses occur in the external control. 
The advantage of the external control is non-dependency 
of control signals due to load variations, simple gate 
protection and particularly accurate timing of control 
signals. 

 

 
Fig. 3 Control of synchronous rectifier 

 
In self-driven synchronous rectifiers voltage from 

secondary transformer side is directly used for transistor 
control. The self-driven synchronous rectifier is shown in 
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Fig. 4. With the power supply topology on the primary 
side of transformer the shape control curves are changing. 
Certain requirements are placed on the control curve. 

 

 
 

Fig. 4 Self-driven synchronous rectifier 
 
The voltage levels must be high enough for safe 

switching of transistors, but not too high because of the 
security of the gates. Energy for control used to charge 
the parasitic capacity of MOSFET transistors can be used 
from the magnetizing or dispersion transformer 
inductance [1], [2]. 

 
4. OPTIMIZATION OF THE 

SYHCNRONOUS RECTIFIER 
CONFIGURATION 

In previous chapter, the most generaly used 
configurations of synchronous rectifiers are shown. As 
was mentioned such sollution acts as very perspective 
idea for applications with high value of output current. 
Next figure shows dependency of converter's efficiency 
on output power/current. It can be seen that with the use 
of synchronous rectifier the efficiency rises by 7% at full 
load, what is valid for full operation range. This value can 
be further increased, when several optimization steps are 
acquired.   

Synchronous rectifier

Diodes rectifier

∆ efficiency

 Fig. 5 Comparison of efficiency characteristics 
 

We have been discovering various possibilities and for 
our purpose we found out next optimization steps:  

- utilization of snubber circuit 

- utilization of auxiliary diode 
- utilization of spikiller 

 
For these types, we have provided a lot of measurements, 
whereby main investigated parameter was efficiency. In 
next chapter we will show experimental results for 
various configurations of optimization proposals.  
 

5. EXPERIMENTAL VERIFICATION 
Experimental verifications were made on full 

bridge converter. Parameters of converter with 
synchronous rectifier are :  

 

Input Voltage 565 V 

Output Voltage 5 V, 10 V, 15 V 

Output Current up to 300 A 

Switching frequency 17 kHz 

 
Fig. 6 Full-Bridge converter with synchronous 

rectifier 
 

Fig. 6 principal schematic of power supply used for 
electroplating with the use of synchronous rectifier. The 
configuration is designed as current doubler, whereby 
several solution according to optimization process were 
connected to the transistors which are located on the 
secondary side.  
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For synchronous rectifier switches, one of the newest 
family of transistors from IR were used. It deals about 
MOSFET IRFS3004 with these parameters: ID=240A 
UDS=40V RDSON(MAX)=1,25mW. Driving signals for 
synchronous rectifier were taken from main control board 
of full bridge part. These signals were galvanic isolated 
from primary part of converter, through high frequency 
driving transformer. As a driver, the new circuit was 
made, because commercial available circuits are not 
sufficient for our application due to high value of 
transistors input capacitance  
Fig.7 to Fig.9 are showing results from the experimental 
measurements. the red line is efficiency waveform for the 
configuration of synchronous rectifier with RCD snubber, 
auxiliary diode and spikekiller. Blue line is related to 
efficiency waveform for configuration of synchronous 
rectifier with additional snubber circuit and auxiliary 
rectifier. Green waveform is valid for synchronous 
rectifier just with RCD snubber, and cyan waveform is 
related to diode rectifier. From previous results can be 
seen that efficiency is highly dependent on output voltage 
of converter. The lower the value of output voltage, the 
lower value of efficiency is. Anyway, important result is 
that with the use of combination of each optimization 
proposal, the efficiency reach very high values almost in 
the whole operating range (from 5% of output power up 

to 100%). Therefore it can be said that optimization 
process has fulfilled its expectations. Next figure is 
showing experimental set-up.  
 

 
 

Fig. 10 Experimental set-up  
 
Fig. 8 shows thermal images of devices used in rectifiers. 
The temperature of diode at 150A load was 101°C, while 
temperature of MOSFET transistor in synchronous 
rectifier was 61°C at the same load.  

 

 
 

Fig. 11 Thermal image of diode (left) and 
synchronous rectifier (right) 

 
6. CONCLUSION 

The main goal of these experiments was increasing 
efficiency of switching power supply, using synchronous 
rectifier. Utilization of the synchronous rectifier is 
advisable for power supplies for electroplating, with 
switching frequency higher than 20 kHz. Increase of 
efficiency is approx. 7.3% if compared to diode rectifier. 
Used topology for this synchronous rectifier is suitable 
for high currents, because the current always flows 
through only one transistor to reduce the losses. The 
results of this experiment will help in the design of the 
source with output current of thousands of amps for 
electroplating industry. 

 
 
 
 

84

Proceedings of the 3rd International Multi-Conference on Complexity, Informatics and Cybernetics (IMCIC 2012)



ACKNOWLEDGEMENT 
 

The authors wish to thank to Slovak grant agency APVV 
for project no. APVV-0138-10 - Research and 
development of the small power drives with two-phase 
motors, and for project no. LPP-0366-09 - High 
frequency power electronic converter. Special thanks is 
also given to Slovak grant agency VEGA for project no. 
1/0943/11.  
 

REFERENCES 
 

[1] http://www.odbornecasopisy.cz, 2004 

[2] STOIC, G.- NGUIEN, C.: MOSFET Synchronous 
Rectifiers for Isolated, Board-Mounted DC-DC 
Converters. In: Conference Proceedings 
INTELEC’2000 Arizona, USA, 2000 

[3] Hargaš L., - Hrianka M., - Lakatoš J., - Koniar D.: 
Heat fields modelling and verification of 
electronic parts of mechatronics systems, : 
Metalurgija – Metallurgy, Vol. 49, br. 2 (2010), s. 
268-272.  

[4] Lee-Hun Kim, Kwang-Su Chun, Chung-Yuen Won, 
Soo-Seok Kim, Se-Wan Choi.: An Improved 
Scheme for High-Efficiency Push-Pull Converter 
Using Single Winding Self-Driven Synchronous 
Rectification, Industrial Electronics Society, 2004 

[5] MOHAN, N. – UNDELAND, T.M – ROBBINS, 
W.P.: Power Electronics: Converters, 
Applications, and Design. Johny Wiley & Sons, 
New York, 1989 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

85

Proceedings of the 3rd International Multi-Conference on Complexity, Informatics and Cybernetics (IMCIC 2012)

http://www.odbornecasopisy.cz/


 

Artificial Psychology: The Psychology of AI 

 
 

Dr. James A. Crowder, Shelli Friess, MA, NCC 
Raytheon Intelligence and Information Systems 

16800 E. Centretech Parkway, Aurora, Colorado 80011 

 

 

 

Abstract - Having artificially intelligent machines that 

think, learn, reason, experience, and can function 

autonomously, without supervision, is one of the most 

intriguing goals in all of Computer Science.  As the types 

of problems we would like machines to solve get more 

complex, it is becoming a necessary goal as well.  One of 

the many problems associated with this goal is that what 

learning and reasoning are have so many possible 

meanings that the solution can easily get lost in the sea of 

opinions and options.  The goal of this paper is to establish 

some foundational principles, theory, and concepts that we 

feel are the backbone of real, autonomous Artificial 

Intelligence. With this fully autonomous, learning, 

reasoning, artificially intelligent system (an artificial 

brain), comes the need to possess constructs in its 

hardware and software that mimic processes and 

subsystems that exist within the human brain, including 

intuitive and emotional memory concepts.  Presented here 

is a discussion of the psychological constructs of artificial 

intelligence and how they might play out in an artificial 

mind. 

 

1 Introduction 
 

 In order to not only design and implement these 

structures, but also understand how they must interact, 

cooperate, and come together to form a whole system, we 

must understand how these structures function within the 

human brain, and then translate these into how they must 

function within our “artificial brain.”  If our system is to 

possess an “artificial consciousness” then we must 

understand cognition, intuition, and other capabilities that 

humans possess [6, 10, 11].   

 

 In addition, if we are to create a complete artificial 

intelligent system, we need to understand how such a 

system would be received and perceived by people.  The 

reverse is also true in that we must try to understand how 

the artificial intelligent system will react and perceive 

people [2, 3, 4, 5].   

 

 First, we will explore the concept of “Artificial 

Psychology” where we look at what it means to have 

Artificial Intelligence Systems (AIS) resemble human 

intelligence and when we need to start worrying about the 

“Psyche” of the Artificial Intelligence system.   

 

2 Artificial Psychology 
 

 Psychology is the study of mental processes and 

behavior of individuals. Artificial Psychology is then the 

study of the mental processes of an Artificial Intelligence 

System (AIS) similar to humans [3, 4].  It is about the 

artificial cognitive processes required for an artificially 

intelligent entity to be intelligent, learning, autonomous 

and self-developing [4, 5].  In psychology there are several 

specialties or focuses of study.  Take for example cognitive 

psychology that studies how the brain thinks and works.  

This includes learning, memory, perception, language, 

logic [5, 6, 13, 14].  There is also developmental 

psychology that considers how an individual adapts and 

changes during different developmental stages and what is 

appropriate to consider of a human based on development 

[17, 18, 19, 20, 21].  There is sports psychology that 

considers how to affect individual performance and how 

performance affects the individual.  So Artificial 

Psychology for the purposes of this paper contains the 

artificial mental process considered necessary to create 

intelligent, autonomous, self-evolving, artificially 

cognitive systems.  The AIS must mimic human processes 

in order to be intelligent.  After all, isn’t the human at the 

top of the intelligence spectrum? 

 

 Artificial Psychology is a theoretical discipline which 

was first proposed by Dan Curtis in 1963.  This theory 

states that Artificial Intelligence will approach the 

complexity level of human intelligence when the 

artificially intelligent system meets three very important 

conditions: 

• Condition 1: The artificially intelligent system 

makes all of its decisions autonomously (without 
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supervision or human intervention) and is capable 

of making decisions based on information that is 

1) New, 2) Abstract, and 3) Incomplete. 

• Condition 2: The artificially intelligent system is 

capable of reprogramming itself (evolving), based 

on new information and is capable of resolving its 

own programming conflicts, even in the presence 

of incomplete information.
1
 

• Condition 3: Conditions 1 and 2 are met in 

situations that were not part of the original 

operational system (part of the original 

programming), i.e., novel situations that were not 

foreseen in the design and initial implementation 

of the system. 

 We believe that when all three conditions are met, then 

the possibility will exist that the artificially intelligent 

system will have the ability reach conclusions based on 

newly acquired and inferred information that has been 

learned and stored as memories.  At this point, we believe 

the criteria exist, such that the new field of Artificial 

Psychology needs to be put into place for such systems [4, 

5, 6, 7]. 

 The ability of the artificially intelligent system to 

reprogram, or self-evolve, through a process of self-

analysis and decision, based on information available to 

the system cannot provide the mechanisms for internal 

inconsistencies within the system to be resolved without 

adaptation of psychological constructs to AIS 

methodologies and strategies, and therefore, artificial 

psychology, by definition, is required. 

 Current theory of artificial psychology does not 

address the specifics of how complex the system must be 

to achieve the conditions presented above, but only that the 

system is sufficiently complex that the intelligence cannot 

simply be recorded by a software developer, and therefore 

this subject must be addressed through the same processes 

that humans go through to. Along the same lines, artificial 

psychology does not address the question of whether or not 

the intelligence is actually conscience or not. 

3 Artificial Cognition: What does it mean to 

be Cognitive? 
 

 Cognition is all about thinking. According to the book 

Ashcroft [22], “…cognition is the collection of mental 

processes and activities used in perceiving, remembering, 

                                                 
1
 This means that the artificially intelligent system 

autonomously makes value-based decisions, referring to 

values that the artificially intelligent system has created for 

itself. 

thinking, and understanding, as well as the act of using 

those processes.” Adding the term artificial identifies that 

the nonhuman system is a representation of a living 

intelligent system. Artificial Cognition refers to how the 

artificially intelligent machine learns, integrates, recalls, 

and uses the information that it receives [6, 7, 14, 15, 16].  

It is also about how it receives the information. It is 

difficult at best to create an AIS as complex as human 

thinking.  It is thought that a better understanding of 

human processes may come from being able to create a 

truly intelligent machine [22].  It seems that the reverse is 

also true. Thus, we have a whole new field, Artificial 

Cognitive Science. 

 

4 Artificial Intuition: What does it mean to 

be Intuitive 
 

 Saying what does it mean to be intuitive is basically 

asking the question: what does it mean to trust your gut?  

Another way to say it is to use your heart not your head.  

Intuition is another way of problem solving that is not the 

same as logic.  According to Monica Anderson
2
: 

 

“Artificial intuition is not a high-level Logic model 

so there is no model to get confused by the illogical 

bizarreness of the world.  Systems with intuition 

then can operate without getting confused with 

things such as constantly changing conditions, 

paradoxes, ambiguity, and misinformation.” 
 

 In her article she also states that this does not mean 

that sufficient misinformation won't lead such a system to 

make incorrect predictions, but it means that the system 

does not require all information to be correct in order to 

operate. Intuition is fallible, and occasional misinformation 

makes failure slightly more likely. The system can keep 

multiple sets of information active in parallel (some more 

correct than others) and in the end, more often than not, the 

information that is ‘most likely’ to be correct wins. This 

happens in humans, and will happen in Artificial Intuition 

based systems.  It greatly depends on how ‘most likely’ is 

defined.  If it is only based on the experience of the system, 

then it can continually fall prey to anchoring and/or the 

availability heuristic.  This implies the need to be supplied 

with initial data and the use of intuitive guides/rules 

(heuristics) to help during intuitive conceptual 

development. 

 

 The goal in our AIS is to provide the cognitive 

intuition required to deal with the world in a real-time, 

autonomous fashion.  Included within the cognitive 

structure of our the AIS is a Dialectic Argument Structure, 

which is a methodology constructed for the AIS to deal 

                                                 
2
 http://artificial-intuition.com/intuition.html 
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with conflicting and ambiguous information and will allow 

the system the “cognitive gut” to deal with our paradoxical 

and ever changing world.  In fact, according to Wired.com
3
 

IntuView, an Israeli high-tech firm has developed 

“artificial intuition” software that can scan large batches of 

documents in Arabic and other languages.  According to 

the company’s website, this tool “instantly assesses any 

Arabic-language document, determines whether it contains 

content of a terrorist nature or of intelligence value, 

provides a first-tier Intelligence Analysis Report of the 

main requirement-relevant elements in the document."  So 

if we are going to provide the AIS with the ability to 

“follow its gut,” do we then have to provide it with the 

emotions we use to make such decisions [9, 13]? 

 

5 Human vs. Machine Emotions 
 

 In humans, emotions are still about thinking.  

According to Marvin Minsky
4
: 

 
“The main theory is that emotions are nothing 

special. Each emotional state is a different style of 

thinking. So it's not a general theory of emotions, 

because the main idea is that each of the major 

emotions is quite different. They have different 

management organizations for how you are 

thinking you will proceed.” 

 

 Latest theories look at emotions as the way the brain 

consciously explains what has happened at a subconscious 

level.  That is, we respond subconsciously (which is faster 

than subconscious thought) and the brain “explains” what 

happened with emotions, or arousal states (e.g., fear). So, 

for the AI system, the emotions produced are a reflection 

of the type of situation with which the system is dealing. 

 

 We can think of emotions in terms of arousal states.  

When a person is calm and quiet they are more likely to be 

able to take things in and listen, learn, or problem solve.  

Think about another emotional state, terror for example.  

When we are in a state of terror we are not likely to be able 

to form complex problem solving.  Typically with humans, 

that is why it is recommend to safety plan or practice 

evacuations.  So at the time of crisis or terror the brain 

doesn’t have to perform problem solving.  Instead we can 

just follow the pre-thought out plan.  Another example 

might be the instant you are in a car accident.  The body is 

flushed with adrenaline, heart pounding, hands shaking, 

probably not a time to work out a calculus problem, for 

                                                 
3
 http://www.wired.com/dangerroom/2008/10/tech-firms-

face/ 
4
 

http://www.aaai.org/aitopics/pmwiki/pmwiki.php/AITopic

s/Emotion 

most of us anyway.  Often times, emotional states also 

influence our perception. Take depression for example.  It 

is not likely that a clinically depressed person will simply 

find the positives of a given situation.  There is likely a 

more doom and gloom recognition.  Take a rainy morning, 

a depressed person who has difficulty finding enjoyment, 

even if they like the rain may decided to stay in bed, 

whereas a non-depressed person, who may not even like 

the rain may, be able to determine that the rain offers 

opportunity to splash in the water or carry your favorite 

umbrella. 

 

 However, research has also shown that minor stress 

can actually be good.  This seems to point toward the 

notion that our brains are wired to pay attentions to certain 

things and that emotions (stress and fear in particular) are 

an indication that we should pay attention.  In their work 

on Artificial Emotional Memories [3], Crowder and Friess 

investigated how to utilize these Emotional Memories in 

order to provide long-term implicit emotional triggers that 

provide artificial subconscious primers, based on 

situational awareness metrics. 

 

 Similarly, for an artificially intelligent entity, emotions 

are states of being.  If the system is overloaded can it 

determine what resources to allocate to return to the 

homeostatic state or state of optimal performance?  If for 

example there are enough indicators to arouse fear can the 

mediator, so to say, keep operations performing with the 

correct amount of urgency? Take terrorist threats for 

example.  If an AIS is given enough information to 

conclude an attack on the country is imminent in the next 

24 hours, could the system increase resources to determine 

the best plan of action?  Just as the human level of arousal 

may contribute to what decisions we make, such as minor 

chest pain from strained muscle may result in taking an 

anti-inflammatory or severe chest pains may cause us to 

call the paramedic
5
. 

 

5.1 Basic Emotions 

 

 In his book on Emotion and Intuition [1], Bolte 

concluded: 

 
“We investigated effects of emotional states on the 

ability to make intuitive judgments about the 

semantic coherence of word triads… We conclude 

that positive mood potentiates spread of activation 

to weak or remote associates in memory, thereby 

improving intuitive coherence judgments. By 

contrast, negative mood appears to restrict spread 

of activation to close associates and dominant word 

                                                 
5
 Psychol Sci. 2003 Sep;14(5):416-21 
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meanings, thus impairing intuitive coherence 

judgments.” 

 
 Bolte found a clear tie between emotions and the 

ability to have or exhibit intuition.  This drives us to a 

model of basic emotions with the AIS that allow the 

system to channel resources and find solutions, based on 

emotional responses to its interaction with its environment.  

For the purposes of this paper basic emotions are emotions 

that are in simplest forms.  Again they are states of arousal, 

states of being.  For example, calm, alerted, stress, terror or 

trauma. 

 

 The jury is out whether AI will ever have emotions 

like humans.  Consider though that human emotions are 

based on whether or not human needs are met. In 

nonviolent communication the author writes about how 

emotions are based on basic needs.  One example is the 

human need for connection.  When humans meet this need 

they feel valued and loved. As mentioned above, this 

appears to be a reaction to the mind processing at a 

subconscious level.  It seems that this would be 

unnecessary for a machine.  However, if the AIS is given 

constraints would those constraints then operate as needs?  

If the goal was to meet the constraint or satisfy the 

constraint would the AIS begin to feel. Would the machine 

reach a level of arousal based on a need or constraint?  One 

possible implementation would be to introduce emotions in 

response to the system achieving, or not achieving, a goal 

or objective.  This would be analogous to something 

happening subconsciously and the brain explaining it with 

an emotion. 
 

 Given the studies cited, can we give our AIS a sense of 

intuition without emotion?  If we can, could it then exceed 

human performance on tasks that emotions influence?  

How separable is intuition and emotion?  The question is: 

can the AIS perform predictions or problem solving 

without using states of arousal.  We believe the answer is 

no, and we propose the concept of autonomic nervous 

system and arousal states within the AIS to provide the 

“emotion-like” features required to deal with the world 

around it [3]. 

 

 Some of the questions that arise from this discussion 

involve how humans will perceive Artificial Intelligence, 

particularly with systems that display emotions.  And the 

converse being how would an AI system that has 

emotional responses perceive humans and their emotional 

responses? 

 

6 Human Perception of Artificial 

Intelligence 
 

 According to Nass and Moon [23] humans mindlessly 

apply social rules and expectations to computers.  They go 

on to say that humans respond to cues triggers various 

scripts, labels and expectations from the past rather than on 

all the relevant clues of the present, in a simplistic way.  In 

the article, Nass and Moon illustrate three concepts to 

consider when thinking about human perceptions of AI.  

The first experiment they describe show that humans 

overuse social categories by applying gender stereotypes 

and ethnically identifying with computers.  The second 

experiment they describe illustrates that people engage in 

over learned social behaviors such as politeness and 

reciprocity with computers.  Thirdly they illustrate 

human’s premature cognitive commitments by how 

humans respond to labeling.  Nass and Moon conclude that 

individuals apply social scripts that are appropriate for 

human to human interaction not human computer 

interaction. 
 

 Sarah Harmon
6
 shows that gender did not make a 

significant difference but that people paired characteristics 

that may have been affected by gender and embodiment.  

She showed significant correlation between things such as 

Passive and Likeable for the Male and Understandable and 

Pleasant for both male and female and Reliable and 

likeable for the male, thus showing that humans are willing 

to assign human characteristics to computers.  Harmon 

does state however that we need to consider confounding 

variables.  Harmon also wrote that the degree of the 

entities embodiment influences how humans deem the 

characteristics with respect to each other such as the 

terminal and the robot had significant correlation for 

understanding/pleasant and friendly/optimistic. Yet the 

only the terminal showed significant correlation in regard 

to Understandable/Capable, Pleasant/ Reliable, and 

Helpful/Reliable. 

 

 Considering these authors work one would conclude 

that how AI is presented to humans will affect how AI is 

perceived.  Even a navigation system in a car that one 

names seems to take on a whole different meaning once it 

has a human name.  Clearly there are many variables 

influencing human perception of computers and any AI 

system. There is much research to be done on how AI 

could be presented that would make it best perceived by 

humans.   

 

7 Human Acceptance of Artificial 

Intelligence 
 

 It seems that the non intelligent robotics have had both 

positive and negative receptions from humans.  On one 

                                                 
6
 www.cs.Colby.edu/srtaylor/SHarmon_GHC_Poster.PDF 
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hand the technology of AI could help humans to function 

better.  For example, as stated earlier, AI could help to 

detect threats to national security.  AI could also be used to 

train our forces and help solve complex problems. On the 

other hand AI could take over some human functions. 

Consider the effects of robots in the auto industry.  The 

technology allowed for machines to do work that humans 

did. How much can AI out-perform humans? What will 

happen to human handled jobs and tasks?  Thus AI could 

be well accepted or quickly rejected by humans.   

 

It also seems, as with any technology, there is a usage and 

learning curve.  AI may require humans to learn more 

about technology in order to be able to interface.  As we 

can see with the internet and cell phone technology there is 

clearly a generational difference in use and acceptance, and 

there may be cultural differences in the willingness to 

accept AI. Thus, as with anything it may take time for 

humans to accept AI systems on a daily basis. 

 

8 Conclusions and Discussion 
 

 Clearly, there is some concern with how the future 

may go.  There have been ethical guidelines for science to 

follow as they continue to create systems, although this is 

true in most fields of science. It makes sense to stop and 

consider ethics and human reactions to AI, after all this is 

heading to a superhuman technology. 
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Relationship between Complexity and Causal 

Invariance:  
The NEW Cybernetics Myth 

 
By 

Susana Curatolo, CZT Inc. Lawrence KS, USA 
 

           ABSTRACT  
 

Since unpredictability is a consequence of 
Complexity and Chaos, it is shown that 
unpredictable and uncertain are not equal to each 
other or interchangeable, but that the former 
contain the later and that their properties are very 
distinct. This Gedanken experiment suggests a 
power law, which, as a consequence of the 
critical relationship between complexity and 
causal invariance in that repetitive behavior 
(nested or not) obeys a simple rule: The Initial 
Condition (IC) has Knowledge of the Boundary 
Condition, and the Boundary Condition (BC) has 
Knowledge of the Order of the system being 
created by that IC and evolving from it. We 
show philosophically that by prior experimental 
work (CZT, S. Curatolo, 2002, 2004, 2006) this 
is the case, the path of least resistance leads to 
long range order from short range order systems- 
this is a proportional power law and it 
consistently reflects back the Boundary 
condition resident in the IC. The impulse to 
initiate the process comes from this reflection, 
coherence between momentum and geometry. 
Coherence and correlation are directly related 
through interference, pattern generated through 
phase differences such that nested or not can be 
superimposed. The consequent relationship is: as 
Coherence increases, interference increases, 
correlation increases, autocorrelation increases, 
cross-correlation increases, similarity increases, 
self-similarity increases, self-coherence 
increases, randomness decreases and through 
feedback to complexity- of which randomness is 
a component, until maximal complexity is 
reached. Maximum complexity is not random 
and is maximally ordered, long-range ordered 
and predictable. To perform this task, the self-
organizing map preserves the topological 
relationships of the original space, conjointly 
lowering the dimensionality. This creates the 
ability to map any state onto a lower dimensional 
space, while maintaining their order of 
proximity. By geometrically approximating the 
vector distribution in the states of the self-
organizing map, it sustains causal invariance of 

the Riemannian Surface allowing the topology to 
pullback on itself preserving its structure as it 
projects recursively and coherently at each state. 
The qualitatively probability spectrum obeys the 
order present in the IC as it evolves to the BC 
and back and re-projects. Precisely because of 
this, causal invariance guarantees that causal 
knowledge can predict the effects of 
manipulation, that is, the correlations will be 
invariant across changes. So, it is shown here 
that it is precisely the Initial Condition (IC) that 
determines the result computationally 
irreducible, un-decidable and universal. The 
Initial Condition guarantees irreducibility 
because of the Observer’s limits, that is, Free 
Will of Choice, this in turn guarantees 
complexity from simplicity. Apparent 
Randomization and Run-Away Effect are 
contained because the Initial Condition has 
within it the Axiological Adjustment, that is, it 
directs the movement by inflecting the 
momentum recursively (spatial pattern or 
wavelength) determining therefore the velocity. 
The Initial Condition has the relational 
constitution of the result. It is further asserted 
here in this work thru comparative analysis and 
the proportionality power law, that, the above, 
akin to ‘Karma’,  is an irreducible function of 
commitment with room for improvisation, not 
just a result, but a consequential inflection of  
things (computations ,events, processes, matter, 
etc) as they are coming-to be (Hershock,2010) 
 
Introduction  
In these experiments we show how to predict 
unpredictable events in all phenomena by using 
the equivalence and similarity of effect of the 
future on the present, and of the past on the 
present. By connecting complexity and causal 
invariance in all phenomena we arrive at a Power 
law from the relationship in the repetitive 
behavior (nested or not) obeying a simple rule: 
The Initial Condition (IC) has Knowledge of the 
Boundary Condition, and the Boundary 
Condition (BC) has Knowledge of the Order of 
the system being created by that Initial Condition 
and evolving from it. There is a simple 
philosophy inherent in this thinking: An error 
does not become truth by reason of multiplied 
propagation, nor does truth become error because 
nobody will see it (M.Gandhi). So, what is is-
whether you think it is or not, it still is. We are 
constantly confusing the limits of our own 
perception of what is possible with what is 
actually possible, and because we do that we 
reject by reflex-action things that are put 
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forward-not because they are not supported, but 
because they are outside our limits of perception 
of sense of possibility. Even if you are in a 
minority of one, the truth is still the truth. This is 
why; condemnation without investigation is the 
height of ignorance….connecting the dots of the 
real world versus the world we think is real is the 
analysis necessary to unveil the controlled 
outcome before the game starts. So the mirroring 
of the effect of the past onto the present and then 
invoking its opposite determines the futility of 
retrodiction, this is the proportion arising from 
the fact that cause and effect differ so radically in 
volume that the former can only account for a 
minuscule fraction of the latter. This is 
important, because on the basis of an effect alone 
not much can be said about the cause. Since we 
would continually avail ourselves of knowledge 
of conditions and probabilities that pertains to 
before the effect.  By couching a past condition 
with information from before than, later than and 
now , a ‘bubble’ of knowledge is created of prior 
conditions and probabilities allowing the 
estimate of the plausibility of alternative causes, 
then to use these predictions to ‘see’ which 
potential cause best fits the current condition. 
Then, SIMILARLY, the probability of prior 
events can be determined from those of 
subsequent events because we can exclude the 
consideration of the antecedent probability of 
prior events. This is important because, it opens 
the power of prediction for probing not just the 
PAST but also the FUTURE. [This effect is 
mirrored by complexity]. By knowing many 
important facts about the longer term future—the 
nearer term future is predicted. We are in this 
position with respect to the past. To avoid the 
futility of retrodiction overwhelming our control 
by expanding in both directions—towards the 
future and towards the past---we observe that the 
complexity increases in both directions from the 
present.  

 
Retrodiction from the present amounts to 
predicting the unpredictable—the fluke! The 
inevitable retrodiction that is always there is 
useful by opposition (Hegelian maneuver) and 

mirroring into future. This further means, that 
solely on the basis of the present or now: 
complexity dilation = form of past can be made 
into the form of the future and vice versa by 
dilation (enlarging or shrinking) because they are 
similar, they are similar because they have the 
same FORM, that is they are congruent. 
 
The Map: We assume a Kohonen-like-self-
organizing map which preserves the topological 
relationships of the original space, conjointly 
lowering the dimensionality. This creates the 
ability to map any state onto a lower dimensional 
space, while maintaining their order of 
proximity. By geometrically approximating the 
vector distribution in the states of the self-
organizing map, it sustains causal invariance of 
the Riemannian Surface allowing the topology to 
pullback on itself preserving its structure as it 
projects recursively and coherently at each state. 
Self-organizing maps are different from other 
Maps in the sense that they use a neighborhood 
function to preserve the topological properties of 
the input space. SOMs operate in two modes: 
training and mapping. Training builds the map 
using input examples. It is a competitive process, 
also called vector quantization. Mapping 
automatically classifies a new input vector. This 
self-organizing map consists of components or 
Weights or neurons. Associated with each 
neuron is a weight vector of the same dimension 
as the input data vectors and a position in the 
map space. The arrangement of the neurons is a 
regular spacing in a hexagonal grid. This self-
organizing map describes a mapping from a 
higher dimensional input space to a lower 
dimensional map space. The procedure for 
placing a vector from data space onto the map is 
to first find the neuron with the closest weight 
vector to the vector taken from data space. Once 
the closest neuron is located it is assigned the 
values from the vector taken from the data space. 
This type of architecture is fundamentally 
different in arrangement and motivation than 
feed forward structures.  For t from 0 to 1, 
randomly select a sample; get best match, scale 
neighbors and increate t in small jumps. Initialize 
the weight vectors of the Map. The weight that is 
chosen is rewarded by being able to become 
more like the randomly selected sample vector or 
you can preselect and have them fade towards 
the center-this reduces the # of iterations The U-
Matrix value of a particular neuron is the average 
distance between the neuron and its closest 
neighbors. In a hexagonal grid, six neurons are 
considered as the closest neurons. To organize 
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the weight vectors we use the Fundamental 
matrix. All this is well understood through 
Kohonen(1999). It’s very simple, if they are 
close together and there is grey connecting them, 
then they are similar. If there is a black ravine 
between them, then they are different. How good 
a map is determined by how strong the 
similarities between objects are. But what we are 
really trying to realize is a Rainbow Holographic 
SOM as a vehicle to show complexity dilation as 
preserved in the topology. There are limitations 
to SOM. The main well known ones are: First, it 
is getting the right data. Unfortunately you need 
a value for each dimension of each member of 
samples in order to generate a map. Sometimes 
this simply is not possible and often it is very 
difficult to acquire all of this data so this is a 
limiting feature to the use of SOMs often 
referred to as missing data. Another problem is 
that every SOM is different and finds different 
similarities among the sample vectors. SOMs 
organize sample data so that in the final product, 
the samples are usually surrounded by similar 
samples; however similar samples are not always 
near each other. If you have a lot of shades of 
purple, not always will you get one big group 
with all the purples in that cluster, sometimes the 
clusters will get split and there will be two 
groups of purple. Using colors we could tell that 
those two groups in reality are similar and that 
they just got split, but with most data, those two 
clusters will look totally unrelated. So MANY 
MANY maps need to be constructed in order to 
get one final GOOD map. 

Figu1  
 
Fig (1) SOM-Bad (Kohonen-1999). Here’s an 
example of just this sort of exact problem 
happening.  You can see in the picture- on the 
left- that there are three shades of purple that are 
all in one column. 
Yes those three colors are very similar, but two 
deep shades of purple are split by a lighter shade 
of purple. The deep purples are more similar to 
each other and should therefore be near one 

another as shown in the picture on the right. 
Second, another limitation is that as the 
dimensions of the data increases, dimension 
reduction visualization techniques become more 
important, and then time to compute them also 
increases. For calculating that black and white 
similarity map, the more neighbors you use to 
calculate the distance the better similarity map 
you will get, but the number of distances the 
algorithm needs to compute increases 
exponentially. However, how long is that tree? If 
each branch bifurcates into 2 smaller branches 
with equal radii r1=r2 then r0^3=r1^3+r2^3 is 
equivalent to r1=2^-1/3 r0~0.794r0~8/9r0, that is 
that every branch from the generic tree arises 
from an equal bifurcation of a larger branch. We 
see this proportion in all nature, like human and 
mammal’s vascular system. By comparing with a 
typical animal vascular system, the typical 
capillary radius is 5 microns. Then how many 
bifurcations from a given primary vessel or trunk 
of a tree, are required to reach this radius? An 
aorta of radius r0 with n bifurcations from it will 
result in such a capillary radius by satisfying:  
(8/9)^n  r0 = 5x10^-6. For r0=0.5cm, n~30. The 
tot # of vessels in the system after 30 
bifurcations is 2^30~10^9.A geometric series 
calls for n+1 terms so  
a+ar+ar^2 +…+ar^n  summing to 
 Sn = a(r^n+1 -1/r-1,  r≠1 for n bifurcations. The 
ratio of the last term in the series to its sum is  
r^n (r-1)/(r^n+1 -1). If r=2, then the ratio is ½ for 
large enough n. So, the bifurcations result in ½ 
this number of vessels ~5x10^8 or ~1.2 x 10^9 
physical actual. 
(R.Rosen,1967).Distinguishability becomes 
more difficult observationally as the order 
increases, the 28th or 29th bifurcation from the 
several preceding ones. The estimate of the total 
length of the branching system using a back 
envelope approach…with the aorta length L0, 
each bifurcation k produces 2x as many branches 
and Lk=�Lk-1, assuming 0<�<1.he total 
length after n bifurcations is 
 Ln = (2�)^n+1 -1/2�-1 , �≠1/2…So  as � 
increases,  Ln increases. That is a big tree! 
The cause and the effect differ radically in 
volume. This points to the proportion.  
In trying to build the map and overcoming the 
compounding difficulties of the physical medium 
-H. Donzono et al (2011) are developing a 3D 
object database using holograms. The extension 
of this system involves  a proposed with 
limitations-CGH-SOM, a self-organizing map 
which is composed of units using CGH as 
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memories with a learning algorithm almost 
identical to conventional SOM with batch 
updates. CGH (Computer Generated Hologram) 
is generated in a computer, it simulates the 
processes related to the Fresnel Holograms used 
without using optical systems with changing 
parameters. The 2D info is processed thru the 
Fresnel Transform Hologram. The drawback of 
the FTH is that for 3D the FTH has to handle 
depth info –key for volume and topology. The 
amplitudes of the reference beam and its incident 
angle together with the amplitudes of the object 
beam are used to configure the 3D representation 
as a SET of POINT Source of Light and the 
Summation of CGHs are calculated for all the 
points then become the CGH of the Object. 
These make up the database from which the 
SOM is constructed. Since SOM inflicts heavy 
computational losses, that is why FT to the 
object is applied prior to SOM, but because the 
random bit map resulting does not match the 
input data, random point light sources are used 
as initial patterns to generate the holograms, 
before the pre- final step of matching the input 
object data to the map based on the FTH 
processing. The final step is to apply SOM std. 
equation for updating the hologram on the map, 
because the holograms can be superposed by 
simply summing the holograms. In CGH-SOM, 
whether the input object data was randomly 
generated or laser-scanned had severe limitations 
coming from several places. First, the matching 
method of the units by CGH-SOM was not 
general enough-meaning, simply superposing 
holograms by adding them caused incorrect 
matches that could not be checked or prevented-
surface irregularities. The FTH is diffraction 
hologram where the object waves are spherical. 
If the object has edges or corners, or a point like 
a cone (this was the object in Danzono et al’s 
experiment, 2011) then it is not seen in the 
reconstruction. Furthermore, they are Fourier 
transform based and consequently, the 
diffraction efficiency of the volume in 
transmission and reflection are exposure time 
dependent, the phase retrieval by iterations 
(large) and their optimizations are temperature 
dependent. Their object light input is coherent, 
whereas in Joseph Rosen et al, 2009, the 3D 
input is incoherent without sacrificing resolution 
on complete volume observation, because it is 
not scanned, and objects can move-be tracked, 
yet the images captured are not quite confocal, it 
requires 3 holograms to be captured, computing 
the image z (axis) sections from the complex 
hologram and then enhancing them by 

deconvolution. It is advantageous in that it 
record the hologram in synthetic aperture mode 
in 2D and 3D. via single channel x-axis 
incoherent interferometer. So, Fresnel holograms 
are different from each other by the way they 
spatially correlate the FZP (Fresnel Zone Plate) 
with the 3D scene. This correlation should be 
done with FZP that is sensitive to the axial 
locations of the object points—otherwise these 
locations are not encoded into the hologram. 
If the FZP is dependent on the axial distance 
of each and every object point—then this 
means that points which are far from the 
system, project FZP with fewer cycles per 
radial length than nearby points and by this 
condition the hologram can actually  create 
the 3D scene properly. This affects not only 
volume but complexity dilation. The FZP has 
to be circular if not you have diffraction 
efficiency loss; again Fresnel Hologram waves 
off the object are circular. To overcome these 
limitations, fast full parallax Fresnel 
holograms can be computed (Kyoji 
Matsushima et al 2009) increasing the scale to 
2^16x2^16 improving the depth of the CGH 
Fresnel hologram. Parallax is a displacement 
or difference in the apparent position of an object 
viewed along two different lines of sight, and is 
measured by the angle or semi-angle of 
inclination between those two lines. The term is 
derived from the Greek παράλλαξις (parallaxis), 
meaning "alteration". Nearby objects have a 
larger parallax than more distant objects when 
observed from different positions, so parallax 
can be used to determine distances. We know 
that the Fresnel Holograms is distance 
dependent. Even with the faster sampling rates 
the phase and distance are not preserved if the 
object has corners and the FZP is not perfectly 
circular. The surfaces also contribute to 
discontinuities due to the roughness. 
Generating the Map: A SOM from a Rainbow 
hologram of a Rainbow hologram (RHRH-
SOM). First,  

 
Fig (2) Primary Hologram is illuminated with the 
conjugate wavefront used in exposing the 
hologram. A slit of width A is placed over the 
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primary hologram. The image produced by the 
primary hologram is formed a distance 20 to the 
left of the rainbow hologram The recording 
process uses a horizontal slit to eliminate vertical 
parallax in the output image, greatly reducing 
spectral blur while preserving 3D for most 
observers. Stereopsis and horizontal motion 
parallax, two relatively powerful cues to depth, 
are preserved. Stereopsis is the impression of 
depth that is perceived when a scene is viewed 
with both eyes by someone with normal 
binocular vision. Figure (2) shows an optical 
arrangement for making a rainbow hologram. A 
conventional hologram is recorded first (primary 
hologram). In the reconstruction this primary 
hologram is illuminated with the conjugate of the 
reference wavefront used in recording the 
hologram to produce a pseudoscopic image-real 
image- of the original object as shown here. A 
narrow horizontal slit is placed over the primary 
hologram so only a small range of angles of light 
rays in the VERTICAL direction is used to form 
the image. A second hologram is recorded in the 
plane near the position of the image produced by 
the primary hologram. The reference wave used 
in recording the second hologram should have 
the largest component of its propagation vector 
parallel to the y-z plane shown here. . I the 
reconstruction stage for the 2nd hologram, the 
hologram is illuminated with the conjugate of the 
reference wave used in recording the hologram 
The image produced is pseudoscopic, but since 
the object used in recording the hologram was 
pseudoscopic, the final image is orthoscopic. 
This image will appear as if it is being viewed 
through the re-, a real image is formed of the slit 
placed on the primary hologram. If the viewer’s 
eyes are placed in the position where the image 
of the slit is formed, using the exposing 
wavelength, the image will appear to be the same 
color as the wavelength used to expose the 
hologram, even if a white light source is used in 
the reconstruction step. If the viewer moves his 
head up or down the color of the image will 
change if a white light source is used. If the 
viewer places his eyes in a plane other than the 
plane in which the image of the slit is formed, 
the color of the image varies across the image. 
This means that only a  small horizontal section 
of the image can be seen from any one location, 
though if the observer changes his/her viewing 
position, a different part of the object can be 
seen. If the hologram is illuminated with a laser 
beam of a different wavelength, the position of 
the reconstructed image will change. When the 
hologram is illuminated with a white light source 

directed from the left of the hologram plate, each 
color re-constructs a different part of the image 
at a slightly different angle, so that the whole 
object is now seen, but with the color varying in 
the vertical direction. This hologram is a 
transmission hologram, where the hologram is 
illuminated on one side, and viewed from the 
other. Illumination and viewing can be done 
from the same side if the hologram is mounted 
onto a reflective surface. Mass replication of 
such holograms can be done using an embossing 
process. The embossing process can be carried 
out with a simple heated press. . In order to 
permit the viewing of embossed holograms in 
reflection, an additional reflecting layer of 
aluminum is usually added on the hologram 
recording layer. The more mirror like quality of 
this reflection layer the more accurate 
reproduction by reflection of the hologram will 
be obtained. A transmission hologram is one 
where the object and reference beams are 
incident on the recording medium from the same 
side. In practice, several more mirrors may be 
used to direct the beams in the required 
directions. Normally, transmission holograms 
can only be reconstructed using a laser or a 
quasi-monochromatic source, but a particular 
type of transmission hologram, known as a 
rainbow hologram, can be viewed with white 
(incoherent light) light. In a reflection hologram, 
the object and reference beams are incident on 
the plate from opposite sides of the plate. The 
reconstructed object is then viewed from the 
same side of the plate as that at which the re-
constructing beam is incident. This is an 
important point of the source of any error in 
reproducing the hologram and then making a 
hologram of it. It avoids lasers which 
considerably preserves the high stereopsis of the 
image (volume-depth resolution is data). Only 
volume holograms can be used to make 
reflection holograms, as only a very low 
intensity diffracted beam would be reflected by a 
thin hologram. This is another advantage of 
incoherent light as opposed to pulsed lasers 
commonly used in Fresnel holograms. 
Transmission holograms mounted onto a 
reflective surface- PET-Thermo-Plastic -
polymer/Mylar. A special kind of transmission 
master needs to be made from the 2D or 3D 
model Litho of the hologram in order to create an 
embossed hologram. It is called a slit master 
(H1) or rainbow transmission master hologram 
and can consist of more then one slit. For a final 
embossed rainbow hologram that has the 
foreground or object roll through the rainbow 
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colors while the background rolls through 
different colors (shifted) at the same time, two 
slits can be made on the same plate separated by 
the color shift distance. Once the transmission 
master (H1) is made a transmission copy (H2) is 
made from the H1 master. If there are two slits 
on the master they can both be imaged onto the 
H2 copy with one exposure. This is usually done 
on photoresist. Once the resist copy rainbow 
hologram is made, it is put in an etching solution 
that etches away the areas that have not been 
exposed to light (the destructive interference 
parts of the fringes) and leaves the exposed 
regions of the fringes (there are some etching 
solutions that work opposite and remove the 
exposed parts and leave the unexposed parts). 
The hologram can now be seen in on the resist.  
It is important to maintain the surface relief 
structure of the fringes so a process that lays 
down an atom at a time is necessary. To simply 
coat the resist with silver would "level" out the 
fringes.  Embossing rainbow holograms 
preserves their entire object stereopsis in every 
section of the hologram-volume-depth is data. 
When making a rainbow hologram from an 
embossed rainbow hologram simply repeats the 
process of preservation of the properties qualities 
and quantities of the information embossed the 
second time. This superposition if done at a 
faster rate than the original preserves the original 
in every section of the original, but by going 
faster than the original we can modulate and 
create a different one or MASK in the present or 
past. Complexity dilation and contraction is 
proportional to spatial-temporal dilation and 
contraction. This is interpreted in terms of 
Parallax. In our Rainbow holograms, it is the 
increase and decrease of Blur that is proportional 
to apparent speed of motion of the object 
captured information.  This is the reason why in 
the final SOM we have the IC preserved in the 
topology. The choice of the the rainbow 
hologram of a rainbow hologram, was to show 
masking and to engage in the discussion of 
retrocausality. We know from the generation and 
superposition of sub holograms using the various 
object beams, that incoherence –multiple 
incoherent exposures –obeys 1/N law. The 
diffraction efficiency goes as the square of the 
modulation. The dynamic rang of transmittance 
is limited from zero to 1...  say, and that splitting 
the range among the sub holograms requires that 
the modulation of each drops as 1/N, and the 
average of each exposure adds to that of the 
others. This is a fundamental phenomena and 
very useful as we shall see. The order effect 

amendment to 1/N power law as the multiple 
exposures are done, in the photoresist process of 
embossing the last exposure is key whereas in 
the silver halide process the first exposure 
dominates. Exposure time matters either way.. 
Surface reliefs holograms are the best for the 
SOM outcome. Going back to retrocausality, 
backwards time causality or reverse time 
causality is of great importance here in 
understanding how the future affects the present 
and the past and effects precede causes, and how 
this is captured in the RH-RH-SOM. Bi-causality 
is 2-directional causality, where symmetry in 
physics and in nature calls for all dimensions of 
space-time to be symmetric. Archimedes pointed 
out that bi-causality is best mentally observed by 
imagining a point outside time. According the 
Michael Dummett, the logical requirements for 
reverse causality are…provided that the earlier 
event is detectable and that it can be detected 
without disturbing the circumstances under 
which later in time is claimed to cause the earlier 
event! So, in advanced and retarded wave 
observation, while we predominantly observe the 
retarded wave, it is likely that in every case 
where energy is being. Schrodinger’s cat is alive 
or it is dead, even when nobody looks…then it 
does not exist in an uncollapsed wave state. The 
observer effect becomes a matter of a future 
view point influencing what has already 
transpired. Our various sub holograms 
incoherent and separated by time or wavelength 
or polarization are influenced by a future 
decision with a difference factor of 10,000 (O. 
Hosten& P.Kwiat, U Illinois, 2008). Do-Overs 
are possible. The Future (the Unpredictable) 
effect can be predicted by manipulating the 
vertical parallax. As it increases or decreases 
(dilates or contracts), so does directly 
proportional the Blur, the wavelength spread, the 
source angle spread, and inversely proportional 
the frequency spread and the time. The 
complexity dilation and contraction does the 
same. Forward causality decision trees only 
move forward through time. In Bicausality 
decision trees, choices are made both forward 
and backward in time. See Diagram 1 and 2 
below 
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  So, by manipulating the encoding of the 
hologram-the tuning of the Blur, one can shift 
the mask and yet preserve all the originals. You 
end up with shifted (future) alternatives-
perspectives for every viewing angle…Eternity 
is going on all the time (Charlotte Perkins 
Gilman). Through time contraction or dilation 
(speed up slow down or stopped) 2 states can be 
observed simultaneously…the boundary 
condition observing the boundary condition- this 
means the topology folds onto itself. At this 
point the Form of the past and the Form of the 
future are the same and congruent. The Now is 
continuously dilating and contracting. So when 
se focus on a point we are simply changing the 
point of view but we all-ways see-have access to 
the entire object. 
Conclusions& Implications 
In the beginning…To perform this task, the 
self-organizing map preserves the topological 
relationships of the original space, conjointly 
lowering the dimensionality. This creates the 
ability to map any state onto a lower dimensional 
space, while maintaining their order of 
proximity. By geometrically approximating the 
vector distribution in the states of the self-
organizing map, it sustains causal invariance of 
the Riemannian Surface allowing the topology to 
pullback on itself preserving its structure as it 
projects recursively and coherently at each state. 
The qualitatively probability spectrum obeys the 
order present in the IC as it evolves to the BC 
and back and re-projects. By using RHRH-SOM 
approach we have done a Gedanken experiment 
showing that any part of this proposed-realizable 
hologram contains the entire whole scalable 
IMAGE of the volume-depth object topology 
that can be made with all wavelengths and 
viewed with all wavelengths and is magnifiable , 
tunable and decodable. Through the power law 
explained the effect of future on present and of 
past on present is demonstrated. By connecting 
complexity and causality in all phenomena the 

power law shows IC has Knowledge of BC and 
BC has knowledge of the ORDER of the system. 
Retrocausality unveils the controlled outcome 
before the game starts. The mirroring reveals the 
proportion arising from cause - effect radically 
differing in volume and depth, accounts for a 
little change causes a very large change in both 
directions from the now, consistent with Karma-
the penultimate event in The Buddha’s infinitely 
deep rebirth genealogy. 
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ABSTRACT 
 

The current framework of the EHEA, in which Spanish 
Universities are immersed, allows the process of 
transformation from the old degree structure to the new 
European degree organization, which has started in 2010 
and will remain for a maximum period of 6 years. Under 
these circumstances, it has been considered the integration 
of ICT methodologies within a multidisciplinary model 
and their application in the extinguished degree of Forest 
Engineering in order to help students enrolled and to 
assist professors under a situation of adaptation from the 
traditional teaching to new teaching guidelines in a short 
lap of time. It has been studied the results regarding to 
ICT used in learning management system or virtual 
learning environment, evaluation techniques and tutorial 
activity of the students in different subjects of the degree. 
ICT can help to professors in this situation of non-
attendance, which allows the use of a range of different 
evaluative techniques to promote academic achievement 
and to reduce abandonment index. Tutorial actions under 
various virtual modalities allow a more direct professor-
student relationship with benefits for both sides.   
 
Keywords: Communication and Information 
Technologies, EHEA, Educational innovation, Blended 
learning, Teacher training, Extinguished, Forest 
Engineering 

1. INTRODUCTION 
 

As is well known, the Spanish university structure is 
currently undergoing a profound system of reforms that 
can be summarized in three essential points: 
. - Law 6/2001 of the 21st of December, on Universities 
[1] as amended by Law 4/2007 [2] to amend the 
Universities Act, which states in Article 7 the structure of 
universities. 
. - The EHEA (European Higher Education Area), in its 
legislative development and especially in the RD 
1393/2007 Act of the 29th of October, to establish the 
organization of official university Degrees [3] which 
provides a new sort of university Degrees, Masters and 
PhD programs. At this point, it should be remembered 
that in 2010 was exhausted the possibility of enrolling 
new students in the old degrees of Engineering and 
Technical Engineer, with the possibility of completing 
their training. The students enrolled prior to that date 
could finish their studies for a regulated period of 
extinction of the degree. 
. - The Lisbon Strategy [4] and ministerial plans collected 
under the name "Universidad 2015" which is intended to 
encourage the creation of “Excellent research groups” that 
makes them competitive in the international community. 
 
Regarding to the degree of Forest Engineering should be 
pointed that the Technical University of Madrid (UPM), 
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has been the only university that supplied this degree in 
the Region of Madrid and it is the only one in Spain 
which it had not been structured the degree in credits in 
2010. So it was following the 1971 system Act, partially 
amended by the Ministerial Act of the 10th of November 
in 1983 [5]. Finally, with the introduction of the new 
university degrees in the academic year 2010-2011, 
framed within the EHEA and after a favorable report from 
the National Assessment and Accreditation Agency 
(ANECA) and the regional Parliament of Madrid, was 
published in the Official Gazette of the 9th of December of 
2010 [6], the resolution of the UPM Council, has been 
established the new Bachelor degree in Forestry and 
Natural Environment and developed the process of 
extinction of the old Forest Engineering Degree at the 
UPM. 
 
In the last years, the Information and Communication 
Technology (ICT) applications, as a set of tools, auxiliary 
elements and channels for the use and access to 
information and media, have been helpful in all 
educational levels [13][18][19][20][23][25]. In particular, 
for the Bachelor degree on Forest and Natural 
Environment Engineering at UPM has been used for 
different educational purposes in order to support the 
change that will suffer the students. Due to this reason, a 
group of professors from the Forest and Natural 
Environment Engineering faculty that belong to the Forest 
Educational Innovation Group (INEDFOR) has studied 
the integration of ICT methodologies within a 
multidisciplinary model in several Educational Innovation 
Projects for the degree of Forest Engineering [7] [8] [9] 
and, in particular, to the extinguished degree [10].   
 
One problem that arises with the fact of extinction, it is 
the lack of obligation to attend to the courses in person for 
the prescribed time for students to finish their studies. 
Therefore there is a drastic change in pedagogy students 
in order to know the teaching-learning tools that 
encourage the new EHEA qualifications. In this paper, we 
will address the topic of the ICT applications, focusing on 
some of the possible forms of blended learning and B-
learning to try to resolve the issue of extinguished degrees 
and the lack of the traditional lectures in the classroom 
and the results obtained. 
 

2. METHODS 
 
The objectives of the Innovative Educational Project 
during the academic course of 2010-2011 consisted in 
employing a range of ICT tools that they had been used in 
new undergraduate degrees, by using new evaluating 
techniques and create line tutoring and support actions to 
facilitate the monitoring of students in subjects 
extinguished.  
 
Subjects involved 
The three subjects that have participated in this study 
belong to the second year of the old structure of degree: 

“Zoology”, “Topography, Geodesy and Astronomy” and 
“Technology and Wood Industries and Forest”. Other 
subjects that joined the project, but the results are not 
completely shown in this paper are: “Ecology”, “Forest 
Mensuration”, “Forest Inventory”, “Forest Harvesting”, 
“Applied Hydraulics”, “Drawing and Representation 
Systems” and “Plant Anatomy and Physiology”. 
 
ICT used in Learning Management System or Virtual 
Learning Environment 
The three options that have been applied in the Innovative 
Educational Project since the point of view of teaching B-
learning were: 1) the use of institutional Moodle-UPM. 
This tool offers all kind of academic material and requires 
the registration of the student in the subject; (see Fig.1). 
2) the use of Open Course Ware platform (OCW). This 
tool offers free access and finally 3) the use of the course 
website. This tool is free access and non-institutional  
 

 
  
Figure 1. Example of Moodle Educational Platform in 
Forest Zoology. 
 
Evaluative techniques 
Evaluation means, in general, a set of systematic 
collection, analysis and interpretation of valid and 
reliable, compared with a reference or criterion, allows us 
to reach a decision as to promote the improvement of the 
object being evaluated [16]. 
 

 
Figure 2. Intelligent System Assessment Test Self-
Assessment developed by the University of Malaga. 
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The Evaluative techniques are established in the programs 
of the subjects. Therefore, professor and students should 
follow this program. Although there are interesting ICT 
applications, without neglecting traditional assessment 
techniques (problems and exercises, written assignments 
and written tests or oral), which consist in a collection of 
Random Self-Assessment Test, that can be used both to 
evaluate the student in regular tests throughout the course 
in the classrooms, or to guide the student to get the skill of 
knowledge acquired in the process of learning from their 
own home. The use of educational platforms managing 
self-test (eg. SIETTE) [12] are very useful ICTs for 
assessment method in blended teaching (see Fig.2 and 
Fig.3). 
 
 

 
Figure 3. Sample of Self-Assessment Test with the tool 
SIETTE in Forest Zoology. 
 
 
Virtual tutorial 
As Biggs indicated early in the process of European 
convergence "Mentoring complements the class 
presentation and practice, so the student takes much of the 
burden of work and the tutor is monitoring only" [17]. 
The virtual tutorial requires the use of all kind of ICT 
applications. One of the benefits of the Internet to 
education is to provide an additional media, which it 
could be parallel, or the only occasionally communication 
between teacher and students, and among students [14]. 
This type of mentoring can be developed by email, often 
through specific software or via educational Platforms, 
but also through forums or messaging services (Chat) that 
are available in Moodle too. The great advantage of this 
approach is the flexible hours, ease of access for students 
who are shy or who have other occupations and generally, 
the greater specificity of the issues raised. 
 
 

3.  RESULTS 
 
Having described the procedures handled in the use of 
teaching tools, evaluation techniques or types of tutoring, 
the next step was to know which would be applied in each 
of the subjects of the Innovation Project. An objective 

was the development of a document to resume the 
collection of tools used by each subject. The different 
topics and the number of hours assigned per week for 
each subject predicts a different use of the techniques (See 
Fig. 4), but in any situation, it is clear that they all used 
most of the tools proposed. 
 

 
Figure 4. Example of distribution of resources and 
teaching methods in Wood Technology (I) subject. 
 
 
Regarding to the use of ICT educational platforms (see 
Fig.5), we should mention that a 78% of students are 
already using the Moodle platform, along with the subject 
of Forest Inventory that has also prepared its own 
thematic Platform and the implementation of an OCW 
Web site for Wood Technology (I) subject. 
 

Figure 5. ICT used in Learning Management System or 
Virtual Learning Environment in INEDFOR Group 

 
Regarding to evaluation techniques, without despising the 
written or oral examination by attending in person, in the 
Innovation Project raises the possibility of using other 
modalities such as practical work or a test that students 
could develop individually or in groups and the results 
could be delivered to the professor. According to this, the 
results of the use by students of Online Assessment Test 
in three subjects (Forest Zoology, Topography, Geodesy 
and Astronomy and Technology and Wood Industries 1 
are displayed (see Figure 6) vs. other activities. 
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Figure 6. Evaluation techniques employed in the 
Educational Innovation Project. 
 
The traditional tutorial (group and individual) with the 
attendance of the student in the method most common 
used in a 75% (See Figure 7). 
 

 
Figure 7. Tutorial activity in the INEDFOR group. 
 
 
In particular, individual tutorial are used in a 40%. 
Although in Zoology, the use of virtual mentoring and 
moderated forums are frequently employed (see Figure 8). 
 
 

 
Fig. 8. Discussions in the moderated forum of Moodle 
platform proposed in Zoology subject. 
 
 
 

4. DISCUSSIONS 
 
According to personal situations of the students and the 
academic circumstances of subjects in the degree 
program, we have found heterogeneous results. ICTs have 
a wide range of applications but sometimes there are 
many factors, like the lack of knowledge of students and 
professor in ICTs or the particularities of the different 
subjects. 
 
In subjects as Topography, the practices are carried out in 
field conditions with real data but coordinated in time 
with the theoretical material provided, allowing a better 
use of resources and time, to study simultaneously the 
theory and practice of the same topic with calculation and 
presentation of results of the case studies. Therefore, the 
virtual tutorial, chat, forums, social networking could be a 
complement, but the practices on site are very important. 
 
In the Wood Technology subject, online tutorial system is 
very useful and convenient and is therefore used by 
students, but especially by those who work or for personal 
reasons, cannot spend much time at the University. These 
online tutorials are used by submitting documents to 
review. Normally, the answer of deep doubts by virtual 
tutorial are not very common because this action implies 
to express clearly the questions, which it requires to make 
the effort and a prior synthesis of what students want to 
ask, and not all students are willing to take that task.  This 
reason could explain the result of 75% for group or 
individual tutorial vs. 20% in virtual tutorials in all 
subjects. In the Wood Technology, 30% of students 
regularly use the virtual tutorial in this subject, compared 
to 5-10% using the traditional tutorial, which is not very 
common, during the semester, except in the eve of the 
examination date where the percentage is extremely 
increased. 
 
In the present case, due to the reduction of presence, the 
best option would be the tutorial group as they may be 
planned in advance and gives opportunity for students to 
solve exercises or case studies collectively and even 
answer questions individually. Tutoring attendance 
voluntary is often used by students to answer questions 
raised during the review process in all subjects. They are 
often exploited by minority students and only "academic" 
tutorial on the eve of evaluation are demanded. They also 
tend to be individual or in small groups, according to 
early establishment of a schedule of ongoing attention 
from the professor. 
 
     For degree programs to terminate, this modality of 
tutorial should be taken into consideration, but previously 
established goals and to schedule the availability. The aim 
should always be focused to solve a limited number of 
questions, always following a previous study of the 
subject and setting these tutorials in a scheduled program 
in order to avoid critical moments (as the eve of delivery 
of exercises or tests). 

103

Proceedings of the 3rd International Multi-Conference on Complexity, Informatics and Cybernetics (IMCIC 2012)



We have found that the email method is very effective 
too, although it is necessary to establish a response period 
(for example, within 48 hours) or set a response time (for 
example, on Tuesdays from 17:00 to 19:00) in order to 
avoid misunderstandings. For forums and chats resolution 
of doubts can be either through the teacher's response or 
through other peers with the teacher's supervision. 
 
Under these circumstances, we understand that in subjects 
in which classroom activities diminish or simply 
disappear (as in the case of subjects and degrees to 
extinguish), the tutorial can be an invaluable aid for 
students in understanding and "learning" the contents. 
These tutorials brings together and coordinates traditional 
techniques of  tutorial classes with tutoring and mentoring 
virtual group, to facilitate teacher-student contact in 
careers in this process of extinction. As the same time, we 
believe that with these tools and actions, we contribute to 
the student to avoid the sense of abandonment by the 
academic community and get familiar with the tools and 
teaching strategies that current students apply in the new 
graduate degrees. 
 

5. CONCLUSIONS 
 

In the process of extinction of a University degree, several 
facts affect and have been reflected in previous 
paragraphs: 1) former and current degrees must coexist at 
the same time and space, with the same number of 
professors which leads to coordination problems. 2) 
Students could have the feeling of abandonment by the 
academic community.  
 
The student must have no sense of this abandonment by 
the University because the institution is not giving 
lectures for former degrees. We must implement 
educational tools that enable them to complete their 
studies with dignity and with knowledge of current 
educational tools that enable them to compete in the 
professional activities with all students that are attending 
new degrees. 
 
ICT can help to professors and students in this situation of 
non-attendance, which allows the use of a range of 
different evaluative techniques to promote academic 
achievement and the accurate tracking to reduce 
abandonment index. The lack of presence of professor 
allows cost savings and facilitates ICT teacher-student 
communication and the possibility of individual learning 
by students. 
 
On-line tutorials have the advantage to write down what 
student want to solve, which implies to the student to 
advance a work of synthesis of the problem, to summarize 
it in a few lines. In the other hand, the answer must also 
be synthesized, which will take longer than a personal 
answer on equal terms. Online Assessment Test are a 
useful tool for students and professors. 
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Abstract:

This paper tries to study the implementation
of Lifelong learning from point of view of higher
education experts in Iran. Firstly, the study pays
to prerequisites, necessities and social-cultural
condition in Iran and then tries to institutionalize
long life learning. Present study is qualitative
and a kind of documentation and also half
organized interview was used. The research
sample consists of all Azad and State university
faculty members with teaching, writing, and
research background in adult education.
Sampling method is snow-balling with 24
participants.

KeyWords: Lifelong Learning, Technology,
Higher Education, Information, Communication.

Review of Literature:

The provision of learning opportunities for adults
has a long and diverse history with a wide rang of
providers including the churches, trade unions,co-
operation guilds and temperance organizations.
However, for much of this century this diversity has
not been reflected in policy. With the development of
state support for organizations providing learning
opportunities for adults learning opportunities
become associated largly with a few relatively
discrete forms of organized learning.these were
provided through the Local Education Authority or
Regional Council Adult Education Services or
Institutes the pre-1992 Universities extra-mural
departments and the workers education association.
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From the second world war until the 1970s, this
triangle of organizations were constructed as the field
of lifelong learning, or as it is more usually put,
“adult education”. In other words, the field of adult
education and the institutional concerns of adult
educatores were the dominant discourses of lifelong
learning( chase 1995).this marginalised those forms
of life long learning taking place else where, such as
in the workplace, the home, local clubs, and lifelong
learning as a terrain of practice, policy nd higher
education in different policy compartments (Edwards
& others,1998) Knowledge essential component of
human development, Iran is a country in terms of
historical and religious background is very rich, the
literature review more than anything to science
learning is emphasized and it as a tool of power and
knowledge has been learned of human development .
From the religious point of view, the Prophet we
have stated, science can track although it requires that
you travel  to China.

This study deals with these questions:

1. What are the prerequisites and possibilities to
improve Life long learning?

2. In what extent society social-cultural condition is
appropriate for this movement?

3. How can Life long learning be institutionalized in
Iran?

The research findings show that benefits of lifelong
learning for adults can be:

Keeps their mind sharp, improves memory, increases
self-confidence, an inexpensive way to try something
new, saves money as they learn to “do it yourself”,
and gives you a feeling of accomplishment ,helps to
meet people who share your interests ,builds on skills
you already have. Making lifelong learning part of
one's life also fosters a sense of personal
empowerment and, increased self-esteem. It ensures
continued growth and intellectual stimulation,
leading to a more fulfilling, enjoyable, and enriched
lifestyle. However, in order to expand that ability,
need to attain a sense of equilibrium, initiative and
self awareness.

Finally, participants focused on, financial
resources, Possibilities and preparations, Educational
environment (Formal education and informal
education) , Media, communication and Technology
(TV, Radio, Computer, Advertisement) , Curriculum
Planning, Great management, and Motivation.
Humans will be the valuable and wealth creator
resources if they are knowledgeable, proficient,
professional, creative and innovative. Knowledge is
the new foundation and base for improve the each
country.
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Table(1)

1. What are the prerequisites and possibilities to improve Lifelong learning?

financial resourcesCapital

Possibilities and preparations

Computer

Electronic resources

Library

Materials and information resources

CulturalzingMedia,advertizing,seminars

human resourcesExperts

Table(2)

2.How can Lifelong learning be institutionalized in Iran?

Educational environment

Formal education (school, university)

informal education(in-service training)

social education(museum,park,home)

Media and communication

TV

radio

advertisement
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Table(3)

3. In what extent society social-cultural condition is appropriate for this movement?

interest

Commitment & affiliation

responsibility

ability

satisfaction

problem solving

futurism

Curiosity

Attempt

self esteem

Motivation

Life needs

people

Economical ,social, cultural

Development

Logical decision making

State support

society

Referênces:

- Drucker,PF. Knowledge, Work and Society: the
Social Transformation of This Century.TheEdwin L.
(1994)
Goldkin Lecture, Harvard University's John F.

Kennedy School of Government. retrieved March 18,
2005, from
http://www.ksg.harvard.edu/ifactory/ksgpress/www/k
sgnews/transcripts/ drucklec.html

-Nordstrom N., , Top 10 Benefits of Lifelong
Learning, Published on SelfGrowth.com, United
States. 2008

-Richard Edwards, Peter Raggatt, Roger Harrison,
Ann McCollum, and Judith Calder,. The open
University.Recent Thinking in Lifelong Learning
1998.
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ABSTRACT 
 

It is very difficult for us to find the minimum route to 

travel in attraction facilities. A searching system for 

visitors would be useful. Therefore, we constructed a 

system to find route with the minimum total traveling 

time. Facility visitors can employ this system on a 

smart phone. The system is composed of ECLiPSe 

(ECLiPSe is not a software development environment) 

and Java Servlet. We concluded that our system is 

useful and can greatly shorten travel time within the 

facility. 

 

Keywords: traveling salesman problem, traveling 

problem in attraction facilities, smart phone, ECLiPSE, 

Java Servlet, 
 

 

1. INTRODUCTION 

 
There are many attractions in popular attraction 

facilities, making it difficult for visitors to find the 

fastest way of moving about.  A visitor picking a very 

slow route may become tired from walking and 

waiting, and may miss the opportunity to ride the 

desired attraction. 

 

I think that visitors can move around quickly if there is 

a system to find the fastest order. 

 

This traveling problem is similar to the traveling 

salesman problem. A traveling salesman must find the 

shortest possible route that visits each city exactly 

once, when given a list of cities and their pairwise 

distances. 

 

Research is being conducted to solve the attraction 

routing problem by applying the traveling salesman 

problem. For example, research is being conducted to 

propose  how best to move around the "2005 World 

Exposition, in Aichi, Japan." with two-opt method and 

a simulated annealing method, which is a one of meta-

heuristics method to search for an approximate 

solution cite.[1] 

 

Research is also being conducted to propose how to 

travel efficiently with CPLEX.[2] 

 

However, such research has two problems. First, the 

research employs a fixed waiting time and therefore is 

not a realistic model. Second, we cannot actually use 

these systems. 

 

Our goal is thus to develop a realistic model and a 

route search system that visitors can use on a smart 

phone. 

 

 

2. SUBJECT ATTRACTIONS 

 

Subject area 
We construct a system for Tokyo Disneyland in Chiba 

Prefecture in Japan as an example. A visitor chooses 

eight of the thirty-one attractions he/she would like to 

visit. We assume that the visitor can ride all attractions 

without considering service being suspended. 

 

Location of Attraction 
Figure 1 presents a map of Tokyo Disneyland, and 

Table 1 lists the attraction's number, name, and 

argument. The attraction's argument means the 

attraction's name in the system. The shortest distance 

between attractions is measured with "Kyorisoku"[10], 

a map service to measure distance provided by 

Mapion Co.,Ltd.(a Japanese company). When we 

measure distances, we use things to be measured on 

the map with Kyorisoku. We regard walking speed as 

three kilometers per hour and set it for the transit time. 
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We assume that the attraction's entrance and exit are at 

the center of the attraction and that the center point 

leads to the nearest street because we cannot 

determine the attraction's entrance and exit from the 

map. 

 

We adopt the data of official site in Tokyo 

Disneyland[11] as the seat-load time. Actual waiting 

times were published in October 2008 by Tokyo 

Disneyland. We adopt holiday's and weekday's every 

thirty minutes waiting times. We utilized the site 

"Congestion expectation calendar in Tokyo 

Disneyland"[11] to adopt waiting time. 

 

Business hours actually differ by date, but we assumed 

that Tokyo Disneyland is open from 8 a.m. to 10 p.m. 

 

 

Table 1 

Attraction in Tokuyo Disneyland 

 
 

 

 
 

Figure 1. Attraction Map 

3. SYSTEM OUTLINE 

 

ECLiPSe Program 
We constructed a system with ECLiPSE. Though it 

often makes mistakes, the ECLiPSe we are using is 

not a multi-language software development 

environment comprising an integrated development 

environment (IDE). ECLiPSe is a software system for 

developing and deploying Constraint Programming 

applications. For example, it is useful in the areas of 

optimization, planning, scheduling, resource allocation, 

timetabling, transport, etc. The ECLiPSe language is 

largely backward-compatible with Prolog and supports 

different dialects.  

 

This system has one program to calculate the 

minimum time when considering transit time, waiting 

time, and seat-load time. A visitor inputs the starting 

time, the attraction's name(from Table 1), and the day 

of the week(weekday or holiday), and the system 

outputs the minimum time, the arriving time, and the 

route. The minimum time is the time from starting at 

the entrance to returning to the exit(User can also 

search the minimum time from starting at any 

attractions to returning to any attractions). 

Furthermore, the entrance and the exit are collocated 

in Tokyo Disneyland. 

More than two attractions and less than eight 

attractions can be input to, this system, so visitors can 

search for routes for from two to eight attractions. 

 

We present the following formula to calculate the time 

from the entrance to exit. (The following sign is 

defined when we present a formula.) 

 

 

 I : a set of attraction 

T :a set of time zone 

   Mij : transit time of from “attraction  i ∈ I“  

to “attraction  j ∈ I“ 

 Mkg : transit time of from “attraction  k ∈ I“  

to exit 

Mgh : transit time of from entrance to   

“attraction  h ∈ I” 

Wit : waiting time of  “attraction i ∈ I“  

when time is  t ∈ T 

Pi : seat-load time of  “attraction  i ∈ I“ 

A : a set of branch{ (i,j) | i,j ∈ I} 

 

 

The following formula illustrates the minimum time. 

 

・Formula considering transit time, waiting time, and 

seat-load time 

 

 

 

 

∑
A  ∈j)(i,

kgiitijgh min→M+)P+W+(M+M
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We next describe the system structure. First, we 

implemented the above calculation and timetable in 

ECLiPSe software. This program can be executed on 

an ECLiPSe terminal. The following figure depicts the 

execution screen. B in Results in Fig.2 is the minimum 

time, and the side of result(space - splash...) represents 

the route. 

 
Figure 2. Execution Screen With ECLiPSe 

 

 

System structure 
We can construct a web application with this ECLiPSe 

program in two ways. 

 

One way is to interact with Java. ECLiPSe can interact 

with Java [13] using a Java-ECLiPSe interface. The 

Java-ECLiPSe interface is a general-purpose tool for 

interfacing ECLiPSe with Java, Sun's popular object-

oriented platform-independent programming language. 

For example, it could be used to write a Java graphical 

front-end for an ECLiPSe optimization program or to 

interface ECLiPSe with a commercial application 

written in Java.  

 

The other way is to execute Java on the web with a 

Java Servlet. A Java Servlet is a program for 

dynamically generating an HTML document for a web 

page with Java. We construct a dynamic web site for a 

smart phone to use this function. 

 

Figure 3 illustrate the structure of our system. The 

system incorporates Apache and Tomcat; Apache is 

used to build a web server, and Tomcat is used for the 

Java Servlet. 

 

First, visitor accesses the web site we made with a 

smart phone. The visitor then inputs the starting time, 

weekday or holiday, and the eight attractions he/she 

would like to ride, and this information is passed to 

the Java program, and to the ECLiPSe program. The 

path that the ECLiPSe program should search for the 

minimum time must be described in the Java program. 

 

The ECLiPSE program is then run on Java and 

calculates the route. The result is passed to the Java 

program as a type of object; therefore, we need to 

transform the object type into a string type.  Because 

the string information contains the extra information, 

the character strings have to be split and the extra 

information have to be removed with Java's method. 

When the object is split, nine words are produced and 

stored in a list. The first of the nine words is the 

minimum route time. The remaining eight words are 

the attractions' names(the argument names in Table 1) 

stored in a list in the order of travel. For example, the 

first word in the list indicates the first attraction to 

which the visitor should travel, and the eighth word 

indicates the last attraction to be traveled to. 

 

We note that this system is for Japanese people, and so 

on, the output needs to be translated into Japanese. 

The translation is performed in Java. In addition, the 

arrival time is also calculated in Java. 

 

When the above process is completed, the system will 

output the total time, arrival time, and minimum route. 

Finally, the data is output on the web with the Java 

Servlet. 

 

 

 
Figure 3. System Structure 

 

 

 
Figure 4. Top Screen 

 

 

Interface 
Our system has the following interfaces. Figure 4 

depicts the top screen. This screen is displayed when a 

visitor first accesses our site. The visitor then inputs 

the starting time, weekday or holiday, and attractions 

from this screen. After two or three seconds, the result 

screen (Fig. 5) will display the starting time, arrival 
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time, weekday or holiday, the sum time, and the 

minimum route for attractions. 

 

 

4. SYSTEM VERIFICATION 
 

In this section, we demonstrate the effectiveness of 

our system. 

 

Verification environment 
The system employ hardware and software in Table 2. 

 

Table 2 

Hardware and Softwares to be used 

 
 

 

Results 

Average and minimum times:We 

voluntarily select eight attractions and compare the 

sum time which our system calculated with the 

average time. This time is the average time to be 

calculated when the same transit time, waiting time, 

and seat-load time are used. (Someday we have to use 

this system in Tokyo Disney Land and confirm the 

accuracy of this system.)  

 

Our system assumes that the starting time is 9 

o'clock, and that the attractions selected are No.1 

to No.8 in Table 1; the result is presented in 

Table 3.We also output the run time. We 

caluculated ten times and the average time was 

applied to run time. The run time in the case of 

weekday is 1.83s and in the case of holiday is 

1.94s. 

Discussion: Our system's time and the 

average time differ by 143.1 minutes on weekdays and 

158.4 minutes on holidays in theory. These time 

differences illustrates the time reduction by using our 

system. Our system thus has the possibility to reduce 

the total travel time. Of course, a margin of error will 

be introduced because these results are calculated by 

simulation. However, we think that the results 

provided by our system will become significant when 

visitors search for the most suitable route. In 

conclusion, we have demonstrated that using our 

system shortens the total time. 

 

 

 

 
Figure 5. Resylt Screen 

 
 

 

Table 3. Total Time 

 
 

 

 

 
Figure 6. Route in the sum time calculated  by 

our system 
 

 

 

5. CONCLUSION 
 
This study constructed a system for searching routes in 

Tokyo Disneyland using a smart phone and presented 

the system outline and interface.  Additionally, we 
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compared the average total time with the time 

calculated by our system and concluded that our 

system is useful because it reduces the time required 

by about 150 minutes. 

 

Currently, we are seeking to resolve three problems in 

this system. The first problem is that the number of 

attractions visitor can select is fixed in our system. We 

need to change fixed inputs to variable inputs. The 

second problem is that our system could introduce an 

increasing error. We have to recalculate the total time 

en route. (Though we have already completed the 

programs to solve these problems.) The last problem is 

that we didn't consider the Disney Fastpass, a virtual 

queuing system created by the Walt Disney Company. 

Fastpass enables visitors to avoid long lines at the 

attractions on which the system is installed, freeing 

them to enjoy other attractions during their wait. We 

completed the ECLiPSe program for calculating the 

minimum time when using Fastpass and now 

incorporate it into a smart phone. We will focus on the 

above three improvements in the future. 
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Abstract 

 
In this research, we have developed a life-support 

system that uses a smart phone. This system consists 
of an application that collects a user's life-log from 
everyday behavior, and a management application that 
can peruse a user's situation at any time. The features 
of this system lie in automatically deciding a user's 
movement. To get location information at one-minute 
intervals, it determines the user’s movement using the 

move distance for each minute and the station 
information for each location during that period of 
time. This system obtains the status of the user from 
his or her daily behavior recorded on the smart phone. 
Since we provide the monitoring function to an 
administrator and a user, we achieve a life support 
function with each capability. 
 

Keywords: a life-support system, a smart phone, life-
log, movement, the station information 
 

1. INTRODUCTION 
 

  In recent years, the smart phone has grown very 
popular. A smart phone is equipped with advanced 
sensor devices such as GPS and an accelerometer 
sensor. In addition, one can easily acquire information 
such as the user's peripheral status and behavioral 
record. By analyzing such information as digital data, 
such as the users’ behavioral characteristics, tastes, 
and hobbies, one can acquire information not 
previously available. The system can be expected to 
provide its best service to support the lives of users or 
to provide advertising tailored to each user. We 
believe that we can enhance the lifestyle of older 
people by logging the movements of each day. 

In this research, we developed a life-support system 
that uses a smart phone to manage everyday life. The 
system is targeted to older people. Using the smart 
phone, which is a type of mobile device, we developed 
a tool designed to compile a life-log that logs a 
person's behavior as digital data based on everyday 
behavior. Furthermore, as an environment that can 

monitor the user's status every day, we propose a 
system that can analyze the user's life-log every day. 
In the following, related work is discussed in Section 2. 
Section 3 describes the proposed method, and Section 
4 presents the conclusions. 
 

2. RELATEDWORKS 
 

To determine movement from a GPS log, it includes 
a method that uses differences in velocity. This 
technique is a method of analysis based on the 
maximum speed and the difference of acceleration of 
the movement, whether in a car or on foot. As one 
method for identifying the movement, it utilizes 
Zheng's research [1]. Using a GPS log of 45 users 
taken over six months, they created a decision tree for 
average speed, maximum acceleration, and maximum 
speed, and they then determine the type of movement 
(bus, car, bicycle, or walking). Using map data, it 
maps the coordinates of the GPS log onto a vector 
map. Matching the data on the map and provides a 
method for identifying the movement. When it 
matches the GPS log with the map, if a certain level of 
speed is indicated and there is a line to that point, the 
movement is determined to be by train. If there is a 
street, it determines the movement to be by car. 
 In this research, location information is acquired at 
one-minute intervals. The system determines the 
user’s movement using the distance moved over one 
minute and the station information around each 
location in certain period of time. In addition, a life 
support is limited to the Kanto area. 
 

3. SYSTEM OUTLINE 
 

The basic system being proposed is explained based 
on Fig. 1. The system consists of two applications, an 
application in a smart phone and a web application. 
The application on the smart phone is aimed at 
collecting data every day about the user, such as 
places visited, the user's movement, or the arrival of 
user information via telephone or e-mail.  
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Fig.1 Outline of the system 

 
The web application is aimed at perusing and 
managing the data sent by the user. 

Next, the flow of the system is explained. A user who 
becomes a candidate for support is registered in the 
database by an administrator. Starting the application 
will start the acquisition of position information, etc. 
Position information, the information arriving by 
telephone, etc., are managed all by the management 
module in the application. Whenever position 
information is acquired or a telephone message arrives, 
the information is recorded in a database created in the 
smart phone by the management module. These 
collected life-logs are managed day by day. This data 
is periodically sent to a personal computer by the data 
transmitting module. Data sent to the personal 
computer is immediately saved by the data reception 
module in a database on the personal computer. An 
administrator readings data from the database, using a 
management module can peruse the movement and so 
on and can supervise. When abnormalities are detected, 
the database can support the user. The user can also 
peruse the situation at any time. 
 

3.1 Overview of the Mobile Application 
 

 
Figure 2: Application outline figure 

 
The application created on the smart phone is 

diagrammed in Fig. 2. The acquisition of position 
information and movement information by this 
application is important for supporting the user. Once 
life-log collection begins, GPS, 3GS, and Wifi will be 

used to determine the user’s present location. This 

determination is performed at one-minute intervals. 
The acquired position information is passed to a 
database for preservation, along with the calculated 
movement distance and acquired surrounding station 
information. Next, a judging module judges the user’s 

movement based on the movement distance and 
surrounding station information. Finally, the judged 
movement is saved in a database with the acquired 
position information. 

When people move, the type of movement (e.g., 
movement on foot or by car) is judged by the 
movement-distance module based on distance changes. 
In this research, life support is limited to users Kanto 
area. We used the Euclidean distance formula to 
obtain the distance between two points in the 
calculation of movement distances because user's 
movement in the Kanto area is not considered long 
distance.  
 

√(       )
  (       )

  (1) 

 
In this research, to calculate the distance moved over 

one minute. The current position is SP, and the 
position of one minute ago is ST.      and     is 
mutual latitude.     and     is mutual longitude. 

The surrounding-station information-acquisition 
module acquires the name of any station found within 
a 500m radius based on the position information. The 
name of the station is acquired using the location 
search API [7] of the Yahoo! API service. If we have 
made to get the station name for all of the acquired 
location information, we will consider two possible 
problems. First, the location information acquisition 
time is longer because it is a vast number are 
constantly accumulating. Second, if there exists a 
location near the train station, it is difficult to 
determine because of transportation would always 
come to get the station name. In this study, we have 
limited time to move, or to obtain location information 
from the station. Term is ten-minute. A total of ten 
position data points, including position information 
from the previous nine measurements along with the 
present position, are searched. 

A movement judging module a judges the type of 
movement (e.g., on foot, by car, or by train) based on 
the result of a movement-distance calculation module 
and a surrounding-station-information-acquisition 
module. This judgment results in three possible status: 
“Stay,” “Work,” and “Train.” Table 1 shows each 
judgment condition. 
 

Table 1 judgment condition 

 
 

Database

Management
• Sensor
• Event

Data 
transmission

Data 
reception

Database

Management
• Movement

Wireless Lan
• wifi
• 3G

emerge
ncy

support

• Location
• Telephone  

information
• ect

Smart Phone

GPS、wifi、3G

Gets location information
• Latitude
• Longitude

Information acquisition 
around stations 

Yahoo! API
Location Search

Calculation 
of Distance

Database

Decision of the 
movement

Communication Communication

Movement distance (m) Station

Work < 1000 < 2

Train >= 1000 >= 2
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Fig. 3 Algorithm for judging movement 

 
Next, it explains the algorithm of this application. 

Figure 3 shows it. The user pushes the acquisition  
beginning button and this application starts. Moreover, 
the user can arbitrarily end the application. The 
position information is acquired simultaneously when 
the application starts. The acquisition interval for 
position information set on one minute. 
 

 
Fig.4 Flow of data storage 

 
An array L of length n is prepared, and position 

information is stored in that array. In this research, we 
acquired information from the station nearest the 
location over ten minutes. It was thus ten times the 
length of array L. As anterior position information, a 
variable is prepared and position information is 
recorded. Finally, the position information and the 
acquired time are saved in a database, and the system 
returns to the acquisition of position information. This 
procedure is followed until ten datasets are stored in 
array L. After the 11th time, the array is updated and 
indicates the storage location where the data is the 
oldest. Figure 4 shows the flow. Moreover a user 
needs to manually judge the movement up to ten times. 
After the data is stored in the array, the associated 
movement is judged automatically. Figure 5 shows the 
algorithm. First, the number of agreements with the 
previous position information is calculated among the 

ten position information sets, using the present 
position information. When five or more data points 
agree, the module judges this as “Stay.”. The present 

position information is recorded in the database as 
front position information, and the system returns to 
position information acquisition. When there are fewer 
than five agreements, the movement distance is 
measured using the present position information and 
front position information. 

Next, information on any station on the outskirts is 
combined with the position information in array L, 
and the system shifts to judging the type of movement. 
When two or more stations whose movement distance 
acquired from the position information is 1000m or 
more, and the array L exist, it is judged as “Train”; 
Otherwise it is judged as with “Work.”. Finally, the 
present position information is recorded in the 
database as front position information, and the system 
returns to position information acquisition.  

The outline of the event-processing system is now 
explained based on Fig. 6. In this system, processing is 
performed for every event. In the system flow, the 
application is started in an event-generating standby 
state. When an event occurs, a module corresponding 
to event is invoked and processing is performed. The 
information acquired at that time is saved in a 
database, and the system returns to an event stand-by 
state.  

Next, the information-acquisition module for the 
telephone and the e-mail receiving information-
acquisition module are explained. With the 
information-acquisition module for the telephone, 
measurement of an hour of use is performed at the 
same time that operation of the telephone is performed. 
An hour of use is measured when the telephone is used. 
Telephone use and measurement end after an hour of 
simultaneous use, and the system returns what the  

Start

Gets position information(Latitude

a, Longitude b) from GPS, 3G,

Wifi

Length of The 

array L
L <= 9

The position information (latitude c and

longitude d) one minute ago is prepared, the

value of a is substituted in c, and the value

of b is substituted for d.

Present position information

a and b are preserved in DB.

L > 9

a and b are stored

in array L.

Movemment R judgment

The value of a is substituted

in c and the value of b is

substituted for d.

Present position information a, b, and

transportation R are preserved in DB.

Button

ON

OFF

Stop

• Location

information

• Time stamp

Array  

Stored

Back to the oldest data
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Fig.5 Algorithm of movement judgment 

 
operation was, how many minutes it lasted, and when 
it occurred. 

 
Fig.6 Outline of the event-processing system 

 
The e-mail receiving information acquisition module 

indicates when e-mail is received and its status 
(unopened).  This module is also called when e-mail is 
opened, and indicates the opening time and its opened 
status. 

As mentioned above, the user only possesses the 
smart phone and can view the life-log. The user can 
thus receive lifestyle support from an administrator or 
a special-care provider while leading an everyday. 

 
3.2 Outline of Web Application 

 
The principles of the web application are explained. 

The user needs to register with the web application. 
After registration, the user can receive services such as 
support from an administrator, and examine the 
situation on any given day. 

The application flow is now explained. The life-log 
periodically sent from the application in the smart 
phone is saved in database by the management module.  

The administrator can browse the situation on a given 
day for every user. Figures 7 and 8 demonstrate the 
functions of the administrator. The screen in Fig.7 
represents the user's status for the current day. No.1 in 
the figure indicates the user's status with regard to 
movement, and No.2 in the figure is the movement  root. 

Movement distance D calculation

from present location information a,

b, and previous position information

c and d

A peripheral station name is acquired

from each position information of L,

and it stores it in array S (The

overlapping name is removed).
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The frequency that a and b are corresponding to
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Fig.7 Administrative functions (current day) 

 

 
Fig.8 Administrative functions (previous day) 

 

 
Fig.9 User functions 

 
The screen in Fig.8 represents the user's status for a 
previous day. No.3 in the figure indicates the user's 
status with regard to previous movement in the past, 
and No.4 in the figure shows the previous movement 
root. As an administrative function, this can be viewed 
as information concerning movement and information 
concerning the movement root. Telephone information 
and e-mail information are restricted personal 
information, and they as such cannot be perused to 
prevent infringements of privacy. 

The administrator monitors a user's present situation 
based on the situation on a previous day. Depending 
on the user's situation, the user's lifestyle is directly 
supported or by communicating with a special-care 
provider.  

The user can peruse the situation on his or her own 
on a given day. Figure 9 indicates the functions 
available to the user. No.1 in the figure indicates the 
user's status with regard to movement, and No.2 in the 
figure indicates the movement root. No.3 shows the 
telephone call history and incoming phone calls, and 
No.4 shows the received e-mail history. The user can 
see where he/her is, and how far he/her has moved 
(distance). Also, several items that elderly people tend 
to overlook are designed to be visible in the 

information, including the record of incoming 
telephone calls and reception of e-mail. 
 

4. CONCLUSIONS 
 

In this research, we developed a life-support system 
that uses a smart phone to manage everyday life. The 
system consists of an application that collects a user's 
life-log based on everyday behavior and a 
management application that can monitor the user's 
situation at any time. This system collects the user's 
life-log using the smart phone. Data is sent to the 
administrator on a regular basis. Finally, we provide 
an environment that can monitor the received data. We 
are able to support the user's life a cording to his or 
her specific situation. The smart phone acquires 
location information at one-minute intervals and can 
automatically determine the user’s movement using 
the movement distance over one minute along with 
station information from around each location during 
the same period of time. Since we provide a 
monitoring function to both administrators and users, 
we achieve life support from both capabilities. 
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ABSTRACT

Development of wireless sensor network equipped with GPS
for post-seismic building-wise damage identification is pre-
sented in this paper. This system is called GPS on Every
Roof. Sensor node equipped with GPS antenna and receiver
is installed on the top of the roof of each and every building.
The position of this sensor node is measured before and after
earthquake. The final goal of this system is to i) identify the
displacement of the roof of each house and ii) collect the
information of displacement of the roof of the houses through
wireless communication. Superposing this information on GIS,
building-wise damage distribution due to earthquake can be
obtained. The system overview, hardware and some of the
key components of the system such as on-board GPS relative
positioning algorithm to achieve the accuracy in the order of
several centimeters are described in detail. Also, the results
from a field experiment using a wireless sensor network with
39 sensor nodes are presented.

Keywords: GPS, Wireless Sensor Network, Earthquake

1. INTRODUCTION

High risk of earthquake beneath large cities and/or disaster
affecting wide area caused by a huge earthquake should be
anticipated in the earthquake-prone regions. Once a huge
earthquake hits and causes significant damage to the cities,
information about the damage on the buildings in that area
should be gathered quickly. However, as the scale and the
severity of the disaster increases, the information about the
damage caused by the earthquake will be deteriorated in
quality, quantity and in its speed. Besides, significant damage
on backbone communication network could be caused by an
strong earthquake.

Under this condition, a wireless sensor network system
covering the whole city could be a very prominent candidate
for generating and gathering precise information about the
damages caused by a huge earthquake. Especially, a brute
force application to install a sensor node equipped with a GPS

receiver on the top of the roof of each and every building in
the whole city is the most straightforward and the easiest idea
to come up with. Just by measuring the position of the GPS
receiver before and after a huge earthquake, the displacement
of the roof of each and every building can be obtained and
this information can be gathered by wireless communication
between sensor nodes. However, this straightforward applica-
tion has been automatically dismissed because of the poor
positioning accuracy of GPS with affordable cost. The typical
positioning accuracy of affordable GPS used in the vehicle
navigation is in the order of several meters[1]. Obviously, this
is not enough for identifying the structural damages caused by
an earthquake. At least, the positioning accuracy in the order
of several centimeters is required for this application.

Motivated by the discussion above, a system called GPS on
Every Roof has been developed by the authors. GPS on Every
Roof is a wireless sensor network system consisting of sensor
nodes equipped with an affordable L1-GPS receiver, a CPU
with high computation power and a wireless communication
module with relatively long communication distance. This
sensor node is installed on the top of the roof of each and every
building in the target area. The position of this sensor node is
measured before and after earthquake. Then, the displacement
of the roof caused by the earthquake can be obtained.

2. SCHEMATIC VIEW OF GPS ON EVERY ROOF

GPS on Every Roof is used for identification of damages on
each and every building in the area affected by an earthquake.
Sensor node shown in Figure 1 equipped with a GPS patch
antenna, a GPS receiver, a CPU (indicated as SH2) and a
wireless communication device is installed on the top of the
roof of each and every building. The position of this sensor
node (more precisely, the position of the GPS patch antenna) is
measured before and after earthquake. Then, the displacement
of the roof caused by the earthquake can be obtained. This
information is sent to a main server through an autonomous
wireless sensor network. Superposing this information on
GIS, information about building-wise damage can be obtained
together with the distribution of the damage. Also, possible
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Fig. 2. Workflow of the system

road closure due to the debris from the collapsed houses can
be estimated. This workflow is schematically shown in Figure
2.

3. IMPLEMENTATION

The accuracy of GPS positioning required for GPS on Every
Roof is at least several centimeters. The positioning accuracy
of GPS used in commercial car navigation system is at most
several meters and this is not good enough for identifying the
collapse of the buildings. On the other hand, GPS surveying
with millimeter order positioning accuracy uses expensive
hardware which cannot be spread on the top of the roof of
each and every building in a city.

The algorithm for relative positioning with phase ranges
has been implemented on the sensor node shown in Figure 1.

This algorithm has been developed by the authors and will
be discussed in detail in the next section. The positioning
accuracy of several centimeters (several millimeters with high
quality GPS observation data set) can be achieved by the on-
board positioning analysis. This solves the dilemma between
high positioning accuracy and low cost and this makes GPS
on Every Roof possible.

In this section, the details of the design of the GPS ob-
servation data sharing, sensor node hardware and automatic
allocation of sensor node ID are presented. The design philos-
ophy behind these implementations is the suppression of the
total amount of the wireless communication for reduction of
time and for enhancement of the robustness of the system.

GPS obervation data sharing
To achieve the positioning accuracy of several centimeters
using devices with affordable cost, the relative positioning with
phase ranges [1] should be employed. The relative positioning
with phase ranges uses the carrier phase of the signals from
GPS satellites as the observation data. In this positioning al-
gorithm, the relative position of a sensor node to the reference
node is obtained. The relative position is computed based on
the difference between the data observed on the sensor node
under consideration and those of the reference node. This
results in the requirement for the method to share the GPS
observation data of the reference node.

Thus, we are left with the following two options. The one
is the collection of all the GPS observation data from all the
sensor nodes under local server and the positioning analysis is
performed on the local server. The other is to spread the GPS
observation data of the reference node to all the neighboring
sensor nodes and on-board relative positioning analysis with
phase ranges is performed on each and every node in the
network.

Estimate of time for wireless communication for
data sharing: GPS receiver on each sensor node receives
the signals from GPS satellites and generates a data packet of
38 bytes in size every second. For 5 minutes GPS observa-
tion (typical duration of time for achieving the positioning
accuracy of several centimeters using the GPS positioning
method described in the next section), the total amount of GPS
observation data on each sensor node results in 11.4 Kbytes.
This data set should be sent to the CPU on which the GPS
positioning analysis is performed.

The wireless communication device implemented on the
sensor node requires T (msec) for transmitting a data packet
as follows.

T = n × 1.04 + 34 (1)

where, n is the size of data (bytes) in the packet. From Eqn.
(1), the total amount of time for transmitting GPS observation
data from one sensor node to the local server or to other sensor
nodes is estimated as 22 seconds.

If the first option for data sharing (i.e., the collection of
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Fig. 3. Workflow of GPS positioning

all the GPS observation data from all the sensor nodes under
local server and the positioning analysis is performed on the
local server) were taken, the total amount of time for collecting
the GPS observation data from (the maximum of 253) sensor
nodes ends up with 93 minutes. This is too long and never
satisfies the requirement for GPS on Every Roof.

Therefore, the second option (i.e., reference GPS data
spread and on-board positioning analysis) has been employed
in the proposed system. The only data sent to the local server
from all the sensor nodes is the result of GPS positioning
analysis (i.e., the x, y, z coordinates and an index for showing
the reliability of the result). This results in the requirement
for sending 1 data packet of 16 bytes in size from each sensor
node and the total amount of time for 253 sensor nodes results
in 13 seconds. Also, in the second option, the total number of
wireless communication is suppressed. This makes the system
scalable and robust.

Workflow of GPS positioning: Based on the
discussion above, the reference GPS data is shared by the
neighboring sensor nodes and on-board positioning analysis
is performed in the proposed system. The workflow of GPS
positioning is summarized in Figure 3.

(1) The local server broadcasts a command to the sensor
nodes to start GPS observation.

(2) The sensor nodes respond the command and turn on the

GPS receiver. Since the GPS receivers were turned off
before the command, they have to search for the GPS
satellites for the first 30 ∼ 60 seconds. This process is
called a cold start and this makes the GPS observation
time longer than that for a hot start.

(3) After the initialization process in the cold start, each
sensor node observes the signals from GPS satellites and
extracts the GPS data required for relative positioning
with phase ranges. This extracted data set is saved on
the on-board external RAM in the appropriate format.

(4) After GPS observation, each sensor node analyzes the
observed data and evaluates the data quality. The number
of observed GPS satellites and the number of observed
epochs are the indicators of the data quality. These
indicators are reported to the local server.

(5) The local server determines the reference sensor node
based on the reported indicators of the data quality of
each sensor node. Then the local server requests the
reference sensor node to send back the whole GPS
observation data to the local server.

(6) The reference sensor node responds to the command
from the local server and reports its GPS observation
data to the local server.

(7) The local server broadcasts the reference GPS data to
all other sensor nodes.

(8) Each sensor node performs on-board relative positioning
analysis using the reference GPS data and observed GPS
data saved on its on-board external RAM.

(9) Each sensor node reports the analysis results (i.e., the x,
y, z coordinates and an index showing the reliability of
the result) to the local server.

This work flow requires the wireless communication of the
whole GPS data only in the steps (5): from the reference
node to the local server and (7): broadcast from the local
server. Thus, with m reference nodes, the total number of
the whole GPS data transmission is at most 2m. This is a
drastic reduction of the communication compared with the first
option (to collect the GPS observation data from all the sensor
nodes to the local server). This significant contribution for the
reduction of time and for the enhancement of the robustness
of the system is achieved by the implementation of on-board
GPS relative positioning algorithm.

Sensor node hardware
A prototype sensor node shown in Figure 1 has been developed
based on the discussion above. The major components of
the current prototype sensor node to be described here are
the CPU, the wireless communication module and the GPS
receiver.

Since the on-board computation for GPS positioning re-
quires double-precision arithmetic, a 32-bit RISC microcom-
puter, SH7144F (Renesas Technology Corp.) is employed as
the main CPU on the sensor node. SH7144F works under
3.0V ∼ 3.6V input voltage with the highest clock frequency
of 50MHz. The on-chip multiplier which can execute mul-
tiplication operations (32bits × 32bits → 64bits) in two to
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four cycles is the key feature of SH7144F to be employed
as the main CPU on the sensor node. It also has 256KB of
the internal ROM, 8KB of internal RAM and 4 asynchronous
or clocked synchronous serial communication interfaces. To-
gether with these internal devices, external RAM of 2MB is
directly connected to SH7144F on the sensor board to keep
and process the GPS observation data.

The wireless communication module on the sensor node
is MU-1-1252 (CIRCUIT DESIGN, INC.). MU-1-1252 is a
designated low power wireless communication module with
the frequency band of 1252MHz. Sensor nodes with this
module can be spread anywhere without any license or per-
mission. In spite of its limited RF output power (10mW), the
maximum distance of the wireless communication by MU-
1-1252 is 600m with a line of sight. This distance will be
reduced to 100m ∼ 200m when the line of sight is lost. This
distance is long enough for the proposed application and this
is the biggest reason for employing MU-1-1252 despite of
its low communication speed (effective rate is 6800bps). The
energy consumption is 60mA and 35mA for transmission and
receiving, respectively with input voltage of 3.3V.

GPS receiver used in the prototype is a L1-GPS receiver
GT8032 (FURUNO ELECTRIC CO., LTD.). Originally de-
veloped for GPS clock based time synchronization, GT8032
outputs the carrier phase in the format of FURUNO Binary in
addition to the ordinary NMEA format GPS data. This data set
of carrier phase is used in the GPS positioning proposed in this
paper. In the proposed system, this GPS receiver is connected
to a patch antenna used for car navigation for reduction of the
cost.

This prototype sensor node works on a Li-ion battery
with 3.6V output. This voltage is reduced to 3.3V on the
sensor node. Although this prototype works on a battery
(1900mAh@3.6V) for several hours without additional energy
supply, reduction of energy consumption is preferable. For
this purpose, energy hungry SH7144F should be used only
for on-board computation of GPS positioning. Other tasks
such as controlling the wireless communication unit and GPS
observation should be taken care of by other CPU with
lower energy consumption. In the next version of the sensor
node, this energy management with dual CPU should be
implemented and this is left for the future work.

Automatic allocation of sensor node ID
Automatic allocation of sensor node ID is inevitable when
large number of sensor nodes exist in the network. Sensor
nodes are frequently replaced, removed or added. Especially
in GPS on Every Roof, many sensor nodes could be physically
damaged. Under this condition, management of the sensor
node list in the network is a tedious task and this may be a
potential source of a bug. Large scale sensor network should be
a maintenance-free and deploy-and-work system. In this sense,
automatic allocation of sensor node ID is one of the most
important functionality for a sensor network with scalability.
Particularly in GPS on Every Roof, the amount of the wireless
communication and the total time for allocation of sensor node

ID should be minimized for generating displacement data of
each and every building in the whole area within 30 minutes.

Although there are many existing algorithms for automatic
allocation of sensor node ID in the ad-hoc sensor network,
a new algorithm customized for the wireless communication
module (MU-1-1252) on the sensor node for GPS on Every
Roof has been developed. The major features of the customized
algorithm are its robustness and quickness.

For the assignment of ID, serial number of MU-1-1252 on
each sensor node is used in GPS on Every Roof. Each sensor
node reports its own serial number to the local server and
the local server allocates unique ID to each sensor node. In
this simple algorithm of ID allocation, the total time becomes
a problem. Since MU-1-1252 avoids interfering the commu-
nication between other stations by checking RSSI (Received
Signal Strength Indicator) before transmitting data packet,
each sensor node should be given its own time slot with clean
environment. The serial number of MU-1-1252 has 8 digits
and one epoch of the wireless communication requires 70ms.
If 70ms time slot is simply assigned for reporting its own
serial number, time slots for the serial number 1 to 99,999,999
should be prepared. Then, the total time for completing ID
allocation results in 81 days. The minimum number of time
slots to be prepared is 253 (the maximum number of sensor
nodes under a local server). Unnecessary idle time of the
network in the simple assignment of the time slot is the major
problem. Therefore, proper filtering of the serial number for
assignment of the time slot is the key for solving this problem.
For this purpose, a filter called prime number filter has been
developed.

Prime number filter: The prime number filter is
based on a set of three prime numbers and the remainder. An
example is shown in Figure 4. This filter consists of three
layers. In the first layer, the serial number of MU-1-1252 on a
sensor node is divided by a prime number 3. Then, this serial
number is categorized by the remainder. The same procedure
is executed for the second layer with a prime number 5 and for
the third layer with 17. Thus, a serial number is categorized
in one of 255(=3×5×17) time slots. Since the range of the
serial number is 8 digits, many serial numbers are categorized
in the same time slot. However, by applying a filter consisting
of different set of prime numbers, the combination of the serial
numbers categorized in the same time slot is changed. Thus,
by applying 3 filters consisting of (3, 5, 17), (2, 7, 19) and
(13, 23), serial numbers up to 7 digits (1 to 19,518,720) can be
categorized in different time slots. If a prime number filter with
a single prime number (11) is added to the abovementioned
three filters, all 8 digits are fully categorized in different
time slots. Introduction of this prime number filter drastically
reduces the total time for ID assignment. ID assignment to
the sensor nodes in a system consisting of 253 nodes can be
completed in 1 minute.
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Fig. 4. Example of prime number filter

4. GPS RELATIVE POSITIONING ALGORITHM
WITH L1 CARRIER PHASE FOR ON-BOARD

ANALYSIS

To make GPS on Every Roof possible, GPS relative posi-
tioning should have high accuracy (e.g., at least, in the order
of several centimeters). Also, to enhance the robustness of
the system, the communication of the whole GPS observation
data should be avoided. GPS positioning analysis should be
performed on-board (i.e., on each sensor node) and only the
final result of the positioning analysis should be sent to the
central server. The relative positioning algorithm presented
here satisfies these requirements.

Double-Differenced carrier phases between nodes with short
inter-node distance at time t, ϕkl

ij (t), can be modeled as

λϕkl
ij (t) = ρkl

ij (x, t) + λNkl
ij + ekl

ij (t), (2)

where ∗kl
ij are the double difference values for GPS satellites

k, l and the sensor nodes i, j. ρkl
ij (x, t) is the double difference

of the distances between satellites and the nodes, x is the
position vector of a sensor node, λ is the wave length of the
carrier, Nkl

ij is the double difference of the integer ambiguity
and e(t) is the noise. The assumption of the short inter-node
distance allows us to approximate ekl

ij (t) as a sum of random

noise and the noise due to antenna configuration [1].
Taylor expansion of Eqn. (2) with respect to x0 results in

Ukl
ij (t) = ∂xρkl

ij (x0, t)∆x+∂yρkl
ij (x0, t)∆y + ∂zρ

kl
ij (x0, t)∆z

+λNkl
ij + ekl

ij (t) + h.o.t. (3)

where, Ukl
ij (t) is the corrected Double-Differenced carrier

phases and can be computed as follows.

Ukl
ij (t) = λϕkl

ij (t) − ρkl
ij (x0, t) (4)

For different sets of satellites, Eqn. (3) with the correspond-
ing coefficients can be obtained and these equations form the
following simultaneous equations [2], [3], [4], [5].

U(t) = A(t)∆x + N + e(t) (5)

The unknowns in Eqn. (5) are ∆x = (∆x,∆y, ∆z) and a
vector N which has Nkl

ij as components.
To solve Eqn. (5) in a robust manner, linear approximation

of Ukl
ij (t) with respect to time t is introduced. This approxi-

mation safely holds for small t (i.e., short GPS observation
time). GPS observation time in the proposed system is 5
minutes and this is considered to be short enough for linear
approximation and long enough for keeping independence of
the GPS observation data. In this linear approximation, only
the first and the last epoch in the observation are used to
form linearized observation equations corresponding to Eqn.
(3). As a result, with little amount of data communication,
on-board GPS positioning analysis with the accuracy of a
few centimeters (with better condition, accuracy of a few
milimeters ) can be achieved.

5. FIELD EXPERIMENT

The on-board GPS positioning algorithm and other fun-
damental algorithms for wireless sensor network such as
automatic ID allocation, reference GPS data broadcast, re-
trieval of lost packets and communication timing control are
implemented on the sensor nodes and the local server. Then,
a field experiment with 39 sensor nodes was performed.

The sensor nodes were deployed in grid as shown in Figure
5 (indicated as “before +”). The numbers in Figure 5 are
the IDs of the sensor nodes. To simulate the displacement
due to an earthquake, the sensor nodes 479, 459, 397 and
396 were displaced by about 50m, 2m, 1m and 3m, respec-
tively. Then, relative positioning was performed again. Sensor
nodes after displacement are indicated as “after ◦.” The
arrows are the displacement vectors. The arrangement of ′◦′
after displacement shows that the locations of all the sensor
nodes (including the nodes 376, 475 and 481) were precisely
identified. It seems as if the sensor node 481 was displaced and
the nodes 376 and 475 suddenly appeared out of the blue. But
this is because of the wrong estimation before displacement for
the nodes 376, 475 and 481. The vectors for these nodes are
the dummy displacement vectors. Other displacement vectors
correspond to the actual displacement of the displaced sensor
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Fig. 5. Estimated sensor node position before and after displacement

nodes (479, 459, 397 and 396) and these displacements were
precisely estimated within the accuracy of a few centimeters.

6. CONCLUSIONS AND FUTURE WORKS

A wireless sensor network system called GPS on Every Roof
has been proposed in this paper. This system is a wireless

GPS sensor network for post-seismic buildinf-wise damage
identification. The system overview, hardware and on-board
GPS positioning algorithm are discussed together with results
from a field experiment.

The future work regarding GPS on Every Roof are as
follows.

• Development of sensor node with better (longer distance,
higher communication speed) wireless communication
module

• Field experiment with sensor nodes deployed on the top
of the roof of the buildings and with longer duration of
time

• Development of sensor node with dual CPUs (one low-
power, low-specification CPU and one high-power, high-
specification CPU) for reduction of energy consumption
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ABSTRACT 

The enterprise information security policy is derived from the 
strategic requirements for risk management and corporate 

governance. Consistent alignment between the security policy 
and the other corporate business policies and strategies has to be 
maintained if information security is to be implemented 
according to evolving business objectives. There are however 
limitations in current approaches for developing and managing 
the security policy to facilitate consistent strategic alignment 
within the business strategic planning cycle. The proposed full 
integrative planning approach for the enterprise information 

security policy conceptually demonstrates that the security 
policy can be presented as a business policy within the strategic 
management cycle. As such, this paper1 argues that the security 
policy can take on integrated strategic planning activities 
alongside other strategic business policies. The recommended 
future research includes the adoption of the proposed security 
policy framework to establish applicability and the development 
of an assessment model for both the framework and the security 
policy. This is to validate the framework propositions and 

identify elements of value as well as areas for improvement. 
 
Keywords: information security management, enterprise 

information security policy, strategic management 

1.  INTRODUCTION 

Information security has been recognized as a core requirement 
for corporate governance that is expected to facilitate not only 
the management of risks [1][2], but also as a corporate enabler 

that supports and contributes to the sustainability of 
organizational operations [3]. In implementing information 
security, the enterprise information security policy is the set of 
principles and strategies that guide the course of action for the 
security activities [4] and may be represented as a brief 
statement that defines program goals and sets information 
security and risk requirements [5].  

The enterprise information security policy (alternatively 

referred to as security policy in this paper) is a strategic 
statement presented as an element of corporate ICT governance 
[6] and is derived from the strategic requirements for risk 
management and corporate governance. Consistent alignment 
between the security policy and the other corporate business 
policies and strategies has to be maintained if information 
security is to be implemented according to evolving business 
objectives. This alignment may be facilitated by managing 

security policy alongside other corporate business policies 
within the strategic management cycle. 
1 This full paper expands from the short paper titled ''The Enterprise Information 

Security Policy as a Strategic Business Policy within the Corporate Strategic Plan 

(Extended Abstract)'' published in the Proceedings of the Symposium on Risk 

Management and Cyber-Informatics (RMCI 2011) of the 15th World 

Multiconference on Systemics, Cybernetics and Informatics, Orlando USA, 2011.  

There are however limitations in current approaches for 
developing and managing the security policy to facilitate 
consistent strategic alignment. This paper proposes a conceptual 

framework for security policy management by presenting 
propositions to positively affect security policy alignment with 
business policies and prescribing a security policy management 
approach that expounds on the propositions.  

2.  INFORMATION SECURITY POLICY 

MANAGEMENT AND POLICY THEORIES 

Organizational executive management often considers matters 
relating to information security to be mainly technical issues 

under the domain of information technology and commonly 
delegated to the IT department [5][6][7][8]. Observations by 
researchers [8][9] on current information security management 
system frameworks and standard practice guidelines 
[10][11][12][13] imply that these standards only provide 
suggestive definitions and characteristics of information 
security policy. There is a lack of definition of a process 
approach on its development and management. Information 
security management standards are checklists of security 

controls defined in generic terms [6]. Other security policy 
development and maintenance frameworks [14][15] that are 
proposed to address the limitations of the checklist approach 
relate to security activities that are usually conducted separately 
to those of corporate governance and risk management 
activities. Consequently, some security policy theories propose 
aligning the information security policy with the IT strategic 
planning [5][15].  In adopting these theories, full integrative 

relationship between security policy development and other 
strategic management activities such as strategic planning and 
corporate governance remains a challenge. The security policy 
is rendered as an IT-focused initiative with inadequate reference 
and at times misalignment with the other corporate strategic 
objectives that are not directly related to IT.  

Further research on security policy approaches adopt the risk 
management framework for information security management 

systems as a security planning process [2][16] and as a full 
integrative management framework [17] between information 
security and corporate risk to present the actual linkages 
between security policy and corporate risk policy.  However, 
these policy theories and approaches restrict the alignment 
positioning of information security policy with that of IT 
planning as it is seen as a technical concern [8][18] or at most 
with that of corporate risk planning as an operational risk [17].  

The restrictive alignment positioning inhibits the relationship of 
the security policy (and consequently the management and 
implementation of information security) with other strategic 
policies and as a consequence does not encourage coordination 
between the different strategic policy domains. This perspective 
poses inherent disadvantages to the overall implementation of 
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information security as the strategic alignment of the security 
policy with the other business policies is not manifested and 
therefore hardly understood at the board level.  As shown in 

Figure 1, the security policy is excluded from the corporate 
strategic management cycle as a business policy and alignment 
to other corporate business policies such as the corporate 
governance policy is not directly accommodated.   

 
 

 

 

 

 

 

 

 

 

Figure 1  Traditional Alignment Approach for Enterprise 
Information Security Policy 

The resulting security policy usually consists of an unstructured 
checklist set of security controls that is developed without the 

in-depth understanding to substantiate the requirement for 
functionality and value of such security policy and controls. 
Lacking in the corporate alignment on the strategic level, the 
security policy is dropped out of scope as a corporate-level 
agenda item. A consequence of this issue is the difficulty in 
obtaining the required support at the executive level [19] 
resulting inadequate allocation of resources and corporate 
support required for successful delivery of information security 

outcomes.  

The strategic management cycle is discussed in the following 
section to provide a brief background upon which to base the 
conceptual development of the proposed security policy 
framework. 

3.  STRATEGIC MANAGEMENT AND BUSINESS 

POLICY 

Strategic management is defined as a set of managerial 

decisions and actions that determines the long-run performance 
of a corporation [20][21][22]. The basic model of strategic 
management consists of four major phases namely: (1) 
environmental scanning; (2) strategy formulation; (3) strategy 
implementation; and (4) evaluation and control [22][23][24]. 
The environmental scanning stage involves the identification of 
the internal and external strategic factors that may affect the 
future of the organization [22].  

The second stage of strategy formulation involves the 
development of the long-range plan through the definition of the 
mission, objectives, strategies and policies [24]. The mission 
statement defines the purpose and existence of the organization 
while the statement of objectives identifies what needs to be 
accomplished and by when to achieve the mission statement. 
Based on the defined mission and objectives, strategies are then 
developed. A strategy lays out the plan to achieve the 
organization’s mission and objectives and requires broad 

directives to guide the organization’s strategy formulation with 
its implementation [24].  These broad directives are defined in a 
corporate business policy [21]. As an element of strategic 
management, the business policy is the general management of 

integrated internal functions to ensure that decision’s and 
actions are aligned with and in support of the defined mission, 
objectives and strategies [22]. 

The third stage of the strategic management model is the 
strategy implementation. Strategy implementation consists of 
developing and implementing the programs, budgets and 
procedures necessary to action the strategies and policies 
defined in the strategy formulation stage [23]. The last stage is 
the evaluation and control stage which involves the process of 
monitoring the actual performance and comparing the results 
with that of the defined performance objectives as a condition of 

business improvement [24]. The strategic management model is 
adopted in the development and overall management of 
strategic business policy strategies and may be utilized for 
developing security policy as a strategic business policy. 

In the next section, the hypothesis and propositions are 
formulated and presented as a conceptual framework. This is 
followed by the security policy management approach that 
expounds on the propositions supporting the hypothesis.  

4.  CONCEPTUAL FRAMEWORK FOR ENTERPRISE 

INFORMATION SECURITY POLICY MANAGEMENT 

In developing the propositions, the following hypothesis 

for strategic alignment denoted by HSP (hypothesis for 

strategic planning alignment) is presented: 

   Hypothesis (HSP): Consistent alignment will be 
facilitated by developing and managing the security 

policy alongside other corporate business policies within 

the strategic management cycle.  

The conceptual framework in Figure 2 presents that 

strategic level development (P1SP) and an integrative 

management of the security policy within the strategic 

planning process (P2SP) will positively affect security 

policy alignment with business policies and support the 

requirements of HSP. The next sections discuss the 

propositions and a security policy management approach 

that expounds on the propositions is then provided. 
 

 

Figure 2 Integrative Alignment Framework in the 

Context of Strategic Planning 

Security Policy as Corporate Business Policy 

Corporate business policies are required to provide guidelines to 
ensure that all decisions and activities are aligned with the 
defined strategies as part of good corporate governance [22] 

[24]. As information security has become a crucial part of 
corporate governance [1][7] that focuses more on people, 
processes and information in addition to IT [2], the security 
policy that provides the critical direction-setting aspect of 
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information security is one of the most important controls of 
corporate governance [9]. 

The security policy is based on business and organizational 

requirements to manage risks [3] and it is balanced against cost 
efficiencies and business benefits [10]. It requires continuous 
assessment and revision to address evolving risks [25][26]. The 
continuous assessment of security policy ensures practices and 
procedures within the security policy are coordinated and 
integrated [11].  

Policy development for information security takes on concepts 
of strategic planning by way of objective setting and coming up 

with the program of projects to be undertaken according to the 
set business objectives. This apparent similarity where it is 
defined that the security policy contains a layered structure set 
of sub-policies and procedural implementation that need to be 
reviewed and assessed may be undertaken in the same manner 
as that of a corporate strategy or policy and its related program 
plan of business initiatives. The consistent alignment may be 
achieved by developing and managing the security policy as a 

business policy alongside the other strategic policies as depicted 
in Figure 3. 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Figure 3  Proposed Alignment Perspective for Security 
Policy as a Strategic Business Policy 

This perspective presents the security policy at the corporate 
level alongside the IT strategic plan and addresses the 
limitations in current approaches that confine the strategic 
alignment positioning only to that of IT planning. The first 

proposition (P1SP) is presented as: 

Proposition 1 (P1SP): Developing security policy as a 

corporate-level business policy will positively affect it’s 
consistent alignment with other business policies as part of 

corporate governance. 

Integrating Security Policy within the Strategic Planning 

Process for Alignment 

Research studies on business planning (BP) and information 
systems planning (ISP) have presented various integration 
approaches [27][28][29][30] that may be utilized to address 
alignment issues across corporate functions. The need for 
aligning information systems planning with business planning 
have been demonstrated by prescriptive [27][29] and empirical 

studies [31][32][33] as contributing to the assurance that 
business objectives are met and effective information 
technology investments are made. Information systems planning 

should be integrated within business planning to achieve 
alignment through full integrated planning [34][35]. This 
involves developing both the BP and ISP strategies at the same 

time using the same planning process and establishing an 
integrative relationship between BP and ISP.  

The presence of the alignment mechanisms of content, timing 
and personnel inherent in a full integrative relationship [36] 
provides benefits to organizations as a result of improved 
coordination of information systems plans with business plans 
[31]. It has been asserted that information systems should not be 
regarded as separable from business strategy but instead fully 

integrated with the corporate policies [37]. As security policy 
development involves information systems planning, the 
adoption of the full integrative planning approach between 
security policy and strategic business policies is applicable. 

Strategizing information security as a business policy may be 
then be approached by integrating security policy development 
within the traditional strategic planning and management cycle. 
This approach provides for consistent coordination of changes 

in requirements between the security policy and the other 
corporate business policies as presented in Figure 4.  
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Figure 4  Timeline of Change Alignment within the 
Strategic Management Cycle 

This manner of integrating different management domains by 
utilizing the same management framework process to enhance 

alignment has been prescribed for other corporate governance 
activities such as risk management [17]. From this perspective, 

the second proposition (P2SP) is formulated: 

     Proposition 2 (P2SP): Integrating security policy 

development within the strategic planning and management 
process will positively affect the consistent alignment between 
the corporate business policies and the security policy. 

5.  AN INTEGRATIVE ALIGNMENT APPROACH FOR 

INFORMATION SECURITY POLICY IN THE 

CONTEXT OF STRATEGIC PLANNING 

The proposed approach for security policy management is 
developed by adopting the strategic management model to 

facilitate full integrative alignment as shown in Figure 5. This 
integrative approach depicts the security policy as a corporate 
business policy that is consistently aligned with business 
policies and objectives.  
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Figure 5   Integrative Approach for Developing Enterprise 

Information Security Policy 

Briefly, the proposed framework process is described as 
follows: 

Step 1 Define enterprise information security 
requirements (environmental scanning) – Environmental 
scanning for strategic planning involves defining the external 
factors and the internal factors affecting the business 
environment in all aspects [22]. This step enables the 

organization to establish the key business process and prioritize 
the focus of the strategic management efforts. The SWOT 
(strengths-weaknesses-opportunities-threats) analysis [38], a 
tool used in strategic management and business policy 
development, can be employed in environmental scanning.  

For the security policy, this step accommodates the interplay 
and coordination of the various factors involved in developing 
each corporate strategy or policy with that of the security policy 
requirements on the strategic level. This approach expands the 

security policy requirements to include the risks involved in 
corporate governance, risk management and business operations 
in addition to the usual IT-related aspects of security risks. As 
an example, corporate governance risks that are not usually 
considered in traditional non-integrative approaches but are now 
identifiable in this step involve risks pertaining to staff 
misconduct and organizational disaster management. 

In addition, this step encourages strategic initiatives for 

information security to be directly incorporated within the 
corporate strategic plan. As such, the security policy becomes 
an enabler that secures the environment for new technologies 
and services in the strategic portfolio. The output of this step is 
the Enterprise Information Security Risk Assessment Report. 

Step 2 Develop security policy and  control structure 
(strategy formulation) - The costs and trade-offs of the 
proposed enterprise information security policy and the 

corresponding policy control solutions as aligned to the other 
business policy control structures are determined in this activity. 
Detailed examples of controls that are developed based on the 
other business policy requirements such as risk management 
policy and operational business policies include security 
planning, processing authorization, incident response, 
configuration management, logical access control and secure 

application architecture. Useful techniques for evaluating risks 
and developing the strategies involve group decision-making 
employing the Delphi technique [39] and deriving decision trees 

to arrive at resolutions. For this step, the integrative approach 
allows the matching of costs and benefits between the security 
policy and control structures with those of the corporate 
business requirements on the strategic scale. The deliverable 
output of this process is the Enterprise Information Security 
Policy. 

Step 3 Implement security policy (strategy 
implementation) - Based on the enterprise information security 

policy derived in Step 2, the enterprise information security plan 
is developed. The mitigating controls for the enterprise-wide 
security risks identified through the security risk assessment 
process incorporates strategic business initiatives and are 
finalized and drawn into a comprehensive enterprise 
information security policy set of initiatives or projects. The 
developed information security plan may take the form of a 
program of projects to implement the set of security controls 

which may be new treatments, additional controls or 
modifications to current controls. An important element of the 
security plan is the security architecture that consists of the 
security technologies as part of the implemented control 
structure of the security policy.  One such example is the 
security policy stating a requirement for network security. The 
security technology that will meet this policy requirement may 
involve the deployment of an antivirus and firewall system. The 

output of this step is the Information Security Plan that details 
the projects and the taxonomy of procedural policies.  

Step 4 Assess and update policy according to evolving 
business requirements (evaluation and control) - In this step, 
the review process for each policy development cycle is 
conducted to provide the basis for the next round of policy 
development activities. This activity fulfills the requirement for 
business improvement as required in strategic management.  
Coordinating and correlating lessons learned for the policy 

review process with that of the corporate business policy review 
activities, including that of corporate risk will further enhance 
future policy development activities as strategic objectives are 
met. 

6.  CONCLUSION 

The goal of enterprise information security is to enable an 
organization to satisfy all of its strategic business objectives by 
implementing systems considering information technology-

related risks to the organization, its business partners and 
clients. Although presented in various ways, the definition and 
characteristics for developing the strategic policy for enterprise 
information security remains consistent in that the security 
policy should outline the organization’s program set of 
initiatives to ensure the security controls based on risk 
mitigation strategies are implemented to meet business 
objectives.    

This paper presents a conceptual framework for security policy 
management by introducing propositions on how treating the 
security policy as a business policy may positively affect 
consistent alignment between the different strategic level 
policies. The proposed full integrative planning approach for the 
enterprise information security policy conceptually 
demonstrates that the security policy can be presented as a 
business policy within the strategic management cycle. As such, 

it is argued that the security policy can take on integrated 
strategic planning activities alongside other strategic business 
policies. This integrative approach is conceptually illustrated to 
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foster an interactive relationship between security policy and 
other business policies to facilitate changes according to 
evolving requirements. The challenge that remains is the 

readiness of organizations to acknowledge the strategic value of 
treating the security policy as a business policy by adopting the 
proposed framework. The recommended future research 
includes the adoption of the proposed security policy framework 
to establish applicability and the development of an assessment 
model for both the framework and the security policy to validate 
the framework propositions and identify elements of value as 
well as areas for improvement. 
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ABSTRACT 
 

I offer here a new theory of moral agency –why 
people are ethical, why they are not, and how to get them to be 
more ethical.  I look broadly at evidence from the new brain 
sciences, systems theory, and Spinoza’s philosophy to address 
the question.  Spinoza’s vision of the infinitely expansive 
boundaries of the self as we progressively take in and embrace 
the world, and also extrude ourselves into the universe, forms 
the basis for rethinking moral agency and moral psychology. 
His vision opens up a broader swathe of the evidence coming 
out of both the theory of complex adaptive systems and also out 
of the new brain sciences than is usually thought of as relevant 
to exploring and understanding what makes us moral beings.   It 
points us toward the pertinence of understanding moral agency 
in terms of nested complex adaptive systems.   

Keywords: Spinoza, moral agency, complex adaptive 
systems, affective neuroscience 

 
Introduction 
 I argue here that it is a sense of self as spanning mind-
body and world that is the origin and nature of our moral 
investment and agency in the world.  We locate our basic 
biological sense of self-preservation and self-furthering in a self 
distributed beyond our skin into our environments, natural and 
human. This is why we care about the world and why it is the 
arena of our moral concern and of our ideals.1 In this paper I 
review some of the mounting evidence that the scope of the self 
as moral agent, of who is performing a given moral action, can 
be extended into the environment as extensions of self and also 
distributed beyond the individual to groups, and even 
encompass at times whole contexts. The scope of the self as 
actor, its agency, can in certain circumstances be laid at the feet 
of social-cultural-historical systems, spanning time and place 
and even generations.  
 The self is permeable and relational (as well as self-
promoting, self-protecting, and self-furthering) –rather than 
closed and discrete and playing out its own internal program 
upon the world stage. Neurological body maps literally extend 
the ‘me’ to include the hammer I use when I nail the picture on 
                                                        
1 See my articles:  H. Ravven, “Spinoza’s Anticipation of 
Contemporary Affective Neuroscience” in Consciousness and 
Emotion, an interdisciplinary science and philosophy journal ed. 
by Ralph Ellis and Natika Newton, (Volume 4 Number 2, 2003) 
and, "Spinoza and the Education of Desire,” Neuro-
Psychoanalysis, vol. 5, issue 2, 2003, pp. 218 - 229.  My 
(invited) review essay is part of an extended exchange among 
neuroscientists and philosophers, the neuroscientists Jaak 
Panksepp, Douglas Watt, and Antonio Damasio and myself on 
Antonio Damasio's recent book, Looking for Spinoza: Joy, 
Sorrow, and the Feeling Brain.  Antonio Damasio's response to 
my review essay appears just after it as does his response to the 
review essay of Panksepp and Watt 
 

the wall or the car when I’m driving.  Research reveals that the 
feeling I have that Tessie, my metallic light blue Acura, is an 
extension of my body when I drive in fact reflects the neural 
reality. For my body maps are extended to include its 
proportions and motions as within the bounds of my self that I 
feel and control. They are mapped within the ‘body mandala’, 
so to speak. There is a ‘tool-body unification’ or extension.  
There is also a certain amount of space surrounding our body, 
‘peripersonal space’, that is like a bubble around us that is 
included in our neural self-maps.2 The expansion to include 
tools and other objects that we use to do things and carry out 
our aims, as well as all kinds of biographical and cultural and 
familial information, is now referred to in neuroscience as the 
Extended Self.  

The philosopher Andy Clark, in his 2008 book, 
Supersizing the Mind, has written about how the mind spills 
over into the world.3 When he argues in this book that the mind 
is ‘extended’ he means that “at least some aspects of human 
cognition … [are] realized by the ongoing work of the body 
and/or the extraorganismic environment,” so that the “physical 
mechanisms of the mind … are not all in the head” and in our 
central nervous system.4 When we use a computer or a pad of 
paper, a calculator or our address book, our mind has both 
distributed memory and even operations outside itself.   

This view of the matter radically complicates and 
reconfigures the nature of the relationship between mind and 
world, the neurophilosopher David Chalmers.5  Andy Clark 
says that we have “a fundamentally misconceived vision … that 
depicts us as ‘locked-in’ agents –as beings whose minds and 
physical abilities are fixed quantities apt (at best) for mere 
support and scaffolding by their best tolls and technologies.”  
He proposes instead that our “minds and bodies are essentially 
open to episodes of deep and transformative restructuring in 
which new equipment (both physical and ‘mental’) can become 
quite literally incorporated into the thinking and acting systems 
that we identify as our minds and bodies.”6 As an example 
Clark mentions a robot arm, an arm that extends one’s reach 
and gets mapped into self-maps whose scope now includes its 
reach.  

Clark’s analysis supports what Antonio Damasio 
proposed about the incorporation of the extended biographical 
and cultural aspects of the self in a third level of self-mapping: 
becoming and being a self, on the one hand, and responding to 
and incorporating multifaceted contexts are one and the same 
ongoing process.  Yet there is more.  For we not only discover 
the world within us but we also discover ourselves in the world, 
identifying ourselves with parts of it. The psychoanalysts call 
this Projective Identification.  Philosophers since Spinoza have 
referred to the Group Mind. Psychologists have studied Mass 
Psychology. And neuro-philosophers have begun to explore the 
phenomenon of Distributed Agency, a subject of action that is 
larger than the individual. The Distributed Self leaks out of its 
boundaries of the skin, and can even feel itself somewhere else 
entirely outside the body.  We can call this: The I that is We. 

                                                        
2 Blakeslee and Blakeslee, The Body Has a Mind of Its Own 
(Random House, 2008): pp. 142-143 and 117-118 
3 Andy Clark, Supersizing the Mind: Embodiment, Action, and 
Cognitive Extension (Oxford, New York, Auckland, Cape 
Town, Dar es Salaam, Hong Kong, Karachi, Kuala Lumpur, 
Madrid, Melbourne, Mexico City, Nairobi, New Delhi, 
Shanghai, Taipei, Toronto: Oxford University Press, 2008) 
4 Supersizing the Mind, p. 82 
5 Supersizing the Mind, p. xvi 
6 Supersizing the Mind, pp. 30-31 
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‘The I that Is We’ 

“Humans are collective thinkers, who 
rarely solve problems without input from the 
distributed cognitive systems of culture.”7 

-Merlin Donald 

“Where do you stop, and where does the 
rest of the world begin?  There is no reason to 
suppose that the critical boundary is found in our 
brains or our skin.”8 

-Alva Noë 

I approach the discovery of the self beyond itself and 
in the world from a number of angles. The evidence is building 
for the extension of our selves into our tools and computers and 
pencils, into robot arms and cell phones and, of course, our 
cars; and for the distribution of our sense of self into shared 
environments and contexts, from culture and family to nation, 
to school and neighborhood, to generation and church. Here we 
find the source of a sense of distributed agency, that it can be 
the group, rather than the individual, who is performing an 
action or making a decision. There is growing evidence of a 
distributed self from widely different quarters: from 
psychological studies of infants in their development of ‘co-
consciousness’, a shared world and a self co-constructed by self 
and environment; from studies of our unconscious thinking and 
feeling, which reveal that each of us has a number of implicit 
working self-concepts rooted in two-person repertoires that 
arise from self-with-significant other (mother, father, siblings, 
and the like) relational patterns ingrained in early childhood and 
triggered ever anew by the environment; from the surprising 
neurobiology of out-of-body experiences that reveal that we can 
discover our feeling of self outside of our bodies and lodged in 
parts of the environment; from the neurochemistry of the self-
other boundary, a boundary that breaks down and enables the 
other to feel like self in empathy and love but also in shared 
anger and fear; from the discovery of mirror neurons, brains 
cells in others when they act, which directly cause homologous 
brain cells to fire in mere observers of the action, creating a 
shared experience of actor and observer from the inside; and 
from the sociological analysis and meta-analysis of success and 
intelligence, whose findings identify the major causes of 
outstanding individual achievement as environmental, social 
and cultural, rather than individual or genetic.   

Taken together the amassing evidence ought to begin 
to change where we look when we we’re searching for ethics.  
We should begin to look not inside the individual, as we have 
assumed, but rather outside, in the environment.  Some 
philosophers and other theorists have begun to do just that. 

There is a growing movement to rethink thinking, and 
the mind more generally, as embodied and embedded in its 
environments. So the mind is not a brain in a vat. The days 
                                                        
7 Merlin Donald, “How Culture and Brain Mechanisms Interact 
in Decision Making,” chapter 9 (pp. 191 – 205) in Christoph 
Engel and Wolf Singer, ed., Better Than Consciousness? 
Decision Making, the Human Mind, and Implications for 
Institutions. Strung Form Reports, (Cambridge, Massachusetts 
and London England: MIT Press, 2008), p. 192 
8 Alva Noë, Out of Our Heads: Why You Are Not Your Brain, 
and Other Lessons from the Biology of Consciousness (New 
York: Hill and Wang, A division of Farrar, Straus and Giroux, 
2009): p. 60 My emphasis 

when thinking is likened to a computer program are coming to 
an end. As the UC Berkeley philosopher Alva Noë puts it in his 
book, Out of Our Heads: Why You Are Not Your Brain, and 
Other Lessons from the Biology of Consciousness, the standard 
view, not only in philosophy but in neuroscience, has been that 
“we are brains in vats on life support.  Our skulls are the vats 
and our bodies the life-support system.”9 But that standard view 
is turning out to be wrong.  

One of the things that the old view assumed was that 
it made no difference whether thinking takes place in an 
embodied person embedded in its environment or instead in a 
machine or something else. So a good analogy to the way 
thinking was supposed to work was a television. You could see 
a movie in a theatre, on TV, or on your computer and it 
wouldn’t matter much except for the scale and the clarity.  But 
the movie was the movie just different technology bringing it to 
you. But that’s not the way the mind is turning out to work.   

Instead, and contrary to decades of the dominance of 
the standard ‘movie’ account in cognitive science, the ways that 
the brain is biologically, neurologically, and ecologically 
constructed are coming to be appreciated as supremely relevant 
to the content of the mind. The mind is not a computer running 
a discrete genetic or other kind of internally constructed 
program that would be the same on any type of hardware. That 
computer or media metaphor, a metaphor that has driven a great 
deal of research, is simply misguided when it comes to human 
thinking. For the body-in-context shapes the mind –and the 
content of the mind—in crucial respects rather than merely 
underlying it.  

The new conception of the mind is that it is not only 
embodied but also embedded in its environment: in its contexts 
and situations and histories and communities of all kinds, social 
and cultural and linguistic and natural.  As Alva Noë puts it,  

The limitations of the 
computer model of the mind are the 
limitations of any approach to mind 
that restricts itself to the internal states 
of individuals. 10 … The content of 
experience—what we experience—is 
the world; in the world’s absence we 
are deprived of content. 11 

 Finally, in addition to the embodiment and 
embeddedness theses, there is the extendedness and distribution 
thesis.  This is the claim that the mind is not confined to the 
skull. It means that, “the boundaries of cognition extend beyond 
the boundaries of individual organisms,”12 because “the skull is 
not a magical membrane.” Instead, both what’s in the mind but 
also who’s doing the thinking and acting are “boundary 
crossing” and “world involving.”13  That’s an idea that ‘blows 
your mind’, blows it open—literally!  

                                                        
9 Out of Our Heads, p. 5 
10 Out of Our Heads, p. 169 
11 Out of Our Heads, p. 180 
12 Philip Robbins and Murat Aydede,  “A Short Primer on 
Situated Cognition,” Chapter 1 in Robbins and Ayedede, 
editors, The Cambridge Handbook of Situated Cognition 
(Cambridge, New York, Melbourne, Madrid, Cape Town, 
Singapore, Sào Paulo, Dehli: Cambridge University Press, 
2009): p. 3 
13 Out of Our Heads, pp. 48-49 
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 Our thinking and our acting are not separated, as we 
tend to think of them as cognitive reflection on, and an internal 
picture (representation) of, a world separated from ourselves 
upon which we take independent action. Instead, perception and 
cognition depend upon and are crucially constructed by the way 
we interact with the world. Cognition is now being shown to 
involve the sensory motor brain, that is, “motor capacities, 
abilities, and habits.”14  This may occur both ‘online’, so to 
speak, and ‘offline’. Action and cognition are, in some not yet 
fully delineated or completely understood ways, bundled 
together, causally interdependent, rather than discrete and 
independent processes. Our perception is interdependent with 
bodily motor relationships –which is to say perception is an 
interaction with its environment and what is perceived is the 
interaction, rather than a self-removed grasp of the external 
environment  per se. 
 
 The theory of how perception is shaped by how we 
interact with things was first put forth in the 1960s by 
psychologist, James Jerome Gibson of Cornell University.  
Gibson theorized that we –and animals as well, Gibson 
proposed-- do not perceive objects, or the environment more 
generally, objectively in terms of the shape and volume of 
objects. Instead, we perceive the environment and objects in 
terms of how we envision how we can interact with them; we 
do not see objects per se but rather “affordances that make 
possible and facilitate certain actions.” The Blakeslees explain 
what Gibson meant by ‘affordances’ by suggesting that, 
“handles afford grasping. Stairs afford stepping. Knobs afford 
turning. Hammers afford smashing.” We perceive the world, 
according to Gibson, “through an automatic filter of 
affordances.”15  As the Blakeslees put it: 

Your perception of a scene is not 
just the sum of its geometry, spatial 
relations, light, shadow, and color.  
Perception streams not just through 
your eyes, ears, nose, and skin, but is 
automatically processed through your 
body mandala to render your 
perceptions in terms of their 
affordances. That is generally true of 
primates, whose body mandalas have 
grown so rich with hand and arm and 
fine manipulation mapping, and even 
more so for you, a human animal.16 

If thinking, and even our basic perceptions of the 
world around us, are not separate and separable from acting, 
then moral agency cannot be, as we tend to assume, about 
understanding and assessing situations from a removed 
perspective, and then subsequently, rationally and 
independently, choosing the right action. For on the new model 
all three are bound together—perhaps in the way that emotions 
and cognition have been found to be bound together in neural 
packages and pathways.   

And mirror neurons also lend support to the view that 
we act out scenarios as the basis of understanding others’ 
actions. Motor schemas seem to be far more than about action 
as the scientific terminology has characterized them.  
Perception, emotion, action, cognition, empathic understanding 

                                                        
14 Philip Robbins and Murat Aydede, p. 5 
15 Blakeslees, p. 106 
16 Blakeslees, p. 106 

of others, all seem to be integrated together in a context that 
includes self and environment mutually interacting. We are 
within systems. 

What we believed to be discrete and bounded mental 
processes that ‘we’ then in some sense preside over from above 
and bring together, are turning out to be more intimately bound 
together from the start and all the way up the line. There is no 
independent ‘we’ or ‘I’ outside of these bundled perceptual, 
conceptual, affective, and enactive processes and self-world 
environments; there is no ‘I’ who stands above them as if they 
belong to someone else or are distant parts of the world, and 
looks down upon them –the body as if ‘other’ in Cartesian 
fashion—from the perspective of an inner mental ‘I’ who then 
decides or feels or chooses or acts.  As Alva Noë puts it: 

Scientists seem to represent us as 
if we were strangers in a strange 
land.17 …  Our relation to the world is 
not that of an interpreter.  …  Our 
relation to the world is not that of a 
creator.  The world is bigger than we 
are; what we are able to do is to be 
open to it.” 18 

Openness to the World: Cognitive Externalism and 
Distributed Agency 

"It's not what is inside the head that is important, it's what 
the head is inside of." 

 --James Jerome Gibson 

“Human decision making is most commonly a culturally 
determined process …   When the individual ‘makes’ a decision, 
that decision has usually been made within a wider framework 
of distributed cognition, and in many instances, it is fair to ask 
whether the decision was really made by the distributed 
cognitive cultural system itself, with the individual reduced to a 
subsidiary role. …  Distributed systems are able to change 
where in the system each component that influences a certain 
decision is located.” 19 

 --Merlin Donald 

Openness to the world would seem to be our 
fundamental posture. We are of the world and in it, engaged in 
and engaging the environment and our many contexts. The 
misleading but dominant metaphor of ‘seeing’ as our basic 
relation to the world obscures this reality. Seeing places us too 
much on the outside looking in. Let’s replace sight with touch. 
If we think of ourselves as fundamentally touching and being 
touched, acting and being acted upon, and acting together with 
others, then we can grasp our fundamental openness. Each of us 
can come to be aware of ever-larger contexts and environments 
in which we are embedded, as affecting and being affected. The 
mere local context we grasp is too narrow to contain or explain 
the scope of the openness of the self. The self we are and with 
which we can identify moves ever outward. We discover our 
thinking, emotion, and action as a product of the group and of 
ever-wider contexts and environments. We come to know 
ourselves by discovering ourselves beyond ourselves. The self 
is distributed. 
 The brain interacts with the world in ways that 
influence our perception itself. Pivotal findings of neuroscience, 

                                                        
17 Out of Our Heads, p. 183 
18 Out of Our Heads, p. 184 
19 Merlin Donald, p. 202 My emphasis 
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particularly those of Jaak Panksepp,20 about the crucial role of 
action in perception were anticipated by the philosopher Susan 
Hurley beginning in the 1990s, and especially in her first great 
breakthrough work, Consciousness in Action.21  Her insights go 
a long way to explaining and establishing that the boundary 
between self and world is not set by our skin.  Instead, patterns 
of interaction are what thinking is all about. In Consciousness in 
Action Hurley argued that action is distributed among mind, 
body, and world rather than being attributable to the individual 
alone.  And her conjecture has turned out to have a great deal of 
neurobiological evidence in support of it.   

Hurley argues that our standard (and generally 
unconscious) assumption, that perception and action operate 
according to an input-output model, is simply incorrect.  This 
means that we do not simply have sensory faculties that bring 
us (raw) data from the world (input), which we make sense of 
according to some internal genetic or other program, and then 
act upon (output). We falsely presume that the mind is bounded 
in a way that separates it/us from the world, so that input and 
output are distinct processes.  

Alva Noë explains that, “We are not world 
representers.  … Our worlds are not confined to what is inside 
us, memorized, represented.”  Instead, “we live in extended 
worlds” that are “reachable” rather than “depicted.” 22  By 
trying to rid us of the presumption that we are ‘representers’, 
Hurley is banishing our sense of ourselves as observers of the 
world rather than participants in it. She is banishing the 
metaphor of ‘seeing’.  Another way to put it is that we are not 
somehow separate from the world, our brains constructing a 
common intersubjective internal world by imposing standard 
patterns upon a chaos of disorganized perceptual data that are, 
thereby, structured in meaningful ways. These subjective and 
intersubjective constructions, the standard story goes, then play 
out as films going on in our heads that have a tenuous relation 
to the actual external world. We are locked in. Hurley sets out 
to refute this view that the mind is an internal program playing 
out upon a world stage. 

Part of the conceptual problem, she says, is that we 
tend to focus almost exclusively on the input to output 
direction: how the mind structures incoming percepts.  And we 
tend to ignore the functions from output back to inputs, or, “the 
way environments, including linguistic environments, transform 
and reflect outputs from the human organism.”  In other words, 
the world we encounter is not an unstructured arena of chaotic 
raw data but in fact is (pre-)structured by human practices, 
linguistic meanings, institutions, histories, cultures, and nature 
itself.  So both directions are just as complex, Hurley remarks; 
and not only that, they “are causally continuous.”  “To 
understand the mind’s place in the world,” she goes on, “we 
should study these complex dynamic processes as a system, 
not just the truncated internal portion of them.”  Our place in 
the world is “a complex dynamic feedback system [that] 
includes not just functions from input to output, but also 
feedback functions from output to input, some internal to the 
organism [that is, from internal data about the body’s state back 
to the mind], others passing through the environment before 
returning.” 

                                                        
20 Jaak Panksepp (in an unpublished manuscript) calls the 
complex the ‘Emotion Action Systems’.    
21 Susan Hurley, Consciousness in Action (Cambridge, 
Massachusetts and London, England: Harvard University Press, 
1998) 
22 Out of Our Heads, pp. 82, 83 My emphasis 

 Hurley also challenges the notion that the contents of 
our mind and the structuring of the mind are independent of the 
world, and the world we take in is independent of the mind. Her 
book is an extended argument for Externalism, the view that the 
self is in the world and that self and environment are related in 
and as interacting open systems. What that means is that there is 
nothing that is either ‘pure self’ or ‘pure environment’. Hurley 
says that the Externalism she advocates is a version of 
Contextualism. Both are always interactively constituted:  

The revolution that began 
with Kant’s arguments about 
perceptual experience should be 
carried through to agency.  Action is 
no more pure output than perception is 
pure input.  The whole of the Input-
Output picture should be rejected, not 
just half of it.   

When we act, we create a relationship to the 
environmental context we inhabit, and that relationship both 
influences what we perceive, on the one hand, and also 
structures the mind’s way of perceiving. 
 It is a mistake to confuse the vehicle with the content.  
The fact that we have neural architecture that makes possible a 
sense of self, does not mean that the content of that self is also a 
product of that architecture alone. Nor are our minds 
completely passively determined by the. Instead we can 
understand the internal neural architecture as making possible 
openness to the world and shaping by the world along with our 
shaping of the world.  Person and world are relational, 
interactional, and also contextual.23  

The themes of Hurley’s revised approach to the mind 
–decentralization, self-organizing systems, context dependence, 
feedback, emergence—have resonance in research programs in 
connectionism, dynamic systems theory, and artificial life. 
She remarks that the input-output view in ethics, presupposes 
and bolsters the claim of free will, for it conceives us human 
beings as originating sources of causal chains.  Hurley gives a 
deathblow to free will since it envisions human beings, instead, 
as contextually embedded in natural and social causal networks 
and webs.24  

Complex Adaptive Systems 

 Human cognitive processes are inherently social, 
interactive, personal, biological, and neurological, which is to 
say that a variety of systems develop and depend on one 
another in complex ways.25 

  --William J. Clancey 

 “The mind leaks out into the world, and cognitive 
activity is distributed across individuals and situations.  This is 
not your grandmother’s metaphysics of mind: this is a brave 
new world.  Why should anyone believe it? 
                    “One part of the answer lies in the promise of 
dynamical systems theory … as an approach to modeling 
cognition. …  Insofar as the mind is a dynamical system, it is 
natural to think of it as extending not just into the body but also 
into the world.  The result is a radical challenge to traditional 

                                                        
23 Consciousness in Action, pp. 263, 264  
24 Consciousness in Action, p. 250 
25 William J. Clancey, “Scientific Antecedents of Situated 
Cognition,” Chapter 2 in The Cambridge Handbook of Situated 
Cognition (pp. 12-34): p 12 
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ways of thinking about the mind, Cartesian internalism in 
particular.”26 

--Philip Robbins and Murat Aydede 

The insight that a person is an open system in relation 
to other open systems, natural and cultural, has begun to be 
rigorously articulated and theoretically worked out in the 
developing field of Systems Theory. Accoring to theorist 
William J. Clancey: 

An all-encompassing generalization is 
the perspective of complex systems.  From an 
investigative standpoint, the one essential 
theoretical move is contextualization (perhaps 
stated as ‘antilocalization…: we cannot locate 
meaning in the text, life in the cell, the person 
in the body, knowledge in the brain, a memory 
in a neuron.  Rather, these are all active, 
dynamic processes, existing only in interactive 
behaviors of cultural, social, biological, and 
physical environment systems.   

A self, according to this approach is ‘self-organizing’ and 
‘unfolding’ and always contextualized or ‘situated’.27   

Thinking about human behavior in terms of systems 
changes dramatically the way we conceive agency, what it 
means to act and who is doing the acting.  That is the 
conclusion of the computer scientist Merlin Donald of Case 
Western University.  In an article, “How Culture and Brain 
Mechanisms Interact in Decision Making,” Donald argues that 
although decision-making “seems to be a very private thing: 
individualized, personal, and confined to the brain,” when 
looked at from system theory, we realize that culture is a major 
factor in how the brain self-organizes during development, both 
in its patterns of connectivity and in its large-scale functional 
architecture.28  So it is the system that makes the decision: “The 
mechanisms in such decisions must be regarded as hybrid 
systems in which both brain and culture play a role.” Donald, of 
course, does not deny that decisions are made in individual 
brains.  Nevertheless, he points out that “human brains … are 
closely interconnected with, and embedded in, the distributed 
networks of culture” that “define the decision-space.” 

To discover who is actually acting in a given case, all 
the facts need to be taken into account and then analyzed from 
multiple standpoints, from the brain sciences to organizational 
behavior to culture and history, etc., etc.  Only through this 
multidisciplinary approach can the attribution of agency and 
responsibility be accurately distributed across people and levels 
of organization and participation and authority. 

“Complex adaptive systems are quite different from 
most systems that have been studied scientifically.  They exhibit 
coherence under change, via conditional action and 
anticipation, and they do so without central direction.”29 

                                                        
26 Robbins and Aydede, p. 9 
27 Clancey, p. 28 
28 Merlin Donald, “How Culture and Brain Mechanisms Interact 
in Decision Making,” chapter 9 (pp. 191 – 205) in Christoph 
Engel and Wolf Singer, ed., Better Than Consciousness? 
Decision Making, the Human Mind, and Implications for 
Institutions. Strung Form Reports, (Cambridge, Massachusetts 
and London England: MIT Press, 2008): p. 192 
 
29 Hidden Order, pp. 38-39 

--John H. Holland 
“Complex adaptive systems [are] those that learn or 

evolve in the way that living systems do.  A child learning a 
language, bacteria developing resistance to antibiotics, and the 
human scientific enterprise are all discussed as examples of 
complex adaptive systems.”30 

--Murray Gell-Mann 
The human person is not only an open system within 

others but also adapts.  Complex adaptive systems are a special 
kind of system. Adaptive systems are those in which emergence 
and self-organization hold sway. 

 The control in a complex adaptive system is 
decentralized and widely distributed, rather than being under 
some central control.  The patterns of activity arise or emerge 
from the interactions of the agents rather than from some 
overall plan.  Nevertheless there is dynamic stability, 
identifiable patterns that are neither utterly chaotic nor 
substantially fixed.  These patterns evolve, changing over time 
as the system itself changes and evolves.  It is the individual 
‘agents’ in the system that, from their location and environment, 
develop adaptive behavior.31 They exhibit the same patterns of 
the whole at various scales within the system. Learning is an 
important feature of complex adaptive systems even though 
there is no central consciousness involved. And they are highly 
resilient. Ever increasing diversity is an important feature of 
Complex Adaptive Systems and crucial to their capacity to 
adapt and survive. 
 
Diversity in Complex Adaptive Systems 
The hallmark of complex adaptive systems is perpetual novelty, 
according to John Holland.  Diversity arises from how this kind 
of system recycles its resources. !  The Recycling Effect 
produces resources available to be used in new environmental 
niches and these niches are filled by increasingly diverse 
species.  For “each new adaptation opens the possibility for 
further interactions and new niches.”32 A complex adaptive 
system does not settle into locked-in patterns but keeps 
producing change. 
 It is the particular niche that defines the kind of 
diversity that will arise. In evolution, what this results in is 
convergence. It is necessary for the ongoing evolution of the 
system. 
Conclusion  

 How can thinking in terms of complex adaptive 
systems help us rethink moral agency and come up with ways to 
make societies and all kinds of groups function more ethically?  
Crucially, complex adaptive systems theory suggests that to 
change the person we need to look at the system. Interventions 
in context and environment rather than in the brain or mind of 
the person (whether through drugs or the training of the 
individual will) seem to be the place to start.   

 Diversity is crucial, too. We need to think about 
diversity and its role in complex adaptive systems to ensure 
their ongoing vitality and continuing evolution.  In social 
systems, diversity plays out as the introduction of diverse 
people, and practices, and points of view that challenge and 

                                                        
30 Murray Gell-Mann, The Quark and the Jaguar: Adventures 
in the Simple and the Complex (New York: W H. Freeman and 
Company, 1994): p. x 
31 “Complex Adaptive Systems,” in Wikipedia.org.  
32 Hidden Order, p. 29 
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disrupt the stable social system, sparking a more complex and 
inclusive reordering and reintegration.   

 There is a tradeoff between closure to variation and 
the resulting static internal coherence, on the one hand, and on 
the other, openness so great that the system cannot 
accommodate the differences fast enough through internal 
systemic reintegration.   

 Spinoza theorized a systems theory of ethics that was 
perpetually reorganizing at the brink or ‘edge’ of chaos. He 
advocated a personal maximal openness to others and to the 
world while retaining the capacity for dynamic self-
organization. Each of us ought to cultivate an openness to 
others that doesn’t overwhelm us but can be integrated into our 
sense of self and what we care about through both 
understanding and the increased capacity for empathic 
identification, standing in the other’s shoes, perspective taking, 
and also openness to critique and self-critique. As a friend puts 
it, it’s not just about tolerating differences but finding in oneself 
the capacity to enlarge one’s empathic acceptance and capacity 
to learn from others about themselves and also about one’s own 
self from another’s perspective.  So ongoing diversity is 
necessary to the overcoming of self-deception, dogmatism, and 
denial –our most ubiquitous and corruptive moral dangers, 
those of ‘selfiness’.   

 We can now rethink the problem of ‘selfiness’ from a 
systems perspective. ‘Selfiness’ is the attempt to maintain a 
narrow systematicity and coherence that won’t allow in 
challenging data from others or even from the implicit 
meanings and intentions of our own actions. Selfiness tends 
toward the refusal to acknowledge that one is a part of larger 
systems, cultural, social, and natural. It is the arrogance of the 
myth of self-creation, of free will.  The overcoming of narrow 
selfiness of this kind in an expansive self-coherence that 
enlarges the self to include more of the world and others is a 
lofty ideal for the individual and a noble and difficult path.  It is 
also a rare one, as Spinoza pointed out.33   
 
A Final Word on Spinoza 

                                                        
33 See my three papers on Spinoza and Systems Theory: H. 
Ravven, “What Can Spinoza Teach Us Today About 
Naturalizing Ethics? Provincializing Philosophical Ethics and 
Freedom without Free Will” ” in Cognitive, Emotive, and 
Ethical Aspects of Decision Making in Humans and in Artificial 
Intelligence Volume III. Edited by Iva Smith and Wendell 
Wallach, George E. Lasker, Editor-in-Chief. Published by The 
International Institute for Advanced Studies in Systems 
Research & Cybernetics, Canada, 2005: pp. 99-104;  
H. Ravven, “Spinoza’s Systems Theory of Ethics” in Cognitive, 
Emotive, and Ethical Aspects of Decision Making in Humans 
and in Artificial Intelligence Volume III. Edited by Iva Smith 
and Wendell Wallach, George E. Lasker, Editor-in-Chief. 
Published by The International Institute for Advanced Studies 
in Systems Research & Cybernetics, Canada, 2004; 
H. Ravven, “Notes on Spinoza’s Critique of Aristotle’s Ethics: 
From Teleology to Process Theory,” Philosophy and Theology, 
Volume IV, #1, Fall 1989, pp. 3 -32 
33  “Opinionator: The Stone,” The New York Times, October 
17, 2010 
 
 

 Spinoza anticipated Externalism and Systems 
Theory34 and he rethought moral agency in terms of them. He 
envisioned Nature as a network, a system of causes at all levels 
from the cultural to that of physics. Each person, animal, or 
thing was a location in the system of networks, a location that 
defined the point in the open dynamic systems within systems 
that is the infinite universe.  He regarded each person not as a 
static thing or quasi-genetic program but instead as what he 
called a ‘ratio’. Each is an open system within open systems, 
and each system at every level strives to maintain its internal 
homeodynamic organization while being open to the larger 
systems, environments, which were its constitutive causes and 
to which it also contributed. 
 For Spinoza the self strives to become a more 
internally coherent, self-organizing internalization of its 
immediate world—Spinoza calls that dynamic well-functioning 
of self as a coherent system, ‘activity’-- and then of its more 
distant environments. The paradox and irony is that to be truly 
yourself is to be your world, and ultimately the universe that 
created you. 
 To be this self is to be this point in the universe, and it 
took the whole universe up till now to produce any given ‘me’.  
So to attain what he regarded as a state of personal autonomy, 
or ‘freedom’, as he called it, to achieve the spiritual and moral 
psychological aim of The Ethics, was to come to understand and 
own as self all that has come to make up this biologically, 
psychologically, socially, culturally, historically, biographically 
and of course today we would include cosmologically and 
quantum mechanically, etc., etc, situated and constructed self.   
 The world thus is systematically introduced into the 
self as causes of the self and hence as self –but in the doing the 
self now flips and sees itself in terms of its world, in terms of 
those parts of the world that appear now as personally 
constitutive, and there is no limit to that centrifugal force.  We 
are in principle at home in the universe and our freedom lies in 
making that real to ourselves. The environment is not foreign 
but constitutive.  So the outcome and irony of autonomy is that 
its achievement only comes to fruition in the embrace of the 
environment and of those things within the environment in 
which one now sees oneself, and progressively more so to 
infinity.  To see aspects of the environment as ‘self’, rather than 
only as ‘other’, is to feel the world not as merely external limit 
to the self but as constitutive of the self and the self as 
distributed to and contained within its environment. We have 
arrived at a familiar place but from a new directions: We have 
come to love the other as the self—literally.   

 
 
 
                                                        
34 I have written on Spinoza’s anticipation of systems theory 
and his rethinking of ethics in terms of it.  See my: See my three 
papers on Spinoza and Systems Theory: H. Ravven, “What Can 
Spinoza Teach Us Today About Naturalizing Ethics? 
Provincializing Philosophical Ethics and Freedom without Free 
Will” ” in Cognitive, Emotive, and Ethical Aspects of Decision 
Making in Humans and in Artificial Intelligence Volume III. 
Edited by Iva Smith and Wendell Wallach, George E. Lasker, 
Editor-in-Chief. Published by The International Institute for 
Advanced Studies in Systems Research & Cybernetics, Canada, 
2005: pp. 99-104; See also the new study by Rainer E. 
Zimmermann, New Ethics Proved in Geometrical Order: 
Spinozist Reflexions on Evolutionary Systems: Exploring Unity 
Through Diversity Volume 2, (Litchfield Park, AZ: Emergent 
Publications, 2010 
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ABSTRACT 

 This research aims to identify strategies to increase performance 

and development of SMEs and financial strategies like liquidity 

and leverage sustained in accounting as well as the 

internationalization of SMEs can help in their development and 

enable them to stay on the market, since a high percentage of 

SMEs fail to overcome the barrier of two years, on this research 

through a survey of 125 SMEs in the State of Aguascalientes 

Mexico, is demonstrated by statistical analysis such as linear 

regression and ANOVA [15], a high positive relationship 

between the administration of the financial aspects such as 

liquidity and leverage, the internationalization of SMEs with 

increased performance. 

Keywords: Financial Strategies, internationalization, SMEs 

1.INTRODUCTION. 

SME’s represents the economic platform of our country, since 

they currently used 62% of the economically active population, 

contribute 42% of national GDP and 99% are companies 

operating in Mexico, which is why our concern to seek 

development and retention tools, the finance function implies a 

fundamental factor for its effective operation, this research will 

address the topic of finance and the internationalization as a 

means or strategies for the development of SMEs, starting by 

introducing some informative data representing the perspective 

of SMEs in Mexico. 

 

 

 

Graphic 1 

Economic Impact of SME’s 

 

Sours:  Small and medium size enterprises OECD June 2002 

As shown in the graph, SME’s represent a significant 

contribution to the economies of the countries, since their 

contribution is very high in terms of GDP, employment and 

number of companies, as this involves the livelihood of millions 

of families who depend permanence of SME’s to ensure their 

livelihood and their families    

Table No. 1 

Table of Enterprises Classification   

by number of employees 

 Industry Commerce Services 

Micro  0 to 10  0 to 10  0 to 10 

Small  11 to 50  11 to 30 11 to 50 

Medium  51to 250  31 to 100  51 to 100 

 Source:  Official Journal of Mexican Federation, December 30 2007. 
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2.OBJECTIVE OF RESEARCH 
 

 The objective is to identify the influence of the administration 

of financial aspects such as liquidity and leverage and the 

internationalization of SMEs in the improvement of their 

performance 

 

Specific objectives. 

a) .- Identify which of the  financial aspects,  the liquidity or  

leverage, have greater influence on improving their performance 

of SME’s. 

b) .- To identify if the internationalization of SME's can improve 

their performance  

 

3. LITERATURE REVIEW 

 

Financial aspects supported the development of accounting. The 

Modigliani and Miller theorem establishes, under restrictive 

assumptions indeed, that the financial structure has no influence 

on the value of the company. However, many theoretical works 

that justify, under more realistic, positive and negative 

connections between the form of financing and firm 

performance or efficiency [1], It has been argued also less 

indebted firms are more efficient in sector al restructuring 

situations because they have fewer financial obligations to meet 

and can devote all their efforts to address the necessary changes, 

[29],  Should be considered in any case external financing 

constraints given in micro and small enterprises, since they are 

paying less and a higher interest rate [19], but this restriction is 

reduced to credit when the company is having a greater antiquity  

[5]. 

  

 Several researches has been done in Russian, Spanish,  

American and Canadian small firms, measuring the debt level, 

liquidity, and their influence on the profitability of the SME’s, 

through statistics techniques like univariate and multivariate.  

And the results of these researches shows an strong positive 

relation between low leverage and high liquidity with a better 

profitability, [17],[6],[16],[11],[23],[24],[30]. 

 

This information helps us to raise the benchmark hypothesis of 

this research because this goal has been raised to identify the 

influence of the financial management aspects such as liquidity 

and leverage and the internationalization of SMEs in the 

performance of these and following results of the research 

presented above, there is a strong positive relationship between 

accounting information and the correct determination of the 

ratios, analysis of financial information. 

 

 

Financial aspects to be considered in the 

development or performance of SME’s liquidity:  
Liquidity is a term that demonstrates the ability to pay that 

companies have to meet its short-term and often is measured by 

working capital. [21], say that  is the difference between current 

assets and current liabilities and is also defined as the portion of 

assets financed by long-term liabilities in short without liquidity 

is impossible for a company and especially SMEs can survive, 

given the low level of capital that for their operations . [34], 

considering the amount of liquidity to meet capital expenditures 

over a period of time that can be insured by the initial capital 

and cash generated from normal operations in a period of time 

without consider selling assets and obtaining external funding,   

 

In the business management of liquidity, measured by the 

financial aspects of companies based on indices such as indexes 

of payments of clients delayed, that better explain the causes of 

financial problems such as high leverage and lack of liquidity, 

which have even led to the bankruptcy of companies and 

especially SME’s by low operating capital, [4]. 

 

 From this information we can conclude that it is important  the 

culture of payments from employers for healthy business 

economy, setting priorities according to their ability to pay, in 

the execution of these, employees, suppliers, tax authorities, etc.. 

 

 In a study of 607 SME’s in retail trade in the United States, 

which analyzed 14 different key factors such as liquidity, 

income, debt and operating efficiency, reflecting the results, 

which have higher earnings, liquidity and they are less leveraged 

than previously thought, showing that support the operation 

itself is better than debt, to achieve higher profits, [9]. 

  

 The above references tell us that if the operation is supported 

with the resources generated by the operation itself, it becomes a 

more sound policy that the use of debt, causing  the rising cost 

of operation, making the business less profitable and decrease 

your chance of survival. 

  

Leverage  

Better known as debt leverage, defined by.[35], as the proportion 

of funds that have provided the commercial bank creditors and 

measured: Total Debt / Total assets and it's recommended that 

the ratio does not exceed 33%, since otherwise the business 

starts to be owned by others. 

 SME’s participating in a very significant economic output and 

employment, but have a high mortality rate and was done a 

study in the metropolitan area of Cali Colombia from 2000 to 

2004 on the main causes of premature death can be, the initial 

firm size, lack of income and debt, as well as external factors 

such as economic growth in the sector in which they work, or 

the geographic location of this, the study revealed that the initial 

size, its performance financial, economic sector activity, have a 

positive impact, but exist an inverse relationship between debt 

and survival of the business, which means that debt is the 

riskiest factor for the survival of SME’s,[32].   

 

Was performed a study of 99 SME’s in Italy on the effect of the 

ratio of the number of  banks which the Sme's operates and the 

business performance, and located that the return on assets 

decreases when the number of banks with which it operates is 

increased, also was located that the amount of interest expense 

increases when the number of banks for small businesses 

increases, mainly by the effect of indebtedness and concludes 

that the fewer number of banks have in operation, reducing the 

level of agency problems and eliminates the negative effects of 

operation that affect the performance of SMEs, by high debt, [7]. 

     

They conducted a small study in Brazil, with the aim of 

identifying how they affect funding sources internal or external, 

formal or informal business performance and the empirical study 

revealed that the domestic financing remains a relationship 

positive business growth and growth has a positive effect with 

formal financial institutions not with informal sources of 

financing,[31].       

  

Based on the studies presented in the aforementioned items, you 

can identify that the indebtedness has been the cause of the high 

mortality of SME’s and the informal credit management do not 
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represent a security financing costs, making it very convenient to 

handle funding levels that allow the control of corporate 

governance without falling into excesses of leverage to cause the 

failure by the lack of ability to pay. 

 

 Based on the data mentioned before, you can comment on the 

importance of SMEs as a means of local development and is 

presented as an option for development of SMEs, the  

internationalization. 

    

Internationalization of SMEs  

To display an overview of the situation that is reality in the 

internationalization of SMEs to the national level, is presented 

the following graph showing the level of internationalization of 

SMEs in Mexico. 

                    

     Graphic No.2 

                                       Export Level 

 
 
Source: Information Paper on SMEs. Ministry of Economy 2002 

 

As can be seen in the graph only 5% of SMEs in our 

country achieve export, implying that there is a long gap to go to 

reach the internationalization of SMEs but this should be a 

challenge for our country because, according Empirical studies, 

its have shown which through exports, it is possible to achieve 

development and performance of SMEs. 

 

[27]. conducted a study that examines factors associated with the 

adoption of strategies of internationalization and its effects on 

performance and compare it with non-exporting firms and 

concludes that internationalization is associated with increasing 

the return on sales, facilitating the development of small 

businesses. 

 

[28],conducted an analysis of 300 SME exporters in Argentina, 

Chile and Colombia in the period 2001-2004, in order to identify 

success factors that have enabled these companies to venture 

into the field exports, and the results of this study indicate that 

factors, commercial, production, technology and environment, 

are what make it to affect export levels that based on these 

results, leads to establish the basic basket export products and to 

determine the potential of exporting SMEs. 

 

 

The following table presents a comparison of exports of SMEs 

from different countries, eager to see the trend and location of 

SMEs in our country (México), compared to other countries 

 

Graphic. No 3 

Comparison of exporting SMEs 

 

 
 

Source: Information Paper on SMEs. Ministry of Economy 2002. 

  

As shown in the graph, of the compared countries, Mexico is the 

country with the lowest percentage of SME exporters and it´s 

caused due to the lack of support from governmental levels to 

ensure the development of SMEs outward providing resources 

and training to enable the development of our SMEs, du these 

it’s  perennial link between the authorities and SMEs to join 

efforts to improve this level of exports which is an alternative 

for the development and retention of Mexican SME´s. 

 

Aguascalientes exporting companies. 

  The number of SMEs exporting in Aguascalientes, is 

very low but this represents a challenge to promote the SMEs in 

the State of Aguascalientes and in the whole country, developing 

the SME´s for reach to achieve the level of quality required for 

export operations through the economic support of the  
government authorities. 

Performance 

SME´s Performance Factors :Have identified 

different ways of measuring performance in SMEs that considers 

different factors that result in successful performance of SMEs 

raised by several researchers as follows. 

 

 [12,]reports that measured performance in Spain in terms of 

competitiveness and survival of SMEs, based on the success 

factors as innovation, value added, services, technology, quality 

and the operations systems are able to demonstrate that the 

degree of innovation in products, processes and management 

systems have a positive influence on performance. 

 [13], in his investigation "cost management for quality and 

performance of small and medium-sized enterprises” in the 

Murcia region of Spain considers as the dependent variable a set 

53% 
42% 

5% 
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40% 
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     Exports 
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of performance measures, which are: generated resources 

Operating income, economic profitability, operating margin and 

financial performance 

[3], in their research entitled "Factors explaining the competitive 

success for SMEs in the state of Veracruz Mexico", in their 

analysis considers as dependent variables to analyze the success 

of SMEs, the following: The average number of earnings before 

interest and taxes, Quality of products or services, Introduction 

of innovations, Productivity of labor, Customer satisfaction with 

products or services, knowledge and business experience, 

employees motivation-satisfaction and reputation and image of 

the company, and found to be most relevant variables in the case 

of Veracruz; the financial capacity, technological position and 

innovation, marketing capabilities, management of human 

resources and technologies information and communication. 

 
In this research, were selected as variables to measure 

performance, set by [3], it was considered appropriate, by taking 

into consideration aspects that are not purely quantitative, since 

they consider the qualitative performance such as customer 

satisfaction, employee satisfaction and reputation and image of 

the company.  

4.HYPOTHESIS 

 

The assumptions made in this investigation are: 

Hypothesis1. With greater financial management of liquidity and 

leverage, increase performance of SMEs. As suggested by [9], in 

his research that showed that financial support in the operation 

itself is more profitable than the financial leverage and generate 

more liquidity in order to achieve higher profits 

  

Hypothesis2.  Higher level of internationalization of SMEs, 

improve performance and as such,[27].derived from their 

research; conclude that internationalization is associated with 

increased return on sales, encouraging the development of small 

businesses 

 

5.METODOLOGY. 

The research conducted is quantitative, using the method of 

linear regression analysis, ANOVA and frequency analysis, the 

research also is transectional, because the surveys are at a point 

in time of the year 2009 character exploratory correlational 

descriptive and explanatory, as they look for causal relationships 

between variables [33]. 

The design of the research is not experimental, and therefore 

none of both dependent and independent variables are 

manipulated 

For this  research were used quantitative tools to achieve test 

hypotheses on the influence of the administration of financial 

aspects and the internationalization of SMEs and their influence 

on the performance of these. 

The collection of information was directly, through interviews 

with the owner or responsible of the SMEs, as most of the 

questions in the collection of information, are only manage by 

managers of the enterprise; surveys were implemented in the 

first half of 2009 

Final survey instrument was designed based on the literature and 

indicators of both dependent and  independent variables, to 

achieve the identification of the existence of the influence of the 

administration of financial aspects and the internationalization of 

SMEs in the SEM´s performance; based in the response of 

employers, according with their criteria and identifying the 

causes of performance of SME's, related to the  industry, and 

according with the responses of the entrepreneurs, using the 

Likert scale to measure results from 1 to 5, with 1 being 

completely disagree and 5 totally agree, the questionnaire was 

applied to a sample of 125 SME's. from different business 

sectors of Aguascalientes. 

 

6. RESEARCH FINDINGS. 

 

For show the results of this investigation, we present the table 

No.2, that indicates the average of the different aspects of 

performance measured  using  a Likert scale, where 1 is the least 

important and 5 is the most important, which factors stand out as 

the greatest performance impact observed by employers, the 

customer satisfaction and quality of products and services. 

 

 Table No.2 

Media Business Performance 

DEPENDENT VARIABLE   MEDIA 

1.-  Quality of product / service 4.02 

2.-  Customer Satisfaction 4.02  

3.-  Image of the company and its products 

and services 

3.96 

4.-  Reduced absenteeism 3.94 

5.-  Speed of adaptation to market needs 3.93  

6.-  Efficiency of internal business processes 3.89 

7.-  Organization of the staff Tares 3.89 

8.-  Reduced Staff Turnover   3.82 

9.-  Increased Productivity  3.74 

10. Increase in market share 3.66 

11. Motivation and Satisfaction of Workers 3.63 

12.-Increase Profitability  3.54 
Source: Authors' calculations based on the results of SPSS frequency 

analysis. On a scale of 1 = Not important and 5 = very important 

         

Table No.3 

Significance of Variables  “Finance Management vs. 

Performance 

 Independent 

Variable 

R R 

Square 

t Sig. 

 Finance 
Management 

.436 .190 21,741     .000**
* 

Statistically significant differences: (*): p <0.1; (**): p <0.05; (***): p 

<0.01Dependent Variable: Performance.  
 

The above table indicates the existence of a high positive 

relationship between the Finance Management and Performance 

of SMEs du to the R-squared is above the .160 marked by[8] , 

for 5 independent variables and a  sample of 125 surveys and the 

level of significance is below .01, with a 95% of confidence 

level, so that it may explain the increased business performance 

of SMEs through the adoption of the Finance Management as a 

form of management. 

 

Finance Administration was established by determining the 

average of the factors identified in the collection instrument, 

such as Finance Management. Decrease in leverage, increased 

liquidity and increased level of business operations . 
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To set the dependent variable analysis was determined by 

averaging the various elements set as dependent variables, such 

as: Quality of product / service Customer satisfaction, Image of 

the company and its products and services, reduction of 

absenteeism, quick adaptation to market needs, efficient internal 

business processes, the Organization of the Tares personnel, 

reduction of staff turnover, increased productivity, increased 

market share, Motivation and Satisfaction of Workers, Increase 

Profitability, in order to measure the impact of the effect of 

financial management with the average of the performance 

factors described above. 

 

The above table indicates the existence of a high positive 

relationship between the Finance Management and Performance 

of SMEs as the R-squared of .160 is above that mark [8], for 5 

independent variables a sample of 125 surveys and the 

significance level is below .01, 95% confidence level, so that 

may explain the increased business performance of SMEs 

through the adoption of financial management as a form of 

management. 

  

Table No.4 

Significance of ANOVA table of international markets and 

Performance 

Variables Dependientes F Sig. 

1.- Quality of product / service 1.243 .267 

2.- Customer Satisfaction                                                                                            4.496 .036** 

3.- Image of the company and its 

products and services                

2.293 .133 

4.- Reduced absenteeism                                                                1.868 .174 

5.- Speed of adaptation to market 

needs                                               

0 .817 .368 

6.- Efficiency of internal business 

processes                                                    

6.537 .012** 

7.- Organization of the staff Tares                                                           4.484 .036** 

8.- Reduced Staff Turnover                                                           3.236 .074 

9.- Increased Productivity                                                                    0.799 .373 

10.-Increase in market share                                                                1.607 .207 

11. Motivation and Satisfaction of 

Workers                                         

2.502 .116 

12.-Increase Profitability                                                                  4.795 .030** 

              Statistically significant differences: (*): p <0.1; 

(**): p <0.05; (***): p <0.01 

Predictive variable: Opening of New International Markets 

 
Table No. 4 above shows that the internationalization affects the 

Performance, with greater influence on: efficiency in internal 

business processes, increase profitability, and organization of 

staff tasks and the satisfaction customers. 

 

7.DISCUSSION AND CONCLUSION 
 

This study shows through the application of statistical models 

and the collection of related information that the basis of 

financial reporting is an accounting well substantiated  on a 

realistic and technical basis,  in our study is demonstrated 

through the implementation of the univariate and multivariate 

statistical models, the high influence of the financial 

management on aspects as leverage and liquidity with the 

performance increased of SMEs that demonstrate the Hypothesis  

H1, “Finance Management and SME´s Performance”, 

concluding that it is advisable as a business practice, relying on 

the resources generated by the operation and avoid excessive 

debt, which impacts the loss of liquidity due to payment of 

interest on the loans acquired and the Hypothesis H2 is 

demonstrated indicating that SME´s internationalization, 

improved their performance, such was demonstrated through 

statistical models; applied  the adoption of internationalization as 

a business practice allows the development of quality in the 

manufacture of products for SMEs, given the high level of 

quality required by international companies, leading to the 

increase in business profitability and the possibility of 

permanent business, making it a viable alternative to improve 

the performance of SMEs by promoting their development, so 

that the objectives stated in the this research was reached since 

the  hypothesis were demonstrated as mention before. Future 

research can delve into issues related to financial and fiscal 

factors which are related to the profitability increased of SMEs. 
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Abstract – Data mining and information retrieval has been 

research areas increasingly important in the information age 

where fast, accurate access to information becomes an essential 

factor in decision-making in various fields of knowledge. The 

main goal of this study is to analyze the data of candidates to 

selection processes of Federal Institute from Minas Gerais - 

IFMG in search of patterns that are not explicit, with the support 

of a free tool for data mining. This study comes to the research 

question of what are the relevant information about the profile of 

candidates who qualify in the selection process of IFMG. 

Through data mining and analysis of results is possible to define 

the profile of applicants and the features that influence the 

selection process. This article presents a study on the database in 

the candidates selection process of IFMG. One of the 

requirements of the research includes the study of data mining 

tools available on the Internet and a test applies in a real 

situation. Then the article presents an experience of using a free 

tool for Data Mining. The software chosen for the tests, called 

Weka, was developed by the University of Waikato, New 

Zealand. It makes searching for patterns in database of system 

used to the management of selection processes of the Federal 

Institute from Minas Gerais. The methodology includes access to 

the database IFMG, with 9952 records of candidates for the 

selection process. Five categories were defined as relevant for 

verification and analysis. Categories include sex, marital status, 

age, waiver of registration fee and have disabilities or not. We 

used the attributes that have 100 or more occurrences in the 

database. The results show that the pattern that occurred more 

frequently among those classified in absolute numbers was that 

of male candidates, who had no exemption from the registration 

fee, less than 30 years old and single, with 166 occurrences. 

Among all candidates, 718 have these characteristics, so 9.66% of 

the candidates that fit this pattern was classified. The pattern 

with the highest percentage of occurrence were male candidates, 

who had no exemption from the registration fee, less than 30 

years old and married. Of the 301 candidates with all these 

features that participate in the processes of selection, 31 were 

classified. It represents 10.33% of 301 candidates evaluated. 

There were 9952 candidates of which 711 were classified, the  

representing 7.14%. Among the 291 candidates with exemption 

from the registration fee, only 3 were qualified which represents 

1.03%. This result indicates that lower-income applicants had 

lower performance. The associative algorithm provides a list of 

up to 100 rules, which were presented in this article the top 15 

with a combination of categories, sex, marital status, age, 

registration fee and deficiencies. The survey allows the discovery 

of patterns in database performance with different combinations 

of the categories. 

Information retrieval, information system, database, data 

mining, Weka, selection process 

I. INTRODUCTION  

Currently there is growing research on data mining and 
information retrieval to support the decision-making 
organizations. There is large databases that can generate direct 
subsidies for decisions. In this context, the research seeks to 
use data mining tools to analyze the database. The objective of 
this research is to analyze the data of applicants to a selection 
system to define the patterns the profile of classified 
candidates. This study addresses the research question of what 
are the relevant information about the backgrounds of the 
candidates who qualify in the selection process of Federal 
Institute from Minas Gerais - IFMG. 

The Federal Institute from Minas Gerais - IFMG is a 
federal autarky, created by Law nº 11.892 [1], enacted on 
December 29, 2008, by Luiz Inácio Lula da Silva who was the 
President of Brazil. In the article 2 of the Law, Federal Institute 
are defined as: Institutions of higher, basic and professional 
education specialized in providing professional and 
technological education in different modalities of teaching, 
based on the combination of technical and technology 
knowledge with their teaching practices, under this Law. 

IFMG is now comprised of ten units in different cities of 
the state of Minas Gerais: Bambui, Betim, Congonhas, 
Formiga, Governador Valadares, Ouro Branco, Ouro Preto, 
Ribeirão das Neves, São João Evangelista, Sabará. These units 
are connected to a central government in Belo Horizonte, state 
capital of Minas Gerais. 

People who work in IFMG are admitted through the 
selection processes that are performed by the institution itself. 
This processes can be made to hire permanent or temporary 
employees, or to hire trainees. 

Each Process has one or some requirements, defined in a 
public notice, to evaluate whether a candidate is able to occupy 
a post. The candidates who can fulfill these requirements, that 
are generally related to education and performance in a test, are 
classified. Among these ones, the best classified candidates 
will be called to fill the positions, according to the number of 
vacancies. Those candidates who do not fulfill the requirements 
specified in the notice are considered disqualified from the 
selection process. According to the number of places offered in 
the Notice, a list is generated for ratification of process. 
Candidates present in the list can still be called to fill the post. 

Management of routines related the selection process in 
IFMG is done with the support of an internally created 
software, called Recepta. This system was developed with PHP 
programming language and PostgreSQL Data Base 
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Management System. Recepta was registered at the National 
Institute of Industrial Property from Brazil (INPI) and is also 
available as free software. 

In database of the system, which was implemented in 
March 2010, are stored data relating to registration, candidates' 
personal data, and whether the candidate is or is not in the list 
of selection process. 

The main objective of this work is to search the database of 
the selection process to find patterns among the personal 
characteristics of candidates and their final results, achieving 
this result with the use of a free tool for data mining. 

II. LITERATURE REVIEW 

Whereas the text mining involves moving information 
retrieval. In this research the concept of information retrieval is 
based on considerations of Lancaster [2] and Hjørland [3]. 

Lancaster [2] describes retrieval of information how the 
process of searching within in a collection of documents to 
identify those dealing with a particular subject.  

Hjorland [3] define that one of the problems in retrieval is 
the definition of access points to a database of electronic 
documents containing text, images and different media. 

Knowledge Discovery in Databases (KDD), is a concept 
used to describe the exploration of implicit information in large 
volumes of data, whose technology emerged by necessity and 
difficulty of exploring large databases (Bigolin, Bogorny, 
Alvares [4]). 

The process KDD can also be defined as “the non-trivial 
process of identifying patterns that are valid, new, potentially 
useful and, finally, comprehensible in data” (Fayyad, 
Piatetsky–Shapiro, Smyth [5]). 

Knowledge Discovery in Databases is the result of a 
process that goes through three main stages: preprocessing, 
data mining, and the post-processing (Bigolin, Bogorny, 
Alvares [4]). 

In step of preprocessing is necessary to prepare the data so 
that a mining tool can extract from it the implicit and 
potentially useful information. This preparation involves the 
following tasks, in accordance with Bigolin, Bogorny, Alvares 
[4]: 

• determination of the goals of discovery: the problem is 

 clearly defined; 

• data cleaning: elimination of noise and inconsistency from 

 data; 

• data integration: data from multiple sources can be 

 combined; 

• data selection: relevant data for data mining are identified 

 and grouped together, generating a sample of the database; 

• data transformation: conversion of data to a format 

 interpretable by the data mining tools. 

 
This stage can demand up to 80% of the total processing 

time, due to difficulties in integrating heterogeneous databases 
(Carvalho apud. Manilla [6]). 

Data mining is “a step in KDD process that involves 
applying data analysis and discovery algorithms that, under 
acceptable limitations of computational efficiency produces a 
particular enumeration of patterns about the data” (Fayyad, 
Piatetsky–Shapiro, Smyth [5]). 

For EDELSTEIN [7], “Data mining tools find patterns in 
the data and infer rules from them. Those patterns and rules can 
be used to guide decision-making and forecast the effect of 
those decisions”. 

Post-processing is the step of submission and evaluation of 
the patterns found in mining process, that are responsible for 
the identification and analysis of relevant patterns, as well as 
the definition of the form with the extracted information will be 
presented. The following figure shows the steps of the KDD 
process, Figure 1. 

 

Figure 1.   Steps of the KDD process.                                                           

Source: BIGOLIN, BOGORNY, ALVARES (2003) 

III. METHODOLOGY 

The methodology is developed as the goal of finding 
relevant information on the profile of candidate that can be 
classified in the selection processes of IFMG. For this work is 
not important whether the candidate was or was not called to 
occupy the position to which applied. It depends on the number 
of vacancies offered by the institution. The most important is 
whether it was classified. 

In the second part was made a search on the Internet to find 
a free software of data mining to be used. A software to receive 
an input data and perform data mining for patterns not explicit. 
During the study found information about several tools such as 
KDB2000, KNIME, MDR, Orange, Tanagra and Weka. After 
analyzing the software Weka was chosen because it is widely 
used, many options for implementing data mining algorithms 
and be well documented. Their characteristics are described in 
detail in (Witten and Frank [8]), whose authors are responsible 
for the implementation of the tool. 

The next step was to define what characteristics of the 
candidates would be considered to verify the association 
between these characteristics and the results of the candidates 
in selection processes. After analyzing the characteristics were 
defined five attributes: sex, marital status, age, the exemption 
from registration fees and disability. Low-income candidates 
may request exemption from registration fee in a selection 
process, being that this request may or may not be accepted. 
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The attribute in this case seeks to assess the performance of 
low-income applicants. 

The next stage was to define how the data would be 
prepared for mining. It was decided to use attributes 
independent of each other and that had 100 or more records in 
database, because a small sample could lead to errors. 

IV. DATA PREPARATION 

The data preparation began with cleaning the data,  to 
extract only those who contribute to the aims of research. 

During the development of this research had contests in 
progress but without result, because of this the data subsequent 
to October 2011 were not extracted. 

As described, the processes of selection IFMG include: 
Tender for Admission, Simplified Process for Substitute 
Teacher Selection and Selective Processes of Trainees. 

The Selection Process of Trainees has a different audience 
of others, so data for these candidates have different 
characteristics, especially in relation to age, marital status and 
income. Data from this type of process were ignored. For this 
research were considered candidates for Tender for Admission, 
Simplified Process Selection.  

Applications are accepted when the applicant makes the 
payment of registration fee or is entitled to exemption from this 
fee. In this study we considered the applications accepted. The 
data of candidates that did not make tests does not interfere in 
final result. 

In selecting the data are considered those with 100 or more 
occurrences. Then went to look for attributes that were less 
than 100 records which will be disregarded. Therefore, the data 
related to disability were not considered, only 74 candidates 
were declared to have any special needs. Evaluating the marital 
status, it was found that only 28 candidates were widowed, so 
they were grouped in the same category of divorced. 

The last step in the data preparation was the elimination of 
any records that contained incorrect information. It was 
realized that several candidates make mistakes to fill the date of 
birth during registration, for example, some candidates whose 
year of birth was filled in with the value 2011. Were 
considered only those who have filled the year of birth as 1993 
or less, whereas the minimum age to occupy public post in 
Brazil is 18 years. 

Date of birth itself is not an interesting value in search of 
patterns, because of the large number of distinct occurrences. 
The candidates were grouped into three age groups according 
the date of birth: less than 30 years old; between 30 and 45 
years old; and more than 45 years old. 

After making data preparation including the definition of 
the five attributes: sex, marital status, age, the exemption from 
registration fees and disability,  these data was exported from 
the database in CSV format. After the cleaning process, were 
obtained 9952 records. 

V. DATA MINING AND RESULTS 

According to research, to data mining software was used 
Weka (Waikato Environment for Knowledge Analysis), 

version 3.6. The code was first developed in 1993 at the 
University of Weikato in New Zealand. It was built with the 
Java language, supports multiple file extensions as input, one 
of which is the CSV format. 

In the dataset, one of the attributes is considered the class 
attribute, while the others are attributes predictive. In this 
research, the class attribute is what shows if the candidate is 
classified. This attribute is populated with the values yes or no. 
All other predictive attributes will be evaluated in relation to 
the class attribute. 

In Weka software, the last attribute is considered by default 
as the class attribute, but to change this order is possible.  

In the home screen of the program is the option to open a 
file with the data to be mined. In this work it was used a file in 
the CSV format, exported from Recepta system database. After 
loading the file, Weka’s screen displays bar graphics that allow 
comparing each predictive attribute in relation to the class 
attribute, as shown in the Figure 2. 

 

Figure 2.  Comparison Graphic of the class attribute with a predictive 

attribute. 

Next, several algorithms available in the software have 
been tested. Four of them brought results most relevant to the 
aims of research. 

Inside of the classification algorithms, available in tab 
“Classify”, there is a folder called Trees, which contains some 
algorithms that build decision trees. Below is the result brought 
by the algorithm “RandomTree”, with highlights in areas 
considered most important for this work (Table 1). 

Table 1 – Algorithm “RandomTree” 

RandomTree 

========== 

 

exemption = no 

|   sex = m 

|   |   age_range = between 30 and 45 

|   |   |   marital_status = married : no (898/83) 

|   |   |   marital_status = single : no (808/73) 

|   |   |   marital_status = divorced or widower : no (68/4) 
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|   |   |   marital_status = other : no (55/1) 

|   |   age_range = less than 30 

|   |   |   marital_status = married : no (300/31) 

|   |   |   marital_status = single : no (1718/166) 

|   |   |   marital_status = divorced or widower : no (3/1) 

|   |   |   marital_status = other : no (18/2) 

|   |   age_range = more than 45 

|   |   |   marital_status = married : no (205/10) 

|   |   |   marital_status = single : no (55/2) 

|   |   |   marital_status = divorced or widower : no (31/2) 

|   |   |   marital_status = other : no (17/1) 

|   sex = f 

|   |   age_range = between 30 and 45 

|   |   |   marital_status = married : no (1113/59) 

|   |   |   marital_status = single : no (985/49) 

|   |   |   marital_status = divorced or widower : no 

(206/13) 

|   |   |   marital_status = other : no (75/3) 

|   |   age_range = less than 30 

|   |   |   marital_status = married : no (567/45) 

|   |   |   marital_status = single : no (2083/140) 

|   |   |   marital_status = divorced or widower : no (25/0) 

|   |   |   marital_status = other : no (35/3) 

|   |   age_range = more than 45 

|   |   |   marital_status = married : no (183/8) 

|   |   |   marital_status = single : no (110/6) 

|   |   |   marital_status = divorced or widower : no (84/3) 

|   |   |   marital_status = other : no (19/2) 

exemption = yes 

|   sex = m 

|   |   age_range = between 30 and 45 

|   |   |   marital_status = married : no (11/1) 

|   |   |   marital_status = single : no (14/0) 

|   |   |   marital_status = divorced or widower : no (2/0) 

|   |   |   marital_status = other : no (1/0) 

|   |   age_range = less than 30 

|   |   |   marital_status = married : no (9/1) 

|   |   |   marital_status = single : no (73/1) 

|   |   |   marital_status = divorced or widower : no (0/0) 

|   |   |   marital_status = other : no (1/0) 

|   |   age_range = more than 45 : no (3/0) 

|   sex = f : no (177/0) 

 

Size of the tree : 48 

 

Correctly Classified Instances     9241           92.8557 % 

Incorrectly Classified Instances    711              7.1443 % 

 
 
The algorithm "RamdomTree" constructs a decision tree by 

filling out the class attribute with the value that appeared most 
frequently, informing in the end of each line how many 
instances are not in accordance with this model. For example, 
in the tenth row of result, the model predicts that if the 
candidate is male, has no exemption from the registration fee, 
has less than 30 years of age and is single, the trend is that isn't 
qualified, based on what happened in most situations However, 
the result shows how many times the test was performed 
(1718) and how often the class attribute was different from that 

described in the model (166). That is, the 1718 candidates with 
these characteristics, only 166 were classified. In this tree in all 
cases the class attribute will be considered as "no", because 
most candidates could not (the total percentage of qualified 
applicants was 7.14%). This Randon tree allows check which 
the numeric pattern that was repeated over. In 166 cases a male 
candidate, who had no exemption from the registration fee, has 
less than 30 years old and is single managed to qualify.  Of the 
total 9,952 candidates analyzed, 9241 were not classified. 
Among 711 qualified candidates, 166 candidates has pattern 1 
(male candidate, the exemption from the registration fee, has 
less than 30 years old, single). In numerical terms is the pattern 
1 that appears most frequently. In percentage terms (10.33%) 
of the 300 candidates 31 were classified presenting the pattern 
2 (male candidate, the exemption from the registration fee, has 
less than 30 years old, married), managed to qualify. That is, 
the pattern 2 (10.33%) in percentage terms represents a 
superior result to the pattern 1 (7.14%).  

In the end, the algorithm shows the Correctly Classified 
Instances with 9241 events (92.8557%) and Incorrectly 
Classified Instances with 711 occurrences ( 7.1443%).The 
model defines the classifier attribute as no. The classifier 
attribute tends to be no. When the classifier attribute  is yes the 
program describes how misclassification because it did not 
follow the trend indicated by the model. The percentage of 
Incorrectly Classified Instances refers to cases where the class 
attribute is yes. The misclassification shows how many times 
the model was not followed.  

Another classification algorithm was tested 
“AdaBoostM1”, which is in the folder “Meta”. The first rows 
of the result are transcribed below (Table 2).  

Table 2 – Algorithm “AdaBoostM1” 

AdaBoostM1: Base classifiers and their weights:  

 

Decision Stump 

 

Classifications 

 

sex = m : no 

sex != m : no 

sex is missing : no 

 

Class distributions 

 

sex = m 

no                           yes  

0.9116550116550116 0.08834498834498834  

sex != m 

no                           yes  

0.9415400918403392 0.0584599081596609  

sex is missing 

no                           yes  

0.9286575562700965 0.07134244372990353  

 
 
This algorithm compared each predictive attribute with the 

class attribute, informing the percentage of occurrence of each 
value of class attribute. In our test, it presents information quite 
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interesting in sex attribute. The last line of the example 
presents the total, without considering the sex of the candidate. 
As stated previously, in general, about 7.14% of the candidates 
were classified in selection processes. Approximately 8.83% of 
candidates classified are men and 5.84% are women. 

The last classification algorithm used was the 
“NaiveBayesSimple”, located in folder “Bayes”. Below is 
described the result of the test (Table 3). 

Table 3 – Algorithm “NaiveBayesSimple” 

Naive Bayes (simple) 

 

Class no: P(C) = 0.92857143 

 

Attribute exemption 

no              yes  

0.96873648 0.03126352  

 

Attribute marital_status 

married          single            divorced or      other 

                                           widower    

0.33290071    0.59928618     0.04391088    0.02390223 

 

Attribute sex 

m              f  

0.42319342 0.57680658  

 

Attribute age_range 

between 30 and 45    less than 30     more than 45  

0.43374797             0.49302326      0.07322877 

 

Class yes: P(C) = 0.07142857 

 

Attribute exemption 

no              yes  

0.99438202 0.00561798  

 

Attribute marital_status 

married          single            divorced or      other 

                                           widower    

0.33473389     0.61344538     0.03361345    0.01820728 

     

Attribute sex 

m              f  

0.53370787 0.46629213  

 

Attribute age_range 

between 30 and 45     less than 30   more than 45 

0.40252454         0.5483871     0.04908836 

 
This algorithm first separated the class attribute, and then 

compared it with each attribute predictive. The class attribute 
refers to the exemption from the registration fee. The table 
shows those candidates who  failed the exemption from the 
registration fee ( 0.92857143) and those who got the exemption 
(0.07142857). This result provides an interesting analysis, 
when comparing the percentages in each attribute. According 
to Table 3, the age range has attribute values near between 30 

and 45 (0.43374797) and less than 30 (0.49302326) 
representing a majority for the "Class no". The "Class yes" also 
presents values close  between 30 and 45 (0.40252454) and less 
than 30 (0.5483871) The marital status attribute to the "Class 
no" has values close to married (0.33290071) and single 
(0.59928618) and the "Class yes" features were similar 
between married (0.33473389) and single (0.61344538). The 
results show that age and marital status did not significantly 
affect the probability of classification, since the values "yes" 
and "no" are very close. However, in the attributes sex and 
exemption from the registration fee this difference is large. 
There is 3.12% of candidates with exemption from the 
registration fee among those who were disqualified and 0.56% 
among those who were qualified. In other words, candidates 
with lower income had performance far below the overall 
average. Among the 291 candidates with exemption from the 
registration fee, only 3 were qualified which represents 1.03%. 

In relation to associative algorithms, the most relevant 
among the tested was “PreditiveApriori”, which lists a 
maximum of 100 found best rules. Below are listed the 15 main 
rules (Table 4). 

Table 4 – Algorithm “PreditiveApriori” - 15 main rules 

 

Best rules found: 

 

1. age_range=between 30 and 45 ratified=yes 286 ==>   

exemption=no 285    acc:(0.99491) 

2. marital_status=single sex=f ratified=yes 195 ==> 

exemption=no 195    acc:(0.99488) 

3. sex=f age_range=less than 30 ratified=yes 188 ==> 

exemption=no 188    acc:(0.99486) 

4. exemption=yes sex=f 177 ==> ratified=no 177    

acc:(0.99483) 

5. marital_status=single sex=m ratified=yes 242 ==> 

exemption=no 241    acc:(0.99477) 

6. exemption=yes marital_status=single 218 ==> 

ratified=no 217    acc:(0.99463) 

7. marital_status=married sex=f ratified=yes 112 ==> 

exemption=no 112    acc:(0.99428) 

8. marital_status=married sex=f age_range=more than 

45 184 ==> exemption=no 183    acc:(0.99424) 

9. marital_status=single age_range=more than 45 166 

==> exemption=no 165    acc:(0.99389) 

10. marital_status=married ratified=yes 238 ==> 

exemption=no 236    acc:(0.99378) 

11. sex=m age_range=more than 45 ratified=no 296 

==> exemption=no 293    acc:(0.99318) 

12. exemption=yes 291 ==> ratified=no 288    

acc:(0.993) 

13. marital_status=married sex=m age_range=more 

than 45 207 ==> exemption=no 205    

acc:(0.99274) 

14. sex=m age_range=less than 30 ratified=yes 202 

==> exemption=no 200    acc:(0.99251) 

15. marital_status=other age_range=more than 45 36 

==> exemption=no 36    acc:(0.98762) 

exemption=no sex=f 81    acc:(0.7181) 
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In the results above are described associations that appeared 
most often, with the percentage corresponding to that situation. 
Attribute of exemption from the registration fee appears several 
times, since the vast majority of candidates have not obtained 
this exemption. The rule number 4, that combined (sex=female 
and exemption=yes) the two attributes that had lower 
performance. In the analyzed data, were 177 female candidates 
who had exemption from registration fee, i.e., has low income, 
and none of them is in the list of qualified. The rule number 6 
shows us that low-income single candidates 
(marital_status=single and exemption=yes) had very low 
performance, because of 218 candidates in this situation, 217 
were disqualified.  

The software also lets you select which attributes will be 
considered in the test. In the example below were taken into 
account only the attributes sex and marital status, in association 
algorithm “PreditiveApriori” (Table 5). 

Table 5 – Algorithm “PreditiveApriori” - attributes sex and marital 
status 

Best rules found: 

 

1. marital_status=other 232 ==> sex=f 140      

acc:(0.59134) 

2. marital_status=divorced or widower 428 ==> sex=f 

323    acc:(0.45237) 

3. sex=m 4290 ==> marital_status=single 2668    

acc:(0.42982) 

4. marital_status=other 232 ==> sex=m 92    

acc:(0.41665) 

5. sex=f 5662 ==> marital_status=single 3309    

acc:(0.39666) 

6. marital_status=married 3315 ==> sex=f 1890    

acc:(0.37453) 

7. marital_status=single 5977 ==> sex=f 3309    

acc:(0.34185) 

8. marital_status=single 5977 ==> sex=m 2668    

acc:(0.31202) 

9. marital_status=married 3315 ==> sex=m 1425    

acc:(0.28479) 

10. sex=f 5662 ==> marital_status=married 1890    

acc:(0.2438) 

11. sex=m 4290 ==> marital_status=married 1425    

acc:(0.24006) 

12. marital_status=divorced or widower 428 ==> 

sex=m 105    acc:(0.14226) 

13. sex=f 5662 ==> marital_status=divorced or 

widower 323    acc:(0.02419) 

14. sex=m 4290 ==> marital_status=divorced or 

widower 105    acc:(0.01379) 

15. sex=f 5662 ==> marital_status=other 140    

acc:(0.01376) 

16. sex=m 4290 ==> marital_status=other 92    

acc:(0.01373) 

 
Assessing the Rule 2, we see that among those divorced or 

widowed women who participated in the selection process, the 

number of women exceeds the number of men, because they 
are 323 in total of 428, or 75.47%, this particular attribute . 

Table 5 allows better understand the candidates profile who 
participated in the selection process. 

Rule 3 shows that of 4,290 men surveyed, 2,668 are single 
which represent 62.19% of the total. Rule 5 shows that among 
the 5,662 women, 3,309 are single, thus 58.44%. Most 
candidates are single, this index shows that the number of 
single men more than single women. Rules 10 and 11 show the 
number of married men and women. Married men are 1225 
(33.21%) and married women are 1890 (33.38%). That is, the 
percentage of married people is almost the same considering 
men and women. 

VI. CONCLUSION 

The use of the software allowed the discovery of patterns in 
the database, noting that the performance was different 
according to selection attributes. Considering the sex attribute, 
it was revealed that the men fared better than women. The poor 
candidates had a result less than the other candidates. Another 
interesting pattern was discovered in the relationship between 
marital status and sex. The evaluation results showed that most 
people widowed or divorced who participated in the selection 
processes are female. In relation to the married people, the 
percentage of men and women is almost the same.The software 
Weka has many mining algorithms, which may be relevant to 
other databases. The usability of the tool is good, and is 
compatible with a widely used file standard, the csv standard. 
As a suggestion for a future work, evaluate the relationship 
between other factors and classification, as the relationship 
between physical disabilities and classification or between 
physical disabilities and income. 
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ABSTRACT 

 

In this study, a research approach is proposed for 

providing better ways of controlling the 

development of different levels of services in cloud 

computing environment. The approach is based on 

multi-paradigm conduct through implementing the 

hermeneutic circle: from theory to data (deduction), 

and from data to theory (induction), guided by the 

Control Theory [5] and the application of an 

interpretive case study as described by Benbasat et 

al. (1987), [2]. Two significant findings are 

anticipated from this research: theoretical-based 

guidelines for developing standardized cloud 

computing SaaS services and generalized standards 

that offer unified methodology of interfacing SaaS 

services to different SaaS-provider platforms. 

Keywords: Cloud Computing, SaaS Services, 

Control Theory, Firm-based case study, Standards 

 

1. INTRODUCTION AND MOTIVATION 

 

Armbrust et al. (2009), [1] define cloud 

computing as the applications delivered as services 

over the Internet and the hardware and systems 

software in the datacenters that provide those 

services.  It is motivated by the construction of 

large scale datacenters, new technology trends such 

as scalability and portability, new business models, 

and new application opportunities such as mobile 

interactive applications [1]. Cloud computing has 

attracted good deal of both of providers who look 

for more business benefits and users who seek 

services that are offered in low cost. However, 

users are still concerned about how reliable these 

services are with respect to its availability, 

transferability, and confidentiality.  There is a little 

research that offers better ways for how to control 

developing the cloud computing services.  

Therefore, the central research question of this 

study is:  

How do SaaS (Software as a Service) providers in 

cloud computing context better control developing 

different levels of services in an efficient manner 

that meet stakeholder requirements?  

This research question generally addresses 

two of three main obstacles identified by Armbrust 

et al (2009), [1]: cloud computing adoption 

obstacles (e.g. availability and data lock-in), and 

cloud computing growth (e.g. data transfer 

bottleneck). Availability refers to the continuity of 

SaaS services that are provided to users. Data-lock 

in refers to the obstacle that may prevent users from 

moving their data and programs from one provider 

to another due to the lack of standardized interface. 

Last, data transfer bottleneck refers to a high-cost 

situation that may face users when they choose to 

place or move data from a datacenter of
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Level of virtualization / 

Application model  
High-level 

virtualization 

Intermediate-level 

virtualization 

Low-level 

virtualization 

Computational model    

Storage model    

Communication model    
 

Table 1. Resources visualization based on applications models and levels of abstractions 

 

a provider to another. Cost can add up quickly, 

making the cost of data transfer a significant issue. 

The nature of application models and the 

levels of managed services offer various level s of 

sophistication that may seem difficult to develop, 

manage and control, particularly to meet the 

stakeholders’ needs. That is, any cloud application 

may need three levels of models: computation 

model, storage model, and communication model. 

On the other hand, SaaS services differ in the level 

of abstraction or virtualization that will be presented 

to the users/programmers. There are three levels of 

virtualized services: high-level virtualization, 

intermediate-level virtualization, and low-level 

virtualization. Table 1 shows a grid of different 

combinations between the application models and 

the levels of managed services. 

As we go across any one application model 

from left to right, we expect to see different levels 

of abstraction with respect to what is offered to 

users. For instance, for high-level virtualization, a 

provider should offer the following features:  less 

control to users, great automatic scaling, and high 

availability (e.g. Google AppEngine). Low-level 

virtualization offers: more control to users, less 

automatic scalability and failover (e.g. Amazon 

EC2). Finally intermediate-level virtualization 

offers general-purpose computing that is good for 

both users and programmers (e.g. Microsoft Azure).  

There are two aspects through which this 

research shows an importance. The first aspect is 

that businesses (SaaS providers) must maintain 

significant level of control over their products, thus 

managing the quality and progress of the resulting 

software outcomes. Given the dynamic nature of 

cloud computing services (e.g. various business 

requirements, various users, and high sophistication 

of offered services), SaaS providers must ensure 

they have explicit and formal control in a 

development environment that is distributed and 

unstable. The second aspect is related to the needs 

of potential SaaS users: Availability, data lock in, 

and data transfer bottleneck. Unless these needs are 

met, it is difficult to see a surge in cloud computing 

adoption.  Thus, SaaS providers should consider 

these users’ needs to be built in the introduced SaaS 

services. 

2. RESEARCH APPROACH 

 

A research line to address this proposed study is 

through implementing the hermeneutic circle: from 

theory to data (deduction), and from data to theory 

(induction). This research conduct is expected to 

increase our understanding for finding richer 

insights from both approaches (deduction and 

induction) that are complementary and more 

informative. An approach to conduct this research 

comes into two main steps. First, we follow the 

approach of Emergent Outcome Control by Harris et 

al., 2009, [3], that is based on the Control Theory by 

Ouchi (1977), [5], to represent an outline for how to 

conduct this study. This theory can be viewed as 

shown in Figure1. Second, we follow the above 

iterative outline to conduct an interpretive case 

study. Benbasat et al. (1987), [2], specify, in 

general, the steps to follow for conducting a case 

study: (1) Decide the unit of analysis (SaaS service). 

(2) Decide multiple-case design for generalizability 

purposes (e.g. 10 firms). (3) Decide site selection 

for replication and confirmation (similarity of 

results). (4) Deicide data collection methods 

(documentation, interviews, archival records, 
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Figure 1. Emergent outcome control, adapted from Harris et al. (2009) 

 

direct observation, and physical artifacts). (5) 

Perform the data analysis and exposition (finding 

significant patterns). 

The industry collaboration will be employed to 

conduct this study. It would probably be from small 

and medium sized firms, as large firms seem to own 

their own datacenters and less likely to participate. 

Following the iterative outline in Figure 1, we first 

determine the scope boundaries of SaaS services of 

interest. For example, there are concerns originating 

from potential users about the difficulties of 

extracting their data from one cloud to another, 

which may prevent some organizations from 

adopting cloud computing.  Therefore, the service 

boundary becomes building suitable and 

standardized software interface that mitigates the 

data lock-in problem.  Second, there will be an 

iteration process across participating firms in order 

to build a good understanding about the set of 

requirements and virtualization levels that should be 

accounted for when building SaaS services. 

Feedback on current outcomes from the various 

firms will guide the process of extending or 

shrinking the previous boundaries. Next, set of 

general software protocols are determined as newer 

version of the previous outcome that addresses the 

obstacles of data lock-in and confidentiality (e.g. 

Ajax is a good example as a front-end for cloud 

computing). These protocols will be evaluated 

iteratively according to predetermined rules for 

confirmation purposes until the final outcomes reach 

to reasonable consensus of agreement on their 

applicability and suitability. 

3. ANTICIPATED CONTRIBUTION 

 

  The overall conduct of the study is 

behavioral as we are aiming to address better ways 

of controlling SaaS development process. However, 

an anticipated finding of this multi-paradigm study 

is a generalized set of software standards that are 

necessary for successful implementation of SaaS 

services across many organizations.  As articulated 

in Hevner et al (2004), [4], an artifact is to solve 

relevant problems and create innovation. Thus, we 

argue that developing generalized outline of SaaS 

standards represents an artifact to be added to the 

knowledge base.  Additionally, we anticipate two 

general findings from this study. First, theoretical-

based guidelines for SaaS services development will 

be proposed as better ways for efficient control and 

maintainability. Second, set of generalized standards 

will be proposed to impose unified methodology of 

interfacing SaaS services. These two findings are 

the potential theoretical contribution of this study. 

When this study is complete, we anticipate offering 

better ways for creating good software quality, 

hence mitigating the issue of less cloud computing 

adoption and growth. Armbrust et al (2009), [1], 

 

Scope 

Boundaries 

(Limit Choices) 

Iteration 

Produced 

(Emerging 

Outcome) 

 

Final Outcome Feedback 

 

More work required 
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argue that among the most important software 

quality of SaaS service are the high availability, 

preventing data lock-in, and confidentiality. We 

argue that the outcomes of this theoretical-based 

research will meet these software quality 

requirements. 
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ABSTRACT 

 
Today’s corporate managers face challenges in information 
technology (IT) adoption with great stakes. The waiting period 
for an IT investment to be realized, if any, could be long; thus 
word-of-mouth information propagation may not help them to 
make wise decisions. Though information used by early 
adopters to make their decisions may not be available to the 
public, late adopters can often observe the decisions made by 
the early adopters and infer hidden information to supplement 
their own private information. Observational learning theory 
applies when a person uses observed behavior from others to 
infer something about the usefulness of the observed behavior. 
Walden and Browne proposed a simulation procedure to model 
the influence of observational learning in sequential decision 
makings. Previously, we proposed a dynamic Bayesian network 
(DBN) to model sequential decision makings under the 
influence of observational learning. In the present study, we 
show how to infer a DBN model from simulated data. Hidden 
Markov model and artificial neural networks were used to infer 
the DBN model. Their performance will be discussed. 
 
Keywords: Sequential Decision Making, Observational 
Learning, Dynamic Bayesian Network, Hidden Markov Model, 
Artificial Neural Networks 
 

1. INTRODUCTION 
 
Today’s corporate managers face challenges in information 
technology (IT) adoption with great stakes. IT together with 
telecommunication has been considered the main driver for the 
economic growth of many countries in the new economy era 
since 2000s. To many companies, IT has become an 
indispensable part of their core competence with several 
characteristics. First, IT is becoming so powerful and complex 
that a fair assessment of its merits is difficult. Second, capital 
investments in IT are substantial, yet returns on investments 
often take time to materialize. Brooks has shown that software 
and other technological components are complex artifacts ever 
built by human beings [1]. In some cases, impacts of new 
technologies may take years to be realized [2]. Owing to these 
reasons, corporate managers need different kinds of tools and 
practices to help them make wise decisions in IT adoptions. 
 
When people make decisions with limited or asymmetric 
information, they use different practices to correct this 
information deficiency. Observational learning occurs “when 
one person observes the behavior of another person and infers 
something about the usefulness of the behavior based on that 
observation” [3]. Research shows that, due to information 
asymmetry, people use what they observe from others to update 
their own private information or belief about a decision making 

[4]. Observational learning often leads to an interesting 
phenomenon called informational cascades [5]. 
 
An informational cascade occurs “if an individual’s action does 
not depend on his private information signal” [5]. Walden and 
Browne [3] developed a theoretical extension of the 
observational learning model in [5], where a binary private 
signal is generated for each decision maker who chooses to 
adopt or reject an action. In [3], a continuous private signal is 
issued to each individual who also chooses to adopt or reject an 
action. Changing the private information signal from binary to 
continuous has produced many interesting results. For example, 
unlike the easy informational cascading in the case of binary 
signals, Walden and Browne showed that there are always late 
decision reversals in a sequence of decision makings. That is, 
informational cascades do not occur in the case of continuous 
signals. 
 
A simulation procedure was used to investigate the extended 
observational learning theory [3]. In a later study, we showed 
that the Walden and Browne (WB) model can also be 
investigated from the perspective of a dynamic Bayesian 
network (DBN) [6]. In the present study, we consider the 
problem of inferring the DBN from simulated data. Hidden 
Markov model (HMM) and artificial neural networks (ANN) 
are used to infer the DBN model. 
 
This paper is organized as follows. We briefly discuss the WB 
model and our DBN perspective first. Then, HMM and ANN 
are introduced to learn the DBN, given simulated data. 
Experimental results will be presented next, followed by 
discussions and conclusions. 
 

2. MATERIALS AND METHODS 
 
Observational learning with continuous signals 
Walden and Browne used a continuous signal to denote the 
private information received by an individual [3]. A sequence of 
individuals will make a decision of choosing technology A (e.g., 
adopt the cloud computing IT) or technology B (e.g., reject the 
cloud computing IT). Assume that technologies A and B emit 
signals from the normal distributions and 

respectively, and

),( 2σµ AN

),( 2σµBN BA µµ > . An individual chooses 
A if the following condition is satisfied: 

 

β
µ
µ

≥
)|(
)|(
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A
sp
sp               (1) 

 
Here s is a private signal received by the individual, 

and are the probability distribution )|( Asp µ )|( Bsp µ
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functions (pdfs) of  and , respectively. 
Plugging in pdfs to solve for s, we obtain the following decision 
rule: 
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Using signal detection theory [7], Walden and Browne set the 
decision threshold β as follows: 
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Here k is common to all individuals and involves the relative 
benefit of B to A. For the first individual, we can assume 
technologies A and B are equally good, thus )Pr B(µ = )Pr A(µ . 
For the remaining decision makers, these terms are posterior 
probabilities after observing previous decisions:  
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In the above equation, Dt denotes the decision made by the t-th 
individual. Using the chain rule of conditional probability, 
Walden and Browne deduce the following rule for updating 
decision thresholds: 
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where Dt = a or b when the t-th individual chooses technology 
A or B, and At consists of decisions made by all t-1 previous 
individuals. Decisions in At together determine the signal break-
point for the t-th individual via the threshold and Eq. 
(3). Consequently, we have the following identities when A is 
the true technology emitting private signals. 
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Similar identities can be derived when B is the true technology 
emitting private signals. If the t-th individual chooses 
technology A (i.e., Dt = a), tβ will be scaled down to form 1+tβ  
because ),|Pr),|Pr tAtB A(aA(a µµ < . Thus, the break-point 

)(βr for signal s is moved leftwards. There is more space for 
the next individual to choose technology A. On the other hand, 
if this individual chooses B, then β is scaled up, )(βr moves 
rightwards and there is less space for the next individual to 
choose technology A. 
 
 

Dynamic Bayesian Network 
In order to model the WB model as a DBN, we need to use two 
sequences of random variables to describe the dynamic involved 
in a sequential decision model [6]. The variable Xt represents a 
decision threshold tβ , thus 1)Pr( == ttX β , and the Yt variable 
represents the outcome of a decision. Thus, assuming that 
signals are drawn from technology A, then Pr(Yt | Xt) is given by: 
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In order to describe the fact that tβ scales up or down 
depending on the decision of the t-th individual, a causal link 
from Yt to Xt+1 must be established as follows: 

ttX β=

Yt Yt+1 

11 ++ = ttX β  

 
 

Figure 1. A DBN for observational learning 
 
The Xt+1 variable depends on Xt and Yt by rules in Table 1. This 
random variable has a discrete distribution and its value 
depends on the previous hidden state (Xt) and the previous 
decision (Yt). The WB model is now converted to a DBN in 
Figure 1 with relevant pdfs given in Eq. (7) and Table 1.  

 
Table 1. Conditional probability Pr(Xt+1|Xt, Yt) 

),|Pr 1 ttt YX(X +  ),( atβ  ),( btβ  
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µ
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The DBN perspective has a few advantages over the original 
WB model. First, the signal receiving and decision making step 
has been simplified to a binomial sampling step. Second, the 
dynamic updating of decision thresholds is replaced by clear 
rules in Table 1. The DBN in Figure 1 is also easy to interpret. 
It tells causal relationships among all relevant variables and 
shows how the system evolves as time moves ahead. 
 
Hidden Markov Models 
A hidden Markov model (HMM) is represented by a 5-tuple (S, 
V, A, B, P) where S = {s1, s2, …, sN} consists of N states that are 
not directly observable, V = {v1, v2, .., vM} denotes M observable 
outcomes emitted by a state, A = ((aij)) = Pr(sj | si) represents the 
transition probabilities between states, B = ((bjk)) = Pr(vk | sj)) 
represents the emitting probabilities of outcomes by states, and 
P = ((pi)) represents the initial probabilities of states [8]. 
 
Given an HMM with all needed components, a sequence of 
outcomes can be generated by (1) choosing an initial state 
according to the initial probability vector P; (2) emitting an 
outcome from this state by using the emitting probability matrix 
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V; (3) transiting to a next state by following the transition 
matrix A; and (4) repeating steps (2) and (3). This is a data 
deduction procedure commonly used in simulation studies. 
 
On the other hand, given sequences of outcomes (data), an 
HMM may be learned from the data and used for future 
predictions. This is a patterns induction procedure used in most 
data mining algorithms.  
 
Artificial Neural Networks 
Artificial neural network (ANN) has been successfully applied 
to solve many function approximation problems in engineering 
and social sciences. An ANN simulates the neural system of a 
brain to learn patterns from examples and uses the learned 
knowledge to make predictions for new data [9]. A basic data 
processing unit in a neural net is called a neuron which is 
connected to other neurons via synapses. The structure of an 
ANN refers to the number of neurons and the way they are 
distributed and connected.  
 
To simplify the computation, neurons are scattered into layers 
and information is transferred from layer to layer. The input 
layer represents the independent variables in a function 
approximation problem. The output layer corresponds to the 
dependent variable(s). Layers between the input and output 
layers are called hidden layers. An ANN with hidden layers is 
also called a multilayer perceptron (MLP). Without a hidden 
layer, a simple perceptron has limited learning capability [10]. It 
has been shown that an MLP can approximate arbitrarily well 
any continuous decision region provided that there are enough 
layers and neurons [11]. Learning an ANN from data is to find 
optimal synaptic weights to fit training data with known input-
output pairs. Attention must be paid to the network structure so 
that we do not overfit the model with data. A trained ANN can 
be used to predict output values for new input values. 

 
3. A SIMULATION STUDY 

 
To examine informational cascades of sequential decision 
makings under the influence of observational learning, both [3] 
and [6] presented a simulation study. 
 
Assume that two alternative technologies A and B are to be 
selected by a sequence of individuals. Suppose A is the better 
technology, thus all private signals will be emitted by its pdf, 
which is assumed be a normal distribution . We 
assume that  and 

),( 2σµAN
,1=Aµ ,0=Bµ 1,1 == σk in the previous 

section of observational learning with continuous signals.  
 
A simulation run of decision makings consists of 100 sequential 
decisions as explained previously. For the WB approach, this 
includes (1) drawing a signal from the pdf of technology A; (2) 
making a decision based on the signal, Eq. (2) and Eq. (3); (3) 
updating the new threshold according to the decision made and 
Eq. (6); and (4) continuing the process until the 100th decision is 
made. On the other hand, for the DBN approach, this includes 
(1) drawing a sample from the uniform distribution on (0, 1) to 
decide technology A or B according to Eq. (7); (2) updating 
conditional probability Pr(Xt+1|Xt, Yt) in Table 1; and (3) 
continuing the process until the 100th decision is made.  
 
Because the simulation is based on probabilistic samplings, one 
run of simulation can differ from another run of simulation 
substantially. Thus, a total of 1000 runs of simulation are 

conducted to smooth out fluctuations between runs. At the end, 
the average correct decision rate for each decision position 
(from 1 to 100) is reported. The average correct decision rate at 
a position is the number of correct decisions (i.e., choosing A) 
at that position out of total runs divided by 1000. 
 
Figure 2 shows that both approaches yield very similar cures of 
average correct decision rate. Both approaches have an average 
correct rate curve that starts low at around .70 and increases to 
around .95 at the later stage. The correlation value between 
these two sequences of average correct decision rates is .994 
and the mean absolute error (MAE) is .013. Other simulation 
types including random updating of decision thresholds and 
cases of tertiary decisions can be considered with the DBN 
approach. 
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Figure 2. Comparison of WB and DBN approaches. 

 
 
4. LEARING PATTERNS OF SEQUENTIAL DECISIONS 
 
The last section presents a simulation study based on WB and 
DBN models. We now consider the reverse process of 
discovering models from data. Since real sequential decisions 
are hard, if not impossible, to obtain in business, we use 
simulated data from the DBN approach to learn patterns of 
sequential decisions under the influence of observational 
learning. 

 
Training samples 
The DBN approach is used to generate training samples for 
learning patterns of sequential decisions. In total, 1000 
observation sequences are outputted from the simulations. Each 
observation sequence consists of 100 sequential decisions of 1 
(for choosing A) or 0 (for choosing B). 
 
Using HMM as a learning tool 
HMM is a special DBN when it is spread out in steps. In order 
to use HMM, we need to decide the number of hidden states and 
the number of observable outcomes. Since there are only two 
possible decisions (1 or 0), we choose 2 hidden states and 2 
emitted outcomes. The 1000 observation sequences of training 
samples are fed into a Baum-Welch (also called a forward-
backward) learning algorithm to learn parameters of an HMM 
[8]. These parameters include the initial probability for each 
state, outcomes emitting probabilities and states transition 
probabilities. 
 
The trained HMM is used to generate 1000 sequences of 
simulated outcomes. The simulation is obvious and 
straightforward, given the full parameters of an HMM. Each 
sequence consists of 100 sequential decisions. The average 
correct decision rate is computed as before and compared with 
that from the DBN approach. 
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Using ANN as a learning tool 
In order to use ANN as a learning tool, we need to set up an 
input-output correspondence, i.e., input variables and output 
variables. Using the DBN perspective (Figure 1) as a guideline, 
we can set up a correspondence as  
 

),(1 ttt Df ββ =+  
 
Since tβ determines the distribution of Dt according to Eq. (7), 
we will use the probability of choosing A as the surrogate 
variable. Let denote the probability of choosing A at the t-th 
position. can be determined from Eq. (7). Then, we will 
approximate the following function with ANN. 

tp

tp

 
),(1 ttt Dpfp =+                                                 (8) 

 
To prepare training samples for the ANN learning, we use the 
average correct decision rate from the DBN simulations to 
denote t , i.e. t = (number of decision A at position t)/1000. 
The D

p p
t variable is extracted from the 1000 observation 

sequences of the DBN simulations. Instead of using the full set 
of 1000 observation sequences to train a single ANN model, we 
train 10 ANN models with smaller data sets and average outputs 
from these 10 ANN models to make predictions. More 
specifically, we randomly choose 100 observation sequences 
from the DBN simulation to train an ANN model. This 
procedure is repeated 10 times to get 10 ANN models, which 
are bagged to get the final predictor. The idea is similar to a 
bagging predictor [12]. 
 
Since our model in Eq. (8) has only two inputs and one output, 
we do not need to use a complicated network structure. One or 
two hidden layers will suffice for our data set. Though our data 
set may be potentially large, e.g., 100 observation sequences 
with 100 sequential decisions will produce 9900 input-output 
pairs, of which many are simply duplicates. After using a trial-
and-error approach with test data, we decided to use a two 
hidden layer structure – the first hidden layer has 4 neurons and 
the second hidden layer has 2 neurons. Our final MLP has 2, 4, 
2, 1 neurons in the respective layer. The Sigmod function was 
chosen to be the activation function. 
 
After the bagging aggregator is trained, it is used to predict the 
probability in a simulation of sequential decisions. The first 
decision is simulated by using the average correct rate at 
position 1 from the DBN simulation. A random sample is drawn 
from the uniform distribution on (0, 1) and compared with this 
average correct rate to choose technology A or B. After the 
decision is made, it is plugged into Eq. (8) with the learned 
bagging ANN predictor to predict the next probability of 
choosing A. This process continues until the 100

tp

th decision is 
made. Again, 1000 runs of simulation are conducted to calculate 
the average correct decision rate from the learned ANN model. 

 
5. EXPERIMENTAL RESULTS 

 
In this section, we present the experimental results from 
different simulation scenarios. 
 
The standard case 

In the standard case, we assume k=1. Thus, the relative benefit 
of choosing A or B is equal to one. The previous simulation 
study has shown that the average correct decision rate increases 
from around .70 at position 1 to around .95 at position 100. 
Figure 3 shows the average correct decision rate curves from 
DBN, HMM and ANN. The DBN simulation was used to 
generate training samples for the other two to learn. Both HMM 
and ANN learn their model from the training samples, and use 
the learned model to simulate sequential decisions. The average 
orrect decision rate curve reports the simulation results using 

the trained model. 
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Figure 3. Comparison with DBN, HMM and ANN (k=1) 
 

The MAE between DBN and HMM is .013 and the same 
measure for DBN and ANN is .008. On the other hand, the 
correlation between DBN sequence and HMM sequence is .969, 
nd the same measure for DBN and ANN is .982. Thus, ANN 

tandard case. 

 technology B has a higher 
relative benefit than technolog A. This gives individuals less 
incentives to choose technology A. 

 

a
has learned a better prediction model for this s
 
Technology B has a higher relative benefit 
In this case, we assume k = 10, thus

y 
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Figure 4. Comparison with DBN, HMM and ANN (k=10) 

 
Figure 4 shows that the rate of choosing technology A is 
substantially smaller than that in the standard case. This is 
reasonable; because of a higher relative benefit for choosing B 
over A, an individual must have received a very strong signal in 
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order to make a decision of choosing A. The probability of 
choosing technology A is small at the beginning. When more 

dividuals select technology A, later individuals increase their 

 is .995, while the same measure 
r DBN and ANN is .992. Therefore, HMM is a better 

NN models. We 
assume that only the first 5  an observation 
sequence are used to train prediction models. 

 

in
belief in technology A through observational learning. 
 
The simulations show that the average correct decision rate 
increases from less than .10 at position 1 to around .60 at 
position 100. The MAE between DBN and HMM and ANN 
is .028 and .031 respectively. The correlation between DBN 
sequence and HMM sequence
fo
prediction model in this case. 
 
Technology B has a higher relative benefit and only partial 
sequences are used 
In this case, we assume that technology B has a higher relative 
benefit (k = 5), and only partial sequences from the DBN 
simulations are used to train HMM and A

0 decisions in
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rall, the HMM 
model also produces a smaller M E (.026 vs. .030) and a higher 
correlation (.993 vs. .9 odel. 

 

at from the HMM model. 
his is interesting if we consider the fact that the HMM model 

Figure 5. Comparison of models (k=5, only 50 decisions used) 
 

Since the relative benefit of B to A is not as big as the one in the 
previous case, we expect individuals to have more incentives to 
choose technology A. Figure 5 verifies this with an initial 
average correct decision rate of around .15 to the last rate of 
around .80 at position 100. Since we only use the first 50 
decisions to train HMM and ANN, their performance for the 
second half of decision sequences is more interesting. Figure 5 
shows that the HMM model performs better than the ANN 
model for this part of decision sequences. Ove

A
70) than the ANN m

6. DISCUSSIONS 
 

The experimental results show that HMM has a better capability 
than ANN in learning patterns of sequential decisions. When k 
is big, the average correct decision rate curve resulting from the 
ANN model is much jagged than th
T
has no causal links between tD  and 1+tβ . 
 
The DBN model in Figure 1 is our basis to construct the ANN 
model in Eq. (8). That is, the current probability of choosing A 
and the current decision outcome should together decide the 
next probability of choosing A. On the other hand, an HMM has 

causal links between hidden states only. Using transition 
probabilities, the next state is sampled based on the current state 
only. Outcomes from the current state have no effect on the 
sampling of the next state in HMM. This seems to contradict the 
ausal model explained by the DBN perspective of 

orithms such as 
support vector regressions with known capabilities in over-
fitting control may be re. 

  

al word-of-mouth 
formation propagation procedures may work for consumer IT 

erved behavior. Corporate 
anagers may practice observational learning to help them 

rred from observational learning has 
vershadowed the private information signal that an individual 

N 
erspective of the WB model in [6]. The DBN approach 

special case of DBN. The 
econd one, artificial neural network, is a popular learning 

 
r approximation. Its continuous output variable meets the type 

c
observational learning. 
 
The jaggedness of the ANN average correct decision rate curve 
may come from an over-fitted neural network. Because we have 
a small network structure with a bundle of data, though many of 
them are duplicates, we may over-fit the network to produce a 
sensitive predictor. The bagging procedure does not seem to 
overcome this difficulty. Other prediction alg

 considered in the futu

7. CONCLUSIONS 
 
Today’s corporate managers face challenges in IT adoption with 
great stakes. Corporate IT has become so powerful and complex 
that a fair assessment of its merits is difficult. Capital 
investments in IT are substantial, yet returns on investments 
often take time to materialize. Convention
in
decisions, but not for corporate IT decisions. 
 
Though it is usually difficult to obtain the private information 
that other companies use to make their IT adoption decisions, it 
is possible to observe what the other companies have decided in 
their IT adoption. Observational learning theory applies when a 
person uses observed behavior from others to infer something 
about the usefulness of the obs
m
make better IT adoption decisions. 
 
Observational learning is known to create informational 
cascades, a phenomenon when an individual’s action does not 
depend on his private information signal. When informational 
cascades occur, belief infe
o
uses to make his decision. 
 
Walden and Browne [3] proposed a simulation model to show 
that informational cascades do not occur when the private 
information signal is continuous. We presented a DB
p
demonstrated similar simulation results as the WB approach.. 
 
This study is focused on learning the DBN model resulting from 
observational leaning impacted sequential decisions. Two 
machine learning tools are used to learn the DBN. The first one, 
hidden Markov model, is itself a 
s
algorithm in artificial intelligence.  
 
The HMM learning approach does not consider impacts of the 
current decision (Dt) on the sampling of the next state. It also 
uses a limited number of hidden states to represent continuous 
information signals. On the other hand, the ANN learning 
approach uses the DBN perspective to model a functional form
fo
of private information signals in Walden and Browne [3]. 
 
The experimental results show that HMM has a better learning 
capability than ANN in our study. In the future, we plan to run 
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more tests with different learning algorithms and diverse 
training samples. Learning patterns of sequential decisions 
constitutes the reverse process of simulation studies as 
presented in [3, 6]. Together, simulation studies and patterns 

arning can help us better understand how observational 
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ABSTRACT 
 
Civil Infrastructure assets require continuous renewal 
actions to sustain their operability and safety. Allocating 
limited renewal funds amongst numerous building 
components, however, represents a large-scale 
optimization problem and earlier efforts utilized genetic 
algorithms (GAs) to optimize medium size problems yet 
exhibit steep performance degradation as problem size 
increases. In this research, after experimenting with 
various approaches of segmenting a large problem into 
multiple smaller sub-problems, clustered segmentation 
proved to be the most promising. The paper discusses the 
underlying life cycle analysis model, the various 
segmentation methods, and the optimization results using 
the improved GAs + clustered segmentation, which 
proved to be able to optimize asset renewals for 20,000 
components with no noticeable performance degradation. 
The proposed method is simple and logical, and can be 
used on variety of asset types to improve infrastructure 
fund allocation. Future extension of this research is then 
highlighted. 
 
Keywords: Capital Renewal, Asset Management, 
Computer Applications, Genetic Algorithms, Life Cycle 
Cost Analysis, Network-Level Decisions. 
 
 

1. INTRODUCTION 
 
Capital renewal is an essential asset management 
decision that is important to sustaining the serviceability 
of civil infrastructure assets (roads, bridges, water/sewer 
networks, educational buildings, etc.). In general, capital 
renewal involves two levels of decisions [1]: project-level 
decisions of the appropriate rehabilitation strategies to 
use for individual asset components (roof, windows, 
foundations, etc.); and network-level decisions of which 
asset components to repair in each year of the plan. Each 
level of decision, by itself, is a complex combinatorial 
problem that involves trying different combinations of 
actions to determine the best decision. For example, at 
the project level, consider the case of one bridge with 5 
main components (deck, substructure, superstructure, 
joints, and finishing) with four repair alternatives for each 
component. One decision can be (1, 2, 0, 3, 1) which 
represents the indices to the repair types for the five 

components, respectively. As such, the number of 

possible decisions (solutions) is 4� = 1,024. Expanding 
to the network level, on the other hand, consider a 
network of only 10 bridges that need to be repaired 
within a five-year planning period. The network-level 
decision involves deciding for each bridge i its year of 
repair (0, 1, 2, 3, 4, or 5). As such, for the ten-bridge 
network, the possible number of bridge selection 

combinations is 6	
 = 60,466,176, which is extremely 
large. Network level decisions, therefore, are much larger 
in size than project level decisions. Due to large problem 
size, finding optimum decisions becomes a very difficult 
task that existing systems have not been able to 
adequately address.  
 
In the literature, many researchers have proposed models 
for optimizing rehabilitation (renewal) decisions (e.g., 
[2]; [3]; [4]). These efforts provided interesting 
approaches to model life cycle cost analysis, however, 
none has proved to be able to handle very large-scale 
problems. Many commercial asset management systems 
also exist (Synergen, CityWorks, RIVA, etc.) but 
generally lack optimization capabilities and mostly use a 
simple ranking approach to prioritize assets for 
rehabilitation purposes [5]. Among the recent efforts that 
integrated both levels within an optimization framework 
is the Multiple Optimization and Segmentation 
Technique (MOST) developed by Hegazy and Elhakeem 
(2011). MOST (discussed briefly in the next section) 
handles a large-scale problem by first optimizing project-
level sub-problems and using their results to formulate a 
network-level optimization (Fig. 1). Using this approach, 
MOST utilized the Genetic Algorithms (GAs) technique 
to handle network-level problems for up to 8000 
components, simultaneously (one building has about 150 
components). This paper builds upon the MOST 
technique and improves its performance for real-life 
problems to suit the organizations that own a large 
number of building assets (e.g., school boards, industrial 
facilities, etc.).  
 
 

2. MULTIPE OPTIMIZATION AND 

SEGMENTAION TECHNIQUE (MOST) 
 
MOST was introduced as an integrated life cycle cost 
analysis model to support asset renewal for school 
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buildings administrated by Toronto District School Board 
(TDSB) in Canada. MOST uses a divide and conquer 
approach to segment the large optimization into a series 
of smaller optimizations, starting at the project level. 
Each individual optimization considers one building 
component and one possible repair year; and determines 
the best repair method and cost, for that component in 
that year. Within each small optimization, the 
formulation considers the component condition, 
deterioration behavior, and expected after-repair 
condition to determine the repair with the highest benefit-
to-cost ratio. The results of all the individual 
optimizations (suboptimal at the project level) then are 
passed to a single network-level optimization. 
 
The resultant of all project-level optimizations is a pool 
of best repair scenarios and their corresponding costs and 
benefits. These are used as the input to a network-level 
optimization to decide on repair timing. The objective of 
network-level optimization is to minimize the overall 

network deterioration index (��) while not exceeding 
the available repair budget. Rather than a one-shot 
optimization over the 5-year planning horizon, MOST 
uses a year-by-year optimization formulation, from the 
first year consecutively until the end of planning horizon 
(as indicated in Fig. 1). Using this formulation reduces 
the solution-space size and leads to better solution 
quality. In general, the overall parameters in the network-
level optimization (variables, objective function, and 
constraints) are as follows: 
 

Decision Variables: 

��
��
�
� �		 �	� �	� �	� �	���	 ��� ��� ��� ���. . . . .
. . ��� . .
. . . . .

	��		 ��� ��� ��� ��� �
��
��
�
						(1)			                     

            
where, Yjk = 0 (no repair), Yjk = 1 means component J is 
decided to be repaired in year k. 
  
Objective function: minimize the network deterioration 

index (��) 
 

��
= ∑ (� !"#$!	���� × &�'�)� 	+ 	∑ (�)�� × ��� × &�'�)�

∑ &�'��
		(2) 

 
∀	+	 ∈ -!./0"1   ,    ∀	1	 ∈ 23#4454$	60"5704			 

 
where, RIFj is the relative importance factor of 
component j; DIjk is the deterioration index of component 
j in year k; and IEjk is the improvement effect of repairing 
component j in year k, which is equal to: 
 

																												�)�� = )2�� − )2�
 																																	(3) 
 
 

 
where EPjk is the expected performance of instance j 
when repaired in year k and EPj0 is the initial 
performance of the component without repairs [6].  
 
Constraint: Total repair cost for selected components in 

year k ≤ budget limit in year k. 
 
Using these optimization parameters, and the results of 
the project-level optimizations, a life cycle cost analysis 
(LCCA) model was developed and implemented in an 
Excel spreadsheet, as shown in Fig. 2. Part (a) of Fig. 2 
shows a partial list of asset components, where each row 
is a component. The highlighted component (fire alarm 
system), for example, has a relative importance factor 
(defined internally by experts at the TDSB) of 90. The 
current performance (deterioration) before repairs is also 
72.49. The following columns then represent the cost and 
performance associated with repairs in year 1, 2, to 5 
(results of the project-level optimizations). For example, 
if the component is repaired in year 2 (as highlighted), its 
deterioration will be reduced from 72.49 to 24.31, at a 
cost of $42,350. Part (b) of Fig. 2 uses the data in part (a) 
to formulate the LCCA and the optimization parameters. 
As an example, the decision to repair the fire alarm 
system in year 2 is selected by assigning a value of 1 to 
the decision variable of year 2 (as shown). Accordingly, 
the LCCA model reads values for RIF (90); expected 
performance after repair in year 2 (24.31); and repair cost 
($42.350). The combination of component decisions 
determines the overall network deterioration index, using 
Eq. (1), Eq. (2) and Eq. (3). To handle the network-level 
optimization, MOST uses genetic algorithm (GA), which 
has been widely used by many researchers in various 
domains to solve combinatorial problems [7; 8; 9]. 
Experimenting on several network-level optimizations 
with different numbers of components, it was noticed that 
the performance of GAs steeply degrades as the problem 
size increases. At 8,000 components, it was noticed that 
GAs becomes incapable of reaching solutions that are 
better than simple ranking methods. To consider larger 
models GA + Segmentation approaches is proposed to 
improve the performance of MOST technique. 

FIGURE 1 MOST 
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3. PROPOSED GA + SEGMENTATION 
 
This study proposes a segmentation approach at the 
network level to improve the solution quality and to 
handle very large-scale problems (as indicated in Fig. 1). 
While the original MOST technique utilizes segmentation 
at the project level by solving multiple small-scale 
optimizations, the proposed “GA + Segmentation” 
approach is applied at the large-scale network-level 
optimization. The main idea is to decompose a large 
problem into sub-problems that are optimized separately 
and their results are then merged to assemble the final 
solution. The main idea is to decompose the large 
network-level optimization model into several sub-
problems with reduced solution-space. Next, the 
generated sub-problems that are easier to handle by GA, 
are optimized separately and their results are merged to 
assemble the final solution. Various segmentation 
methods have been investigated and tested on different 
size problems (Fig. 3). Initial experiments involved two 
methods: Random Segmentation; and Data Compression. 
The clustered segmentation approach, which is developed 
based on previous approaches, uses different mechanisms 
for generating segments, allocating budget limit to each 
segment, and redistributing leftover moneys in the best 
manner. The description of the various methods and their 
results are discussed in the following. 

Random Segmentation 

Random segmentation is a simple procedure for 
generating segments, which can be used as a starting 
point to evaluate the effectiveness of using segmentation 
with GAs. In this approach, the large list of components 
is divided into segments with equal number of randomly 
selected components (Fig. 3). To distribute the total 
yearly budget among the segments, the budget for each 
segment is calculated by dividing the total yearly budget 
by the number of segments. For example, if four 
segments are created, each will be allocated 25% of the 
total yearly budget. After optimizing all segments 
individually, results are combined to give the solution to 
the original model. The results of several experiments 
show improved solution quality when the number of 
components is less than 6,000; however, it still suffers 
from performance degradation. Accordingly, similarity-
based segmentation methods (i.e., data compression and 
clustering) are introduced and investigated in the next 
sections.  
 

Segmentation Using Data Compression 

Data compression segments the large list of components 
based on similarities between components. Components 
of the same system (e.g., mechanical, electrical, 
architectural, etc.) and very close initial conditions (DI0) 
are grouped in a separate segment.  Next, to compress the 

FIGURE 2 Network-level life cycle cost analysis model 
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large-scale data, each consistent segment is replaced by a 
single representative component (Fig. 3), which has the 
combined characteristic of all of the internal components. 
The compressed model, which contains only the 
representative components, is then optimized instead of 
the original large-scale model and solutions obtained for 
each representative component is reassigned to all the 
components in the segment that it represents. A model 
with 800 components from TDSB asset inventory is used 
for primary experimentation. The initial model consists of 
541 architectural, 210 mechanical, and 49 electrical 
components. After grouping components based on their 
building system, then the components with similar RIF 
and very close initial condition (i.e., 1% variation) are 
fitted into segments. 
 
Following this procedure, 29, 22, and 21 segments are 
generated, containing architectural, mechanical, and 
electrical components, respectively. One representative 
component of each segment is then generated from its 
individual components, with the following 
characteristics: 
 

• Expected performance in each year = average of 
EPs for the individual components; 

• Relative importance factor = average of RIFs of 
all individual components; and 

• Repair cost = sum of repair costs of those for the 
individual components. 

 
With the representative components, the initial model 
with 800 components is compressed to a model with only 
72 representative ones. The compressed model has the 
same objective function as the base model and also the 
same budget limits. After optimizing the compressed 
model and reassigning the representative solution to 
corresponding components, a network deterioration index 
of 41.04 was obtained. Although, data compression 

results are better than simple ranking (�� = 44.89), 
comparing to solutions obtained by using GA with 
random segmentation, data compression is found to have 
lower quality solution. The poor optimality can be 

attributed to the approximation used to determine the 
representative components.  
 

Segmentation Using Clustering 

Clustering is a similarity-based method that considers all 
the components, without compression. It involves four 
steps that contribute to improving the efficiency of very 
large-scale network-level optimization: (1) Similarity 
analysis of input data: used to generate segments with 
similar internal data and to assign specific characteristics 
to segments to allocated budget accordingly; (2) 
Determining optimum segment size: used to achieve 
better quality solutions; (3) Segment ordering: used to 
prioritize budget allocation; and (4) Budget allocation 
and redistribution: used to allocate budget in the most 
efficient way. These steps are discussed as follows: 
 

1) Similarity Analysis of Input Data: Clustering 
is mainly based on pattern analysis and similarities 
between datasets with respect to different parameters. 
Considering similarity during the segmentation can result 
in creating segments from components having close 
characteristics (e.g., very close RIF, initial condition, 
deterioration behavior, etc.). One of the widely used 
similarity measures is the Euclidian Distance [10]. 

Considering two sets of data, = = >=	, =�, … , =@A and B = >B	, B� , … , B@A, as two points in an n-dimensional 
Euclidian space, the similarity (Euclidian Distance) 
between the two datasets is defined as : 
 

																													C(=, B) = D∑ (BE − =E)�@EF	 																		(4)	      
 

With N datasets, an (N × N) similarity matrix can be 
created to indicate the level of similarity among all data 
elements. As such, for the network-level LCCA, 
similarity between components is determined by 
calculating the Euclidian Distances, considering the 
deterioration behaviors (variations in DIs), and relative 
importance factor (RIF) as follow: 
 

	C GH0IJ04!4.5	, H0IJ04!4.+K = 
LG� !"#$!M���N� − � !"#$!(��E)�K�+M&�'� − &�'EN�			(5)	 
 

∀	+	 ∈ -!./0"1  ,    ∀	1	 ∈ 23#4454$	60"5704 
 

where, � !"#$!M���N� is the average of deterioration 
indices during the planning horizon for component j, and 

&�'� is the relative importance factor for that component. 
Using Eq. 5, a similarity matrix was created and the 
values were color coded, then the components were 
sorted based on the similarity values.  
 

2) Determining Optimum Segment Size: 
Segment size refers to the number of components within 
each segment. Determining segment size is based on the 
capability of optimization tools and model formulations 

$ 

$ 

$ 

$ 

FIGURE 3 Segmentation approaches 
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to achieve high quality solutions. Based on the results of 
many experiments, segment sizes from 50 to 100 have the 
highest solution quality and are suggested to use for the 
TDSB asset renewal problem. 
 

3) Segment Ordering: To help in identifying the 
budget limit to apply to each segment, a measure of a 
segment’s relative criticality is calculated based on the 
relative importance factors of its components. First, the 

Criticality Index PQ"� of segment j is defined as the 
average of the criticalities of its components and the 

segment size PP� (number of components in the segment), 
as follows: 

 

																																				PQ"� = ∑ Q"�ERREF	
PP� 																												(6) 

 

where, Q"�E  is the Criticality index (from 0 to 1) of 
component i, which is calculated as follows:  
 

																							Q"�E = &�'E
100 × � !"#$!()2E)�

100 													(7) 
 

							∀	1	 ∈ 23#4454$	60"5704	T1, 2, 3, 4, 5U													 
 

Afterwards, the Relative criticality (&Q�) of a segment is 
then calculated as follow: 
 

																																					&Q� = PQ"�
∑ PQ"EREF	

																												(8)	 
 

NS = Number of Segments 

 
After defining the relative criticality of all segments, 
segments are ordered from low relative criticality to high 
relative criticality to facilitate budget allocation in the 
following step. 
 

4) Budget Allocation and Redistribution: After 
ordering segments based on criticality values, available 
yearly budget is allocated to segments based on their 
relative criticality, as follows: 
 

																																				V�� = WV� × &Q�																												(9) 
 

where, V�� is the allocated budget to segment j in year k, 
and WV� is the total available budget in year k, and &Q� is 
the relative criticality of segment j.  
 
Based on various fund allocation experiments, it was 
found that increasing the available budget for high 
criticality segments improves the final solution. Since 
each segment will be optimized separately and the budget 
constraint cannot be met to the exact dollar, a small 
fraction of the budget will be remained unallocated. This 
leftover money will accumulate from many segments to 
become a considerable amount in a large-scale problem 

with many segments. One way to redistribute the leftover 
money from segment j is to add it to available budget for 
segment j+1. Using this approach during the optimization 
process results in more allocation of budget to segments 
with higher relative criticality (sorted at the bottom), as 
shown in Fig. 4. Combining this budget redistribution 
with budget allocation based on relative criticality leads 
to the following revised budget allocation function:  
 

									V�� = WV� × &Q� + MVX(�Y	) − P&Q�(�Y	)N								(10) 
 

where, V�(�Y	) is the allocated budget to segment (j-1) in 
year k and P&Q�(�Y	) is total cost of repairs in segment (j-
1) in year k. 
 

 

 

4. RESULTS AND DISCUTION 
 
For comparison purposes, the best result of the previous 
work of Hegazy and Elhakeem (2011), which achieved a 

��  of 44.8 for the 8000 components of the TDSB, was 
used as a baseline. The proposed “GA + Segmentation” 
mechanism was then applied to networks of different 
sizes, created by copying the 800 components multiple 
times. The benefit of this approach is that the results 
should be multiples of the best results obtained from the 
800-component case. Fig. 5 shows an overall comparison 
of results obtained from the optimization with clustered 
segments, in comparison to the simple ranking approach 
typically used by asset managers, and the previous 
research of the MOST technique. As shown in Fig. 5, at 
8000 components, the optimization achieved a network 
deterioration index of 32.8, which is a huge improvement 
in optimization performance compared to the baseline 
case. As shown in the figure, experimenting with even 
larger number of components the proposed approach 
shows almost no degradation in the optimization 
performance. All experiments were conducted using 
variations of the base LCCA model in Fig. 2 and a laptop 
computer with 2.4 GHz speed and 4 GB of memory.  

FIGURE 4 Sequential budget redistribution 
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5. CONCLUSIONS  
 
This paper builds upon an earlier work that developed an 
integrated life cycle cost analysis model to support asset 
renewal for school buildings administrated by Toronto 
District School Board (TDSB) in Canada. This prior 
work used Genetic Algorithms (GAs) to optimize asset 
renewal decisions for up to 8,000 components 
simultaneously. In the paper, three segmentation 
approaches: Random Segmentation; Data Compression; 
and Clustered Segmentation have been investigated to 
improve the performance of GAs in optimizing problems 
with larger size. After extensive experimentation, GA + 
Clustered segmentation proved to be the most promising. 
In this approach, segments are generated based on 
similarities among the components in terms of relative 
importance and deterioration behaviors. Optimum 
segment size was then determined based on 
experimentation to be 100 components. Segments were 
then ordered, in an ascending order, based on segment 
relative critically and leftover money was redistributed in 
a sequential manner from low criticality segments to 
higher criticality segments. The proposed mechanism was 
applied on data obtained from the Toronto District School 
Board and proved to be able to optimize asset renewals 
for 20,000 components and more with no noticeable 
performance degradation as the number of components 
increases. The proposed optimization mechanism with 
segmentation has the potential to be applied to data from 
other types of complex infrastructures systems such as 
bridges, highways, and water/sewer networks.  
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ABSTRACT 

Streptokinase -

hemolytic streptococci often used to treat myocardial 

infarction and pulmonary embolism. While growing 

recombinant strain of E.coli to produce streptokinase in a 

bioreactor, we are dealing with a controlled environment 

experiencing the role several indispensable factors that are 

associated to structured and unstructured aspects of the 

system. Since a cell itself can be assumed to be an entire 

structured system that shows the accountability of various 

parameters. On the other hand, unstructured factors are found 

influencing the active existence of cell in the fermentation 

media environment. A model has been established on the basis 

of both structured and unstructured constraints that has key 

role in dealing with the plasmid stability. Our effort is to 

configure a composite model which represents the over all 

dynamics in a well defined algorithm that depicts the 

behaviour of the microbial population in the entire bioreactor 

operational environment. The simulation of the process has 

clearly shown the role of each and every parameter viz. 

metabolite concentration, dilution rate etc, to swot up 

competitive dynamics and segregational instability.  

Keywords: Growth dynamics, fibrinolytic drug, competitive 

theme, bioreactor environment, segregational instability, 

microbial population, structured and unstructured constrains. 

             1. INTRODUCTION 

Streptokinase is a 47 kDa multi-domain protein constituted of 

440 amino acid residues in which about 36 percent are non-

polar. The enzyme streptokinase is listed i

-hemolytic streptococci often used to treat 

myocardial infarction and pulmonary embolism. Being a life 

saving drug it has high commercial demand. There requires an 

improvement in technology to increase its production from 

recombinant strain. 

Bioprocess modelling strategies are now playing a key role in 

the production of high value products like streptokinase. 

Structured and unstructured constraints are modelled in a 

mechanistic way that has key role in dealing with the plasmid 

stability. Our effort is to configure a composite hybrid model 

which represents the overall dynamics in a well defined 

algorithm that depicts the behaviour of the microbial 

population in the entire bioreactor operational environment. 

The estimators like segregational instability, plasmid copy 

number and metabolite concentration are utilized to estimate 

some of the aspects of fermentation process which may lead to 

improve supervision and control. The simulation of the 

process has been done using numerical simulation to evaluate 

and predict the process behaviour using neural network 

approach. It is observed that predicted output obtained from 

neural network had close statistical resemblance to the actual 

input values. The idea is to utilize the approach of input-

output mapping to optimize the output.  

There should be a kinetic model to analyze the decrease of 

plasmid copy number.  Also there is a need to develop fast 

determination of copy number during the process operation. 

Plasmid number in plasmid containing cells decreases rapidly 

while in the process and hence fast determination of the copy 

number which is very much essential. The existing method, 

e.g. CsCl gradient centrifugation, HPLC etc is offline methods 

and time consuming. One of the important tasks is to measure 

the copy number in-process in order to take corrective 

measure to minimize its loss. In order to maintain a high copy 

number and high fraction of recombinant cells in the culture 

medium strategy would be to optimize key parameter, dilution 

rate in continuous culture production of streptokinase. It is 

also used to govern product formation by regulating the 

sustenance of fraction of recombinant cells in the culture 

medium.  

 Understanding the growth dynamics it become easier to 

recognize the pivotal factors that has influence in formation of 

the desired product hence modelling such a system in future 

will be of great help to enhance the production adjusting those 

key parameters. Production of an enzyme or product within a 

cell is associated to various pathways. So, several components 

and sub-components together have their role in an enzyme 

production dynamics. Using the theme of structured model we 

may assume the subcellular level dynamics and its 

sustainability. Several subcomponents involve in the 

production dynamics used to contribute their some vital role 

and hence control the product formation. Although there is a 

decline in the product formations in respect to the considered 

time frame in general. 

While evaluating the performance of a unit carrying out 

production process consideration is to be made on associated 

prime pathways with their subcomponents. The ultimate 

component is giving the product after the entire interaction of 

all subunits substantially in a defined manner. The sequential 

interaction of subunits, their failure and repair in the 

considered time span is quite interesting. A probabilistic 

framework can show a better implication of the approach to 
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design a model in order to evaluate the performance of such 

dynamic units.  The feasibility of this approach is to be made 

on the basis of reliability assessment of the production unit in 

a mechanistic way. It is rather more interesting to ensure the 

applicability of stochastic process in running any subunit in its 

working state or getting repaired at any instance of time, the 

sole network will be expressed in the form of a unitary system 

which is responsible for the production of a particular product 

which lies on the retaining of its productive state with varying 

level of product formation which is very likely to be time 

dependent. The release of metabolites etc may have its impact 

to negatively affect the subunits involve in pathways, results 

into cease in production and hence decline in the reliability of 

such units taken into account. Mortality is often considered to 

lower the extent of inter specific competition and thereby 

promote the coexistence of competing species [1]. 

2. METHODOLOGY AND MODEL DEVELOPMENT 

Streptokinase is biochemically a well known fibrinolytic 

activator that enhances the conversion of plasminogen to the 

fibrinolytic enzyme plasmin. Workers have over-expressed 

the streptokinase in E.coli. It is 47 kDa protein encoded by skc 

gene of Streptococcus equisimilis which is a gram positive 

bacterium. Though skc gene is known to have many rare 

codons in its composition, overexpression was achieved 

instead of having some negative effect. Earlier the constructs 

were transformed into BL21 (DE3) and grown in LB medium 

till 0.6 OD at A600. Then the cultures were induced with 1 

mM IPTG at 37deg C for 3 h. The expression profile of the 

streptokinase samples were analyzed [2]. The analysis of 

relative codon frequency of skc gene in E.coli reveals the 

presence few position specific rare codons that affect the 

heterologous protein expression to an extent. In the way of 

growing E.coli BL21 recombinant strain in a bioreactor, we 

are dealing with a controlled environment experiencing the 

role several indispensable factors that are associated to 

structured and unstructured aspects of the system. Since a cell 

itself can be assumed to be an entire structured system that 

shows the accountability of various parameters. On the other 

hand, unstructured factors are found influencing the active 

existence of cell in the fermentation media environment. With 

the progress of fermentation process the initial population of 

recombinant cells tends to divide into two different cell 

populations, including those that are having plasmid (as vector 

pRSET-B) and other that are devoid of any plasmid copy 

number. 

Structured Model Outline 

The dynamics and model framework are confined to the 

concept of reliability has its relevance in assessing the 

durability of the functionality of any mechanistic unit for a

defined time frame. Over all idea is to support the associated 

pathway networks in view of conducting possible estimation 

of the enzyme streptokinase production taking into 

consideration as an instance. Often time dependent interaction 

of few prominent parameters among the ample of parameters 

in natural cellular system has been given a desirable weight 

age in the developing model. The outline of general  model in 

terms of configured subunits and dynamic pathways with an 

optimal outcome on the basis of reliability in numerical terms, 

as shown in Fig. 1. 

The fundamentals governing topology includes, the fact that 

any production unit has initially maximum reliability and it 

decreases on basis of interaction of several subunits in a 

specific topological fashion with variable dynamics. The 

varying consequence of transformation in topology can be 

taken into account to depict the observed level of productivity 

in any terms. 

Figure 1. Model framework showing processing details in 

structured model form 

Considering all the possibilities together, the running original 

part with general decline in reliability, repair of the partially 

failed component at any time instant and replacement of the 

completely failed component at the instant; the putative model 

can be designed. Although overall process is Stochastic. 

Supportive algorithms to adapt the property of existing 

regulatory networks are now in the current trend. Stochastic 

assumptions are made to generate random decision to regulate 

the variable pathways by the predefined optimal criteria. Time 

dependent variables play crucial role in governing the 

multidimensional dynamics thus preparing the model for 

showing close proximity to the real-time process dynamics. 

Regulatory control and computational intelligence techniques 

are of major help in artificial framing the dynamics associated 

to bioprocess [4]. Cellular intelligence is now a days a most 

excellent tool to amplify the information from cellular level 

activities in order to utilize it for higher level computational 

applications in prospects of getting automated [3]. Neural 

network and hybrid Neural Network modelling are being 

applied for control of fed-batch like process and to evaluate 

the bioprocess performance under non-ideal conditions [6]. 

Also Signal oriented modelling is remarkably an approach for 

utilizing the intra and inter cellular level signals to emphasize 

over the fundamentals of structured model. The use of 

regulatory control enable the models based on cells to utilize 

information gained from experience and thereby respond 

intelligently to external stimulus or conditions.  

Generally quite complex mechanistic models are required to 

describe adequately the metabolic dynamics of multi-cellular 

systems especially under non-ideal conditions. It is evident 

that cells have internal regulatory control to govern all 

biochemical pathways in a legitimate manner. Hence it 

coordinates and directs the adaptive machinery to cope up 

with external or extra-cellular variations maintaining the 

supportive mechanism that operates to serve simultaneously. 

The utility of the devised algorithm would be proved to a 

greater extent only by ensuring its usefulness under realistic 

conditions. This instrumental work can only be made feasible 

employing computational and stochastic approaches which 

easily support to constitute the variable pathway types. 
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pathways is a vital task to complete for giving a minimal 

framework. An optimal and reliable representation of the 

overall model using integrated approach for bioprocess design 

[7] is a mandatory task in this direction. All the model 

parameters of plasmid replication control can be obtained 

independently and no adjustable parameters are needed for the 

plasmid model [8]. Online estimators for biomass and 

recombinant protein concentration were constructed using 

information available online by the application of Neural 

Network [9]. The accuracy of simulations allows a description 

of the complex interaction between substrate, microorganism 

and metabolite (acetate) which is a product and also a carbon 

source for the microbes [10]. In continuous culture the 

increase in dilution rate to certain point seemed to induce a 

rapid decrease in plasmid copy numbers [11]. A rapid 

quantification of plasmid copy number is important process 

variable that can be used in process control [12]. 

Classical interpretation has always been appreciated to 

support and realize the emergent role of any component. A 

highly developed model presents designing of composite 

architecture that optimally blends cellular intelligence, 

artificial intelligence and mechanistic models [3]. Indeed 

constituting a framework revealing some link between intra-

cellular and extra-cellular processes is reasonably of high 

utility to generate a robust model with an ample of 

indispensable dimensions.  

Unstructured Model Development 

On the other hand approach to utilize the unstructured model 

to quantify the performance in terms of magnitude is rather 

equally important. Since the production of the streptokinase is 

directly associated to stability of plasmid in the recombinant 

cells thus time dependent loss of plasmid [5] can be found 

associated accordingly by the given Eq. (1),  

 X1, X2 Concentration of two cell populations (g/l), X1-

plasmid bearing, X2-plasmid lacking cells, M- Metabolite 

concentration (g/l), mf Collective probability factor, µ2

Specific gr. rate of plasmid free cells (1/h) and t  Time (h). 

Overall the probability of plasmid loss in process operation,  

q =  f(t, X1, X2, M, µ2)                              ......(2) 

Above parameters are in turn depends on several other 

variables being the function of more other parameters. 

Plasmid loss probability (p) is directly found to govern the 

number of plasmid bearing (pb) and lacking (pl) cells in the 

preceding and subsequent generations. Computing the 

magnitude of cells count, from Eq. (1)  (6) we can estimate 

the system dynamics by simply performing the computer 

simulation in Matlab 8.0.  

ni = pbi + pli                                             ......(3) 

pli = (pbi-1*p + pli-1)*2                                ......(4)              

pbi = (pbi-1 pbi-1*p)*2                            ......(5) 

pbi+1 = ni pli                                              ......(6) 

In the expressions n is the total number of cells in the 

i

number of generations. The dynamics dealing with count of 

two types of cells viz. plasmid bearing and lacking cells has 

its direct association with the production of product like 

streptokinase. The byproducts like acetic acid etc has its 

adverse impact over these variety of cells variably due to 

different constraints associated with them. The unstructured 

model variables are made to be influenced by the structured 

model dynamics with time dependent paradigm. So the impact 

of intra-cellular factors including genetic etc has its profound 

impact in governing the overall model performance.  

Classical Population Dynamics Models 

An earliest basic model for population dynamics was 

proposed earlier by Lotka and Volterra [13] which interprets 

the population interaction for a prey-predator like system. The 

microbial ecosystem was considered as a functional entity 

characterized by certain macroscopic measurements such as 

the total quantity of biomass or the total number of cells in the 

medium. It is possible to work with rapid growth of species in 

During the culture and production of microorganisms, the 

control of the bioprocess sometimes depends on the 

microorganism concentration or the biomass density and 

conditions provided for that time period, for instance, in case  

some aerobic microorganisms  the Dissolved Oxygen (DO) is 

a key factor to their growth [15]. 

While performing fermentation process in the bioreactor, 

recombinant cells are found to lose their plasmid. After some 

time as the fermentation proceeds two types of cell 

populations are developed. Since substrate is a growth-

limiting nutrient (or factor) so there starts a competition 

between two populations. The organisms carrying the plasmid 

or plasmid bearing cells are likely to be weaker competitors 

than one without because of the added load on its metabolic 

machinery [16]. There could be a number of factors that 

regulates the dynamics of plasmid carrying cells within the 

reactor. One such major factor is probability of plasmid loss 

due to segregation during cell division that can be described 

by segregative instability.

The probability of plasmid loss in selective medium and 

difference in specific growth rate between recombinant and 

plasmid free cells [17]  are affected by factors like genetic 

make-up of the host cells and the reactor operating parameters 

such as temperature, pH and growth medium composition. 

Moreover the selective pressure of selection medium is less 

effective due to the leakage of gene product [18] which is 

responsible for selective mechanism. A chemostat model of 

competition can be established between plasmid bearing and 

plasmid free organism for a single nutrient where plasmid 

bearing organism can produce toxin against plasmid free 

organism at same cost to its reproductive abilities [19]. [20]

studied the effect of an inhibitor on two populations. They 

considered the degree of inhibition in presence of inhibitor or 

toxicant on growth rate. It is studied that estimation of 

immeasurable biological variables is important in 

fermentation process, directly influencing the optimal control 

performance of the fermentation system as well as quality and 

yield of the targeted recombinant product, applying some 

novel strategy for state estimation of fed-batch fermentation 

[21].

The input substrate concentration and dilution rate serve as 

operating parameters and they are to be controlled by the 

experimenter. The study for the cases where nutrient supplied 

at constant rate and time dependent manner were performed 

earlier and a delay in the growth response of organism to 
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nutrient uptake is obtained. Varying feed profiles were 

employed in the post-induction phase of recombinant 

streptokinase protein expression, including constant feed rates, 

linearly increasing feed rate and exponentially varying feed 

rates [22] to evaluate the requirement of variable feed 

strategy.  

                

Our Model Constraints and Framework 

Considering the case of selective media, a relevant factor 

selection stress coefficient can be taken into account which is 

favourable for plasmid bearing cells [18

favour the plasmid free cells. Since it favours the population 

of plasmid bearing cells so this parameter would be 

considered to resist the phenomenon of plasmid loss. 

Therefore probability of plasmid loss in selective medium is 

smaller than that in non-selective medium. During the process 

of fermentation metabolites formation [23] occur as by-

products of metabolism which are toxic [24] and inhibit the 

growth of both types of cells to different extent. The plasmid 

bearing cells are likely to lose their plasmid because of the 

permeability of such metabolites into the cells from the 

environment while other type that is free of plasmid do not 

have that much extent of harm. In other words we can say that 

toxicity of metabolite equally harm both the population 

simultaneously but since plasmid bearing cells are liable to 

lose their plasmid in response, so plasmid free cell population 

is strengthening in the same time. So plasmid free cell 

population or its specific gravity would have an increasing 

trend despite of decreasing due to this event. 

It is observed that probability of plasmid loss is not constant 

throughout the fermentation process due to the formation of 

metabolites which shows its presumed toxic effect after 

certain threshold concentration, so it needs to be taken as 

variable parameter in the model with respect to time. A 

criterion of threshold policy can be implemented to evaluate 

collective probability factor which influence the time 

dependent variation in probability. Also mortality or 

formation of dormant cells is possible which is due to 

toxification developed on account of toxic metabolite or by-

product formation, like acetic acid formation in case of 

fermentation process carried for streptokinase production. 

Considering the above assumptions we may write a part of the 

dynamic model [5] as given below:  

µ1 = µ1max S/(K1 + S) 

µ2 = µ2max S/(K2 + S)

f1 = mp  r + z;  while,  f2 = z  r 

where, mf  =      f1  if M  > Mth    

                           f2   if M < Mth 

Here, m1 > m2,  also, (0< f1, f2 < 1)

Since metabolic toxicity has an influence over plasmid bearing  

cell population to a larger amount. 

 

m1 & m2 = 0, if M < Mth       

Mth required to be evaluated for different recombinant strain 

of micro-organisms and media composition under varying set 

of operational conditions and it depends upon experimental 

setup with presumed parameters for a bioprocess. Likewise, 

values of constants m1, m2, mp and r1 could be assessed for a 

defined set of conditions. The Nomenclature used for the 

above unstructured model and its plot are depicted here. 

N1, N2 Concentration of two cell populations (g/l), N1-plasmid 

bearing, N2-plasmid lacking cells, Y-Yield i.e., ratio of gram 

of cells formed  and gram of substrate consumed, YM Yield in 

terms of metabolite, Mth Threshold concentration of metabolite 

that can effect population growth (g/l), m1 Metabolite toxicity 

coefficient for plasmid bearing cells, m2 Metabolite toxicity 

coefficient for plasmid free cells, p Probability of plasmid 

loss, K1 Monod coefficient for plasmid bearing cells (g/l), K2

Monod coefficient for plasmid lacking cells(g/l), kd Decay 

constant for plasmid bearing cells (1/h), kp Decay constant for 

product (1/h), D Dilution rate or washout rate (1/h), q

Probability of plasmid loss, S0 Initial substrate concentration 

(g/l), µ1 Specific growth rate of plasmid bearing cells (1/h), µ2

Specific growth rate of plasmid free cells (1/h), µ1max

Maximum specific growth rate of plasmid bearing cells (1/h) 

and µ2max Maximum specific growth rate of plasmid free cells 

(1/h).  

The dynamics related to plasmid bearing and lacking cell 

populations together with effects impart due to metabolite 

toxicity and selective stress. Above Monod expressions are to 

compute specific growth rates. For the collective probability 

factor mf two variants are used as f1 and f2, in expression 

which has got variable net probability tested with the level of 

threshold metabolite concentration to assume its value.     

Since initially plasmid lacking cell population and metabolite 

concentration is absent in the medium, both can be taken to 

zero. In the very start of the process all cells present are 

plasmid bearing, so the probability of plasmid loss is also to 

be taken as zero. The magnitude of recombinant cell 

population and substrate has a pivotal role in governing the 

dynamics.   

3. RESULTS AND DISCUSSION 

Process simulation has been done using Matlab 8.0, in order to 

numerically evaluate the role of each and every parameter. 

The initial values [25] taken for different parameters at time 

zero. The simulation is done using most of the standard values  

taken from a previous model data meant for streptokinase [26] 

together with various other model constraints with smaller 

magnitude assumed for different set parameters, which has 

been used earlier in our work [5], taken on the basis of their 

apparent role in this dynamical system. The probability of 

plasmid loss is zero at time t0 since at the beginning of process 

all recombinants cells have plasmid machinery. Different 

dilution rates are considered which proved to be the most 

relevant factor for continuous operation. Dilution rate was 

started at a very low value and increased to high values to 

evaluate the sensitivity of response at different levels. 

Plotting all the three variable parameters in Fig. (2), 

together consequently justifies the correlation among different 

component variables simultaneously. The dynamics of 

plasmid copy number is shown in Fig. (3). It is quite 

reasonable to investigate that low dilution rate allows the 

fermentation to last longer generates higher magnitude of 

concentration of plasmid bearing cells and favour the 

consumption of substrate. The numerical simulation of the 

model equations shows plasmid loss tends to occur after a 

certain limit of metabolite level, which depicts that the 

increasing concentration of metabolite tends to support the 

population of plasmid lacking cells that witnesses the trend in 

loss of plasmid from recombinant cells. 
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Figure 2. Showing dynamics in figure at dilution rate of 

D=0.21 
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Figure 3. Streptokinase production and cell growth 

Figure 4. Impact of dilution rate on plasmid contaning cells 

with time duration of bioprocess 

Role of Dilution Rate and Metabolite Concntration 

The influence of dilution rate D on concentration of 

plasmid bearing and plasmid lacking cells with respect to time 

duration of continuous process is represented in two plots, 

Fig. (4) and (5). The plots in respect to dilution rate have their 

importance in deciphering the behavior of biased inter-

population cell dynamics in this case. The results emphasizes 

that delayed plasmid loss occurs at lower dilution rates. 

Numerical simulation of the continuous fermentation process 

could be rather helpful to enhance the performance adjusting 

dilution rate to achieve product in amplified amount 

The plasmid bearing cell has shown an adrupt  declining trend 

at initial hours of the culture, while incresing the dillution rate, 

as shown in figure (4). There is a very high probability of 

plasmid loss even at low metabolite concentration on moving 

towards a high dilution rate. Particularly the probability has 

shown a rapid hike on increasing dilution rate beyond D=0.45 

in figure (5).  

Figure 5. Showing probability variation of plasmid loss with 

respect to concentration of metabolite at different rate of 

dilutions

4. CONCLUSIONS 

In our approach structured and unstructured model together 

taken into an amalgamated form, we can have a more 

sophisticated mathematical representation that is required to 

be experimentally validated. An approach of designing 

sophisticated model put forward a higher level of challenge 

accommodates all sorts of noise viz. noises at intra-cellular 

level: genetic noise and interaction noise as well as 

environmental noise at extra-cellular level. These noise 

associated properties often incorporates more real time 

properties to such flexible models.  

So, population dynamics model for plasmid bearing and 

plasmid lacking cells in bioreactor has been made more robust 

to develop an insilico dynamical system which has the 

characteristics of a chemostat that we used to employ for 

streptokinase production. The representation of the dynamical 

system through modelling has its relevance in predicting the 

behaviour of the system on disturbances or changes made in 

initial conditions. In the proposed model new factors are taken 

into account like selection stress coefficient and metabolite 

toxicity coefficient that have resolved the simultaneous 

variation in other parameters and their interaction criteria. A

relatively composite model ensures a higher degree of

flexibility since it has a number of adjustable parameters and 

properties.  
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ABSTRACT 
 
Pavements are important assets to the safety and 
serviceability of road networks. Due to their fast 
deterioration and stringent municipal budgets, allocating 
the limited rehabilitation funds becomes a complex task. 
In this paper, an efficient heuristic approach for fund 
allocation has been introduced. After prioritizing 
pavements based on different criteria, such as AADT, 
pavement IRI, and road type, the proposed heuristic 
process combines three procedures for determining 
required amount of funding and the best pavement 
treatments to use during the planning horizon. To 
automate the process, it has been programmed within a 
simplified pavement management system (PMS) for 
testing and validation on a case study of more than 1200 
pavements. Based on the results of various experiments, 
the proposed method allocated the limited rehabilitation 
funds efficiently, and selected the most appropriate 
treatments to use. This method is simple and logical, 
allows multiple what-if scenarios, and can be used on 
variety of asset types to improve infrastructure fund 
allocation. 
 
Keywords:   Infrastructure Assets, Rehabilitation, 
Pavement Management, Heuristic, Fund Allocation, 
Computer Application. 
 
 

1. INTRODUCTION 
 
Repair and rehabilitation are important decisions for 
sustaining the serviceability and safety of the civil 
infrastructure. Effectively allocating limited rehabilitation 
funds amongst numerous assets, however, is a large-scale 
and complex optimization problem that has not been 
adequately addressed by traditional optimization tools. 
Improper fun allocation for maintaining pavement 
networks, for example, results in poor ride quality and 
consequently impose huge indirect costs to the society, 
including vehicles wear, traffic congestion, crashes, 
injuries, and delays.   
 
To help asset managers in the difficult infrastructure 
management decisions such as the allocation of 

rehabilitation funds, Infrastructure Management Systems 
(IMSs) or Asset Management Systems (AMSs) have 
emerged as a systematic process of maintaining, 
upgrading and operating physical assets cost effectively 
[1; 2; 3]. Hudson et al. (1997) defined an infrastructure 
management system as “the operational package that 
enables the systematic, coordinated planning and 
programming of investments or expenditure, design, 
construction, maintenance, rehabilitation, and renovation, 
operation, and in-service evaluation of physical facilities” 
[4]. A generic asset management includes different 
functions (Figure 1): (a) accurate inspection and 
condition assessment of all components; (b) predicting 
future condition deterioration of these components along 
a planning horizon (e.g., 5 years); (c) identifying repair 
types and estimating their costs and benefits in terms of 
condition improvement for each component; and (d) life 
cycle analysis to decide on which components to be 
repair, best repair types, and best timings to repair these 
components, under budgetary and other practical 
constraint.  
 
A Pavement Management Systems (PMS) is an 
infrastructure management system that applies 
specifically to roads (e.g., bottom of Figure 1). Among its 
main functions is to facilitate the prioritization and fund 
allocation decisions related to road rehabilitation and 
repairs [5]. In the literature, various efforts have 
developed rigorous mechanisms to prioritize pavement 
candidates for repair purposes based on a single criterion 
or a multiple criteria. Upon prioritizing the various 
pavement sections, however, existing mechanisms leave 
the fund allocation task to the asset manager, assuming 
that it is just a simple matter of assigning money to top 
priority items until the budget is exhausted. This 
assumption, however, is an oversimplification since fund 
allocation decisions require detailed life cycle cost 
analysis at both individual pavement level and at the 
whole network level as well [6; 7]. A good pavement 
management system (PMS) ideally integrates the above 
functions properly. First, current condition on pavements 
in terms of riding quality can be assessed based on 
different condition indices, such as international 
roughness index (IRI), pavement quality index (PQI), or 
surface distress index (SDI) [8].  
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FIGURE 1 Generic pavement management framework. 

 
 
Next, future pavement conditions for different road types, 
such as interurban or rural roads, are estimated using 
different deterioration models, e.g., regression analysis or 
Markov chains [9; 10]. These models should consider the 
impact of factors such as annual average daily traffic 
(AADT) on the future condition of a pavement. In the 
next step, different repair alternatives (preventive 
maintenance, cold mill, overlay, micro surfing) need to 
be evaluated in terms of their costs and improvement 
effects. Finally, using a life cycle cost analysis (LCCA), 
the best repair scenarios are selected to maintain a good 
overall ride quality for the pavement network, cost-
effectively. In essence, LCCA considers all the sub-
decisions within the planning horizon related to when, 
and how to repair pavements. To find the best solution by 
LCCA, a pavement prioritization and fund allocation 
mechanism needs to be developed. However, when large 
number of pavements with different deterioration 
behaviors require repair actions, it is extremely difficult 
to handle such large-scale and complex combinatorial 
problem [11]. For instance, consider the case of a small 
municipality that has 100 pavements sections along a 5-
year planning horizon. If three repair alternatives are 
available (cold mill, 40mm overlay, and 75mm overlay), 

the possible combination of repair actions is 5���×�, 
which is extremely large and prohibitive.  
 
As an effort towards enhancing asset management 
capabilities related to fund allocation decisions, this paper 
proposes a practical and efficient heuristic mechanism for 
fund allocation. To arrive at a cost-effective solution for 
large-scale problems, the proposed method incorporates 
three heuristic procedures and supports fund allocation 
taken into account road priorities, serviceability 
requirements, deterioration trends, and budget limits. The 
proposed methodology has been implemented in a 
simplified spreadsheet-based PMS and applied on a 
network of more than 1200 roads. Comments on the 
performance of the methods are then highlighted.  
 
 
 
 
 

 
 

2. CASE STUDY 
 
The case study is a pavement management investment 
analysis challenge posted at the 6th International 
Conference on Managing Pavements (ICMP6). The 
Challenge was initiated to carry out an analysis and 
recommend strategies for managing a defined network of 
interurban and rural roads. 
 
The pavement network is comprised of a total of 1293 
road sections spanning 3240 km, covering two road 
classes, and varying in traffic use, surface age, and 
condition. The rural roads (R) span most traffic and 
condition categories.  Inter-urban roads (I) are 
represented on the medium to very highly traffic roads. 
All pavement sections are located within the same 
climatic region with consistent sub-soil conditions.  Each 
section has a defined length, width, number of lanes, 
AADT, soil type, year of construction, base thickness, 
base material type, most recent treatment, and surface 
thickness.  In addition, surface condition assessments 
(International Roughness Index, IRI, and others), extent 
of distresses, and predicted trigger or needs year are 
specified for all sections. The discount rate for 
investment analysis is specified as 6%, also increase in 
vehicle operating costs due to increase in pavement 
roughness, represented by IRI, and the annual traffic 
growth rate for the interurban and rural road networks are 
2.5 and 1.5%, respectively. Tables 1, 2, and 3 show the 
annual rate of increase of IRI, the repair costs, and the 
IRI trigger levels, respectively. Figure 2 also shows the 
roughness improvements due to different treatments. 
 
Having this information about the pavement network 
condition, deterioration behaviors, repair options, and 
vehicle operation costs (VOC), an asset manager needs to 
decide on the best repair actions and allocate available 
funds cost-effectively. In the next section, the proposed 
heuristic approach is described and further implemented 
within a spreadsheet-based pavement management 
system to handle the case study. 
 

Options 

 

For Pavement 
Management:
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FIGURE 1 The improvement effects of various treatments. 

 
 
 

3. HEURISTIC APPROACH FOR REPAIR 

FUND ALLOCATION 
 
In order to select the best pavement treatments within the 
planning horizon, this study proposes a heuristic repair 
fund allocation approach. The method uses a ranking 
function based on a calculated priority index for 
pavements, which reflects the need for urgent repair 
actions. As shown in Table 3, the IRI trigger values (i.e., 
the minimum acceptable IRI values) are smaller as the 
traffic becomes heavy. This is logical because heavily 
used roads need to be maintained with good ride quality 
(smaller IRI). In the same sense, it is possible to consider 
that heavily used roads are relatively more important and 
their importance factor is a function of the IRI trigger 

value as well. As such, a relative importance factor (���	) 

for each pavement j can be determined based on AADT 
as follows: 
 

														���	 = ����� − ���	�������	������												(1) 

   

where, ����� is the maximum IRI value of 4, as shown 
in Figure 2. Using Eq. (1), therefore, the last column of 
Table 3 shows the calculated relative importance factors. 
  
Relative importance factors are not sufficient alone to 
prioritize a pavement for repairs because a less important 
road can be in a worse condition and thus deserves to be 
in higher priority. As such, to develop a simple priority 

index (��	) for repairing pavement j, the relative 

importance factor can be combined with a condition 

indicator (such as the current condition, ����	), as follow:  

 

																															��	 = ���	 × ����	 																																(2) 

 
After calculating all PIs, pavements are sorted from high 
to low priority. This helps in allocating the available 
funds to pavements with urgent repair needs prior to less 
critical ones to improve the overall network condition 
effectively. The overall condition of the whole network is 
therefore calculated by averaging the IRI values over the 
network in the entire planning horizon, as follow: 
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TABLE 1 Annual rate of IRI increase. 

Road 

Class 

AADT Rate of Increase in 

IRI (m/Km/Yr.) 

Interurban >8000 0.069 
<8000 0.077 

Rural >1500 0.091 
<1500 0.101 

 

TABLE 2 Unit cost of treatment. 

Intervention Type Cost ($) 

1. Preventive Maintenance 6.45 
2. 40mm Overlay 6.75 
3. Cold Mill & 40mm Overlay 10.50 
4. 75mm Overlay 15.75 
5. 100mm Overlay 16.50 

 

TABLE 3 IRI trigger levels and Relative Importance. 

AADT IRI Trigger (mm/m) Relative Importance 

Factor (RIF) 

<400 3.0 1.0 
400-1500 2.6 1.4 
1500-6000 2.3 1.7 
6000-8000 2.1 1.9 
>8000 1.9 2.1 
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After prioritization, the proposed heuristic approach 
involves two functions that are discussed in the following 
subsections: (a) Determining the minimum budget that 
maintains network condition above an acceptable level; 
and (b) Selecting the best repair types and timings under 
budget limit (near-optimum fund allocation). 
 

Determining Minimum Funding Needs 

This proposed heuristic procedure is used to determine 
the minimum required budget to bring the pavement 
network above an acceptable level. It combines project 
level decisions that are related to selecting the best 
treatment types, and network level decisions for 
addressing the repair timings during the planning horizon. 
Basically, each pavement is selected and its yearly IRI 
values are checked to see in which year the pavement will 
deteriorate to he unacceptable trigger level (i.e., year 2 in 
Figure 3). Once the year of repair is selected, a minimum-
cost treatment can be selected as the one that maintains 
the pavement above the IRI trigger level during the 
planning horizon (e.g., repair action 4 in the figure). This 

approach spends minimum money only in the necessary 
year so that to preserve the condition of individual 
pavements above the IRI trigger level in all years. 
Repeating this process for all pavements accumulates the 
necessary budget level that is required for the whole 
network. This answers the important question of how 
much level of funding is needed to keep our assets at 
minimum acceptable level during the planning horizon.  
 

Near-Optimum Allocation of Limited Repair Funds 

Since most municipalities receive lower funding levels 
than they ask for, or what is necessary, two heuristic 
approaches are proposed to determine a near-optimum 
allocation of the limited pavement rehabilitation fund. 
There are as follow:   
 

Method 1: This heuristic method is a project-wise 
approach that analyzes ‘asset-by-asset’. Since pavements 
are prioritized based on their priority index, pavements 
with higher priority index that are in urgent need of repair 
are considered first. In this method, each pavement is 
evaluated over the planning horizon to find the violation 
time and the least-costly repair (Figure 4a). The process 
is similar to the one in Figure 3, except that when an asset 
is decided to be repaired in a certain year that has no 
remaining funds, then the asset will not be repaired and 
the process continues to the next one until all assets are 
evaluated.  

 

 

 

 

 

 

 

 

 

 

  FIGURE 3 Repair type and timing                       FIGURE 4 Two fund-allocation heuristics  
                     under no budget constraint.            under budget constraint. 

 

Method 2: This heuristic method is a network-
wise process that allocates available budgets ‘year-by-
year’ (Figure 4b).  In this method, each year is considered 
separately and the assets that violate the trigger level in 
that year are considered and then a least-costly treatment 
is decided for them one-by-one until the budget limit of 
that year is reached.  The process starts from year 1 and 
moves to the next year, until the end of planning horizon. 
 

 

 

Spreadsheet-based Implementation 

 
In order to evaluate and compare the proposed fund 
allocation heuristics, they have been implemented within 
a spreadsheet-based PMS. An overview of the developed 
spreadsheet model is shown in Fig. 5 showing all the 
sheet portions that relate to the various asset management 
functions. As shown in Figure 5, each road is represented 
as a separate row and all the data related to each road are 
represented in columns. The model in Figure 5 is 

(a) Asset-by-asset (b) Year-by-year 
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formulated considering a tactical asset management plan 
of five years. The two main decisions in the model are:  
 

• The index to one of five repair types in column 
“Repair Type” for each road (integer variables); 
and 

 

• The index to one of the five repair years “Year 1 
to Year 5” for each road (binary variables). 

These two decisions for each road are linked by equations 
to all the related functions of current performance 
assessment, deterioration, repair costs, and improvements 
after repair, and all the LCCA details. These functions are 
explained in the following. 
 

Priority Indices: The proposed spreadsheet 
combines the IRI with the AADT for each road, into 
Priority Index “PI”, based on Eq. (2). This index varies 
from 0 to 5. When the road’s PI is zero, performance is 
high and the road has low repair priority. Also, when the 
road is in worst performance, it gets the highest priority 
for repair (PI = 5), Thus the priority is higher for roads 
with higher deterioration.  
 

Deterioration Model: To enable life cycle 
analysis over a 5-year planning period, it is important to 

predict the future deterioration of the roads over the next 
five years. The future condition for each road has been 
evaluated based on the annual rate of IRI increased in 
Table 1 and the average annually daily traffic (AADT). 

 
Decision Variables and Constraints: In the 

spreadsheet model, five treatments are available for each 
pavement (Table 2). These repair options are referenced 
using integer values from 1 to 5. Repair timing during the 
planning horizon is also referenced using binary variables 
(1 represents a repair action and 0 means no repair). 
Since the repair timing is only once within the planning 
horizon (i.e., a single visit), the sum of all the binary 
variables in all years must be either 0 (no repair), or 1.  

 
Life Cycle Cost Calculation: In the spreadsheet, 

Life Cycle Cost over the five year plan is calculated 
yearly for each asset considering repair cost (according to 
the selected repair type) and the Vehicle Operating Costs 
(VOC). Accordingly, the present value of the total life 
cycle cost “TLCC” is calculated as follows: 
 

TLCC = Sum of [(Repair Costs + VOC) n / (1+i)
n] 

 
where, n is the year number and i is the applicable 
interest rate per year (user input). 

 
 

 

 

 

 

 

 

 

 

 

 

FIGURE 5 Pavement management spreadsheet. 

 
 

4. EXPERIMENTATION 
 
The proposed heuristic methods have been programmed 
using Excel’s VBA programming language as macro 
programs. Before experimenting with fund allocation, the 

network had an overall condition of 2.473. Applying the 
first heuristic procedure to determine the necessary budget 
revealed that the total budget of $51.64 million is required 
for preserving the whole network above the acceptable 
level of service, which improves the overall condition 

Two 
Decisions 

 
Performance 

Assessment 

 
Deterioration 

model 

 Rehabilitation 

Decisions 

 
Life Cycle 

Cost Analysis 

Prioritization & 

Fund Allocation 
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from 2.473 to 1.82. More than 50% of this amount, 
however, is required to be spent in the first year since 
many assets have bad initial condition and require 
immediate intervention.  
 
In a more realistic fund allocation situation, an asset 
manager is assumed to have a budget limit of $10 million 
in each year (add up to the same total amount needed but 
are equally distributed among the years). Considering this 
budget limit, the two proposed heuristic methods (asset-
by-asset, and year-by-year) were used for allocating the 
limited funds. Upon applying the proposed methods, the 
funds were allocated successfully and the heuristic 
approach improved the overall IRI as shown in Table 4. 
Both procedures are equally efficient (i.e., not much far 
from the case of no budget redistribution), but have the 
great advantage of avoiding the need for uneven fund 
distribution among the years of the plan. In order to 
validate the proposed approach further, its results were 
compared to the results of optimization using genetic 
algorithms (GA). Using GA-based optimization, which is 
a more time-consuming and complex process, the 
optimization could not improves the results of the 
heuristic approach by more than 0.6%.  
 

 
 
 
 
 
 
 
 
 

5. CONCLUDING REMARKS 
 
A practical heuristic approach has been proposed for 
efficient fund allocation of infrastructure repair funds, 
which is a large-scale and complex optimization problem. 
Using a case study of a pavement network of more than 
1200 pavements, the proposed method proved to be 
efficient and can be easily used by asset managers to 
allocate limited funds cost-effectively while maintaining 
the serviceability criteria. Some key advantages of the 
proposed heuristic method are as follows: Efficient and 
easy-to-use; Determines the needed budget level and 
selects the best treatments under a budget limit; Considers 
both network level and project level decisions; Applicable 
to different size pavement networks; and Applicable to 
other assets such as bridges, culverts, etc. 
 
There are several future extensions that can improve the 
performance of the prioritization and fund allocation 
mechanism further. It is also possible to combine the 
proposed heuristic method with GA-based optimization 
by using the good speedy results of the heuristic method 
as initial values for the optimization process to improve 
the results further. Also, the proposed heuristic can be 

improved by enhancing the condition assessment and 
deterioration model of the PMS, in addition to considering 
a combination of pavement quality measures such as 
surface distress index, and pavement quality index. 
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 TABLE 4 Comparison of results 

 
No Budget 

Limit 

Budget Limit 

Asset by 

Asset 

Year by 

Year 

Total Life Cycle Cost (Millions) 51.64 49.3 49.2 

Overall Condition (IRI) 1.8237 1.9184 1.9262 

No. of assets violated 0 221 232 
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ABSTRACT

This paper presents a unique view of information as a 

fundamental property of matter. Mathematical, 

physical, cybernetics, quantum mechanics and 

philosophy rules and concepts are considered in 

support of the informational nature of matter. First 

consider the bit as a fundamental unit

in conveying information in computers which is 

subject to substitution with physical and mathematical 

values. The computer bit value reflects the nature of 

information as a fundamental property of matter. This

understanding could serve as the basis for a new 

approach, based on an informatics framework, for

the investigation of complex natural systems. To 

illustrate such an approach, we use a new view on 

petroleum and hydrocarbon gases are considered,

based on an evaluation of their information content.

Changes in the information amount show that

petroleum and hydrocarbon gases originated from

carbon and hydrogen atoms which appeared in the 

Earth forming the simplest hydrocarbons. 

KEYWORDS: Information Science, 

Classification, States of Matter, Computer Science, 

Informatics, Cybernetics, Hydrocarbon States,

Mathematical Theory

.

BACKGROUND AND REVIEW OF THE 

LITERATURE

The midpoint of the twentieth century brought 

significant changes in understanding of the 

nature of information. C

groundbreaking Mathematical Theory of 
Communication was published in 1948, and soon after, 

computers spread all over the world. It became clear 

that information, in addition to its everyday meaning 

as informatio (Latin), has a broader scope and was a 

worthy subject of scientific investigation, both from 

theoretical and practical application points of view.

L English 

speaking countries established the 

. From the very beginning, it

was recognized that information science has origins 

and concerns in common with existing fields of study:

linguistics, semantics, psychology, and library science 

(Otten and Debons, 1970). We find it is very 

significant that in this lineup of sciences, we do not see 

physics or cybernetics.

appeared in Germany and 

France (Steinbuch, 1957; , 2011) to 

cover studies on computerized methods of information 

processing, accumulation, storage, and retrieval. In the 

USSR in the mid-1960s, informatics became the 

official name of the science dealing with all aspects of 

information, including information science and 

computer science. In present-day Russia, informatics is 

viewed as a natural science dealing with fundamental 

study of the nature and properties of information, as 

well as the methods and systems of information 

creation, collection processing, transmission, and 

usage and their application in industry and everyday 

life (Sokolov, 2009). The Russian view of informatics 

is demonstrated by Russian encyclopedia entries, as 

well as by entries in dictionaries of physics, 

philosophy, other areas, and general terminology. 

These entries define informatics similarly, as the 

science covering the nature, structure, collection, 

storage, processing, transmission, and retrieval of 

information, and of additional operations connected 

with information (emphasis in italics above and below 

in text by the author). As one can see from this brief 

survey of informatics, its prevailing focus has been the 

study of operations performed in connection with 

information.

classification outline of knowledge is a basis for this 

different point of view and underpins the current 

Russian view of the science of information and its 

interrelationships. Russian Classification systems 

based on the Rubricator have often placed fields of 

study in different configurations than those of other 

Western schools of thought leading to different 

relationships between the sciences and allowing for 

differing conclusions. The interdisciplinary study of 

the nature of information with physics or cybernetics 

has not been evident.
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Currently in the English-speaking world, the use of 

rather limited in comparison 

. Its position in the ASIS&T 

Thesaurus of Information Science, Technology, and 

Librarianship (2005) shows informatics as a third level 

term and a narrow focus. On the other hand, 

information science, according to M. Norton (2010, p. 

6), d collection and storage,

classification and control, access for retrieval,

communication and evaluation of information

of the very same areas that Russian scholars consider 

the provenance of informatics.

All the above-mentioned definitions of the 

sciences dealing with information are in the context of 

as covering data, reports, 

messages, and the like, as well as computer operations.

Such an understanding of the nature of information is 

quite understandable. Over the millennia, oral 

information has been transmitted from generation to 

generation, preserved as historical and religious

recitations especially connected to geographic 

locations and other artifacts and data all have become 

the collective historical memory of cultures. The 

appearance of written language set the first stone in the 

foundation of information science as the library and

archival science.

During the 20
th

century, the amount and variety of 

information and its carriers increased so much that 

mathematical approaches to cope with the information 

became essential. Mathematicians developed 

calculation methods for information, applying such 

mathematical and cybernetics concepts as the set,

uncertainty, and probability. The mathematical theory 

of information was created largely by Ralph Hartly 

(1928) and Claude Shannon (1948). Shannon 

expressed the quantity of information using a formula 

that is now well known. He substituted a binary unit, 

the bit, for information amount calculations. This 

introduced the concept and practice of mathematical 

substitution into the world of information science.

Over the 60-plus years that have passed since 

information has seen many practical applications in 

information, as described in Melanie

(2010). All of these applications have circled around 

such concepts as data, database, data mining, 

information storage and retrieval, and knowledge 

management. With all of these concepts, information is 

rarely regarded as a means of understanding the laws 

of nature; rather, it is regarded primarily as a 

commodity, to be used to make new commodities and 

new goods.

However (and this is very important for the theory 

of information science), such an interpretation of 

information, mostly in an everyday sense, obscures its 

main property as a fundamental feature of matter. We 

are referring to the physical basis of information, as 

manifested in natural phenomena. It was in spite of the 

fact that the cognition of information phenomena from 

the point of view of physics, philosophy, and 

physiology had begun much earlier, that information 

science came into being.

Atoms, molecules, and elementary particles, as 

well as their corpuscular properties, were known to 

science before R. Taylor (1966) and H. Borko (1968) 

introduced the discipline of information science and 

Karl Steinbuch (1957) proposed the discipline of 

informatics. For the theory of information science, one 

very important discovery was that of elementary 

fermions (quarks and leptons) that form electrons and 

s nucleus. The 

information science community must be thankful to 

Werner Heisenberg (1952) for the discovery of the 

fundamental law of microcosm: quantum field theory.

This theory led Anton Zeilinger (1999) to take into 

consideration the features and performance of

elementary particles in a quantum field to formulate 

the principles of information quantization, a theory that 

describes the connection between elementary particles 

and information. An 

elementary system represents the truth value of one 
proposition.
the truth of which can be verified directly by 

experiment.] ... The truth value of a proposition can be 

identified with the bit value 0. Thus, our principle 

becomes simply: An elementary system carries 1 bit of 

information (p. 635) The movement of electrons and 

protons in accordance with quantum field theory could 

be proven by experimentation and computation, once 

they were considered as constituting elementary 

systems, and the information content of the atoms of 

any chemical element could be calculated according to 

atom mass and the wave function of its electrons and 

protons.

It was a very important discovery for information 

science and informatics that the information content of 

any substance composed of atoms could be calculated 

for all stages of its chemical, thermal, and catalytic 

processes, as well as for other processes, using the bit 

values.

The information characteristics of elementary 

particles are an unquestionable physical argument for 

the characteristic of information as a fundamental 

feature of matter, and the bit is the unit that can be 

applied for the measurement of the information content 

of complex physical systems that occur in nature.

The preceding statement shows that uncertainty,

probability, and set, as concepts of physics, 
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mathematics, cybernetics, and quantum mechanics, 

serve as the basis for mathematical and physical 

substitution of information and prove that information 

exists beyond our conscious awareness. The bit is the 

universal unit for information measurement.

Our understanding of information as being 

contained by natural phenomena received much input 

from the investigations of the relation between 

information and such concepts as multiplicity,

complexity, and organization. Later investigations 

dealt with features and structures of objects and 

organisms in biology, geology, geography, topology, 

and many other disciplines. It was W. Ross Ashby 

(1956) who showed, for the first time, the 

inseparability of the concepts of multiplicity and 

information. He equated the amount of information 

with the corresponding amount of multiplicity.

Multiplicity can be viewed as the number of different 

elements

propositions), and as a base two logarithm of this 

information amount). In this case, this logarithm is the 

means for the transformation of the multiplicity set of 

elements into the amount of information of this set, 

expressed in bits. Ashby introduced the Law of 

Requisite Variety, which plays a key role in 

information theory.

In biology, Nicolas Rashevsky (1955) was the first 

to show that the information content of the molecules 

of complex biological structures could be represented 

by the topology of a corresponding set of adjacent

values. He illustrated how the structural relationships 

in a biological molecule could be mapped to a graph,

and how the amount of information content in the 

derived from the 

graph. Ernesto Trucco (1956) further developed the 

idea of topological information content, with the 

theory that the amount of information content 

represented by a graph can be determined from the 

vertices and the lines that connect them. According to 

Trucco, the amount of information in the topology is 

represented by the relation of the total number of 

vertices to the number of vertices that are topologically 

non-equivalent, that is, have a different grade. This 

relation can be expressed by a logarithm function, for 

which Trucco used base two. The resulting binary 

logarithm formula for topological information is 

ula for 

information entropy. Hence, topological information 

theory provides additional evidence in favor of the

claim that information is a fundamental feature of 

matter, this time on the basis of the structure of 

complex chemical compounds.

Henry Quastler (1964) investigated the role of 

information in the organization of biological 

structures. He based his calculations on the assumption 

that a cell is a highly organized system consisting of 

perhaps 2*10
11

atoms containing approximately 5*10
12

bits of information. All healthy cells of an organism 

are completely functional; if a cell stops being a 

functional part of the organism, only the information 

of its atoms remains. Information is contained in the 

unique coding of the biopolymer molecules of DNA 

and RNA. In effect, information is communicated in 

transmission from generation to generation.

role in the development of information science also 

includes the establishment of non-probabilistic 

methods of uncertainty removal, that is, information 

creation.

The fact that there exists, in the areas of 

information science and informatics, the concept that 

information is a fundamental feature of matter and 

biological structures, with the bit as the universal unit 

for information content measurement, has very 

important implications for the application of those 

information areas in the investigation of natural 

systems.

mathematical expressions, is not only a unit for 

statistical information calculation. The quantity of 

information in the atom of any chemical element, as 

well as that of any complex chemical substances 

composed of an aggregate of atoms of different 

elements, can also be evaluated.

2. The quantity of information, as expressed in 

bits, reflects the degree of complexity, organization, 

and variety of the systems. Regressive decrease of the 

quantity of information, or its progressive increase, 

demonstrates the evolution of the system in the form, 

respectively, of destruction (entropy increase) or 

creation (entropy decrease).

APPLICATION TO THE INSTANCE OF 

PETROLEUM AND HYRROCARBONS

These principles of information theory and 

informatics can be applied to the structure, 

composition, and development of any complex natural 

system. Petroleum was chosen as an example because 

it is composed of more than 500 hydrocarbon 

compounds that we qualify as hydrocarbon sequences.

The calculation of the information content quantity of 

petroleum and hydrocarbon gases is based on the fact 

that their molecules consist of atoms, and the 

information content of any atomic or molecular 

structure must be calculated in bits. The level of 

system complexity indicates the quantity of 

information. The higher the amount of information, the 

more complex and varied the system is. As noted by 

Nikola Amosov, the quantity of information is directly 

proportionate to the indices of the degree of the 
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If one relates 

this statement to petroleum, the process of its genesis 

may be considered as a hierarchical structure, with 

carbon and hydrogen atoms at the base, and with each 

subsequent level of development characterized by 

more complex hydrocarbon sequences having more 

variety and more information content.

The present author has substantiated a method for 

the information volume calculation of petroleum 

hydrocarbon sequences, using topological information 

derived from the conventional molecular structures (R. 

Seiful-Mulukov 2010, pp. 131-142). Starting with the 

premise that carbon and hydrogen atoms constitute 

approximately 99 percent of petroleum, and that those 

atoms have their normal atomic orbital structure within 

the upper asthenosphere, we next consider how the 

process of 

upper mantle. In Table 1, the rows from bottom to top 

show the successive meshing of hydrocarbon 

molecular structures, reflecting the formation of the 

more complex hydrocarbons, with corresponding 

increases in information volume. The dynamics of 

information volume changes in the conventional mass 

of the hydrocarbon molecule -- from the simplest 

methane to the final full hydrocarbon sequences in 

petroleum clearly demonstrate that the formation of 

the more complex hydrocarbons is in line with a 

corresponding increase in information volume. The 

information volume changes provide a basis for us to 

consider the argument that the petroleum generation 

and hydrogen atoms appearing with minimal 

information volume. Within sedimentary rocks, the 

simplest hydrocarbons, with an information volume of 

less than 550 bits, are subjected to catalytic 

transformation, leading to the formation of more 

complex hydrocarbons of petroleum, as explained by J. 

Germain (1969). The main stage of petroleum 

formation, with its conventional molecule containing 

no less than 4,860 bits of information, takes place in 

crust, under thermodynamic conditions that 

cause the catalytic conversion and conservation of 

hydrocarbon sequences. Petroleum formation ends in 

reservoirs, under a microstate of minimal entropy that 

corresponds to a high level of complexity, variety, and 

volume of information. Such a model of petroleum 

formation, and of the dynamics of its entropy changes,

completely excludes the idea that the chemical 

composition of petroleum can remain unchanged in a 

reservoir over hundreds of millions of years.

Table 1. Information content of hydrocarbon sequences in petroleum generation*

Chemical 

element or

hydrocarbon

Formula (gross or empirical

ones)

Information volume (bit)

Bitumen C45H51O2SN 6219

Heavy oil C37H62SN 5228

Light crude C32H66OSN 4862

Butane 4 10 547

Butylene 4 8 539

Propane 3 8 424

Propylene 3 6 403

Ethane 2 6 289

Ethylene 2 4 269

Acetylene 2 2 248

Methane 4 154

Carbon 109*

Hydrogen 10*

*According to the inorganic model of petroleum genesis (After Igor Gurevich, 2009, p. 150.)
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CONCULSIONS

We share the following observations:

1.The dominant understanding of information, in 

the fields of information science and informatics, 

resulted from its initial, historical sense as informatio

(data, intelligence, or knowledge); furthering the 

development of the practical application of information 

in this sense, including computerized information 

technologies, remains the main goal of those fields.

The view of information as a commodity -- and as 

goods that enable the production of new commodities, 

new experience, and new knowledge is an 

appropriate and very important perspective in 

information science and informatics.

2.The structure and thematic scopes of information 

science and informatics, as well as the names of these 

disciplines, are historically conditioned. In spite of 

differences in the name, both areas are dealing with the 

same phenomenon: information. Any science is 

developing as long as scientists of different schools of 

thought are exchanging ideas. In this context, an 

understanding of the ideas and terminology of the 

information science community by the informatics 

community, and vice versa, is very important. This 

presentation is intended to be one step in this direction.

3. Information should not be considered as merely 

a commodity or merely goods. Information is a 

fundamental property of matter. The main unit of 

measurement for this property is the bit. The 

application of the information bit for the understanding 

of the structure and evolution of natural systems gives 

us new methods and means for scientific investigation 

that differ significantly from traditional and superficial 

ones. We believe that such methods of investigation, 

using an information approach, have a promising 

future.
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ABSTRACT 
 
This paper presents a description about the software 
development based on model transformation chains. This 
process begins with the creation of a domain metamodel. Later, 
a model-to-model transformation is applied to this metamodel 
getting architecture metamodel. The final step in the process 
consists in the application of a model to text transformation 
getting the final source code of the application. Also, this paper 
presents a case study where is demonstrated the complete 
process about the model transformation chain. 
 
Keywords: Model, metamodel, model transformation, UML, 
software engineering, model to text transformation, code 
generation. 
 
 

1. INTRODUCTION 
 
In different contexts involving the development of software 
products, it is possible to see that generally, most of the 
functional requirements posed around the same context, satisfy 
the same set of features. Typically, software developers make a 
code re-use generated in previous projects that resolves certain 
requirements in order to improve development time of a 
particular product. This code re-use is an immediate solution 
that does not necessarily solve the problem on a new project due 
to the specific situations in the new project. These situations in 
almost all cases have differences with the implementation made 
in previous projects, yet this kind of solution demands a lot of 
time and effort by the development team. In this way, is a better 
alternative build metamodels allowing the abstraction of the 
general features of a particular context to make transformation 
processes.  
 
An initial proposal but enough is by creating a context 
metamodel which includes concepts related to specific domain 
entities to be resolved, a metamodel architecture which must be 
platform independent and would abstract the different 
architectural elements that may have a solution for the domain, 
and a metamodel related to the platform on which the final 
implementation of the software product is made. Based on the 
metamodels and transformations, when a develop for a new 
project is required, would be enough to make a design for a new 
metamodel based on the context, which would apply different 
transformations necessary to provide results in the source code 

that implements elements, features and general services for that 
particular project context. In this paper, a description of the 
processes of models transformation is presented, using EMF 
(Eclipse Modeling Framework) for modeling, ATL (Atlas 
Transformation Language) to model transformation and 
Acceleo for model to text transformation. Finally, the results of 
a case study in the domain of maze games is presented, which it 
is possible to verify the final product fully functional, based on 
a model of initial context. 
 
 

2.  MODELS AND METAMODELS 
 
A model is a set of statements about a system which is under 
study. These statements are relating to the abstraction of an 
element that can be considered true or false. In software 
engineering, a model refers to an artifact developed in a 
modeling language, which describes a system through different 
types of diagrams. Stachowiak stated that a model requires three 
key features: mapping, indicating that a model is based on an 
original concept; reduction, indicating that the model reflects 
only a selection of original and pragmatic concept, indicating 
that the model needs to be used taking the specific purpose of 
the original concept [1]. On the other hand Bran Selic states that 
an engineering model must contain the following 
characteristics: abstraction, indicating that the model is always a 
reduced representation of a system that it represents; 
understanding, indicating that the model must maintain a way 
that directly appeals to the intuition; precision, indicating that 
the model should provide a true representation of the interesting 
features of the modeled system; predictive, indicating that the 
model is to predict the interest but not the obvious properties of 
the modeled system and low expression, indicating that the 
model must be economically significant for the construction and 
analysis. [2] 
 
A copy of the original concept is not a model. A model is a 
description of something. The software engineering models are 
created in the analysis phase and are used to describe the 
problem. Additionally, all models can be transformed and not 
everything is necessarily convertible to a model [3]. The 
modeling is a human activity, because every action is preceded 
by a construction of a model [4]. 
 
There are two different kinds of models are: 
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• Token model. These models capture elements with 
specific and particular aspects of an item. 

• Type model. Capture the universal aspects of the original 
concept. Models can be considered as a model and is not 
appropriate to consider them as metamodels. 

 
The relationship between a model and its metamodel can be 
characterized as an instance; however, can be expressed best as 
a model conforms to the metamodel. The interpretation of a 
model can be obtained by mapping the model elements with 
elements from the original concept, which can determine the 
level of accuracy in the statements with the elements. 
 
Model Driven Engineering (MDE), not only as a model using 
simple documentation. MDE uses models as an input and / or 
formal output computer-based tool implementing specific 
operations [4]. As a consequence, engineering frameworks have 
evolved progressively model MDA (Model Driven 
Architecture) defined by the OMG (Object Management 
Group). 
 
The main use of a metamodel is to facilitate the separation of 
concerns of a domain. When several models have been 
extracted from the same system with different metamodels, 
these models are related [4].  
 
The following figure shows the classical architecture of the 
OMG. In the low level, M0 layer is the actual system. The level 
M1 represents the model. The M1 level model is conformed to 
the metamodel defined at the M2 and it is conformed to the 
meta metamodel of the level M3. The meta metamodel is 
conformed to itself. 
 

	  

Fig. 1. MDA Levels [4] 
 
 

3. RESTRICTIONS 
 
At the time of building a metamodel, the model that conforms 
to this must attend all characteristics defined. However, in many 
cases, the metamodel cannot specify certain characteristics as 
constraints obtained by abstraction of original concept that is 

modeled. 
 
Object Constraint Language (OCL) is a language that allows set 
restrictions on metamodels. The model that tries to be consistent 
with the metamodel that contains such restrictions must satisfy 
these restrictions. Thus, applying to the metamodel a few OCL 
sentences, it is possible to define a set of additional features to 
the metamodel. 
 
OCL is a modeling language and not a programming language. 
Cannot write a program with some logic or flow control in 
OCL. As modeling language, all implementation issues are out 
of reach and cannot be expressed in OCL. OCL queries defined, 
on the one hand, as a set of elements that satisfy a restrictive 
expression, and secondly, it is possible to apply special 
operators to interact with the relations [7]. 
 
The OCL expressions necessarily must be connected with some 
element of the metamodel. To do this, there are two keywords 
that are “context” that indicates the context in which the 
expression is applied and “self” making reference in an 
expression context. 
 
An OCL expression, which can be invariant, should be true for 
all models conform to the metamodel to which is applied the 
restriction. Likewise, an expression can contain preconditions 
and postconditions in a condition associated with a method. In 
this way, it is necessary to satisfy the condition specified in the 
postcondition if the precondition is met.  
 
OCL contains a large set of functions and operators that allow 
setting any restrictions on a metamodel that must be satisfied by 
the model conformed to the metamodel. 
 
 

4. MODEL TRANSFORMATION 
 
A model transformation, allows converting a model Ma that is 
conformed to a metamodel MMa to a model Mb that is 
conformed to a metamodel MMb. The transformation is defined 
by a transformation model Mt that is conformed to a 
transformation metamodel MMt. MMa and MMb metamodels 
must have direct relationships between concepts to allow the 
solution to the requirements established for a particular project. 
The three metamodels must be conformed to with a meta 
metamodel such us MOF (Meta Object Facility). 
 

 
 
Fig. 2. Model transformation [8] 
 
To perform transformations between models, it is necessary to 
use a specialized language for this task. Two common 
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languages are Atlas Transformation Language (ATL) and Query 
View Transformation Operational (QVTO). 
 
ATL allows transformation by defining modules. A module 
must contain a name, an output metamodel and an input 
metamodel. Furthermore, a module can define rules. Each rule 
must contain a name, the class from the input metamodel and 
one or more classes from the output metamodel. Each rule 
allows assigning the attribute information of each class of 
output metamodel. 
 
QVTO allows transformations by creating functions of mapping 
models. It is necessary to include metamodels through the 
keyword “modeltype”. The execution of the transformation is 
initiated through a main function in which it can appeal to the 
mapping functions required for transformation. 
 
 

5. MODEL TO TEXT TRANSFORMATION 
 
Model to text transformation allows generating source code in 
any language. The transformations generate text files with the 
desired content and desired extension. The model to text 
transformation always has an input model and an input 
metamodel. The output is the set of source code files generated 
in the language selected to deploy the final application. 
 
Acceleo is a project that allows this kind of transformations. 
With this tool a transformation requires to include the 
metamodel with which generating the text. Acceleo allows to 
build a set of "templates" that are the components where is 
implemented the decisions of the transformation. It also has a 
statement @main indicating which templates will be run. If a 
template does not contain the statement @main, it must be 
called since another template for its execution. 
 
 

6. MODEL TRANSFORMATION CHAIN 
 
The strategy used for building a model transformation chain is 
shown with the next figure. 
 

 
Fig. 3. Model transformation chain strategy 
 
To build the model transformation chain is necessary to create 
the next artifacts: 
 
• Context metamodel. This metamodel contains all 

elements related with de specific domain. 
• Architecture metamodel. This metamodel contains all 

elements from the context metamodel adding some 
elements related with the architecture pattern Model View 
Controller. 

• Context model. This model has to be conformed to the 
context metamodel. This model models a specific project 
in the domain defined in the context metamodel 

• ATL Transformation. This artifact has the context 
metamodel as input and generates the architecture model 

which is conforms to the architecture metamodel. This 
transformation has the necessary rules to convert the 
elements from the context model adding the additional 
characteristics defined in the architecture metamodel. 

• Acceleo Transformation. This artifact has the architecture 
model as input. This artifact has a set of rules that convert 
the elements in the architecture model to a source code in 
any language. 

 
With this propose, the context model and the architecture model 
are platform independent, yet the files generated by the acceleo 
transformation are platform dependent. As a consequence, it is 
necessary to create a different acceleo transformation for each 
platform in the case of generates the project in different 
programming languages. 
 
 

7. CASE STUDY 
 
There are some games that share certain characteristics that 
allow propose a transformation chain for getting a 
semiautomatic construction of those games. As a case study is 
taken maze games, which have a single player, passive elements 
such as block and active elements such as enemies. 
 
Based on the above context metamodel poses a maze game that 
includes the general common characteristics to this kind of 
games.  
 

 
Fig. 4. Context metamodel for maze games 
 
This context metamodel contains the next EClasses: 
 
• Game. It is the root EClass. It has containment relations 

with the other EClasses.  
• Element. It is an abstract EClass. It has a containment 

relation whit attribute. 
• Attribute. It has a data type that could be int, String, 

boolean or ImageIcon. It has an attribute kind that could 
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be posX indicating that this attribute is related with the x 
coordinate, posY indicating that this attribute is related 
with the y coordinate, visible, information indicating that 
this attribute has information about the element in the 
game and image indicating that this attribute has the path 
of the ImageIcon. 

• PasiveElement. It inherits from Element 
• ActiveElement. It inherits from Element. It has one 

relation with the EClass movement. 
• Behavior. It is an abstract EClass 
• Movement. It inherits from Behavior. It has one type that 

could be Right which implies that the active element will 
turn right when it touch a passive element, Random which 
implies that the active element will turn in some direction 
when it touch a passive element, None which implies that 
the active element will do nothing and Customized which 
implies that the movement can be programmed in the final 
application. 

• Collision. It inherits from Behavior. It makes an effect 
when the player collides with an active element. It 
generates an effect in one attribute of the active element 
collided. 

• Control. It inherits from Behavior. It makes an effect 
when the user presses a button. 

• Effect. It changes the value of one attribute of one active 
element. 

 
Based on the context metamodel and applying the architecture 
pattern Model View Controller, the next architecture metamodel 
is generated. 
 

 
 
Fig. 5. Architecture metamodel for maze games 
 
This metamodel has the same elements than the context 
metamodel, yet it has the next additional EClasses: 
 
• Architecture. It is the root EClass. It has containment 

relations with the EClass Game and View. 

• View. It has containment relations with the EClasses 
related with the view in the pattern Model View 
Controller. 

• Container. It makes reference to an graphic container to 
deploy the final application 

• GraphicComponent. It is an abstract EClass. 
• Interaction. Is inherits from GraphicComponent. It makes 

reference to an interaction element such us a button 
• Visualization. It inherits from GraphicComponent. It 

makes reference to a visualization element such as a label. 
 

Based on the context metamodel, the model of the figure 6 is 
created. This model represents the game pacman. There are the 
next elements in this game: 
• Blocks. This is a passive element. It represents the set of 

blocks in the game. 
• Pacman. It is the player. It has the next attributes: 

o xPlayer. It is the variable, which contains the x 
coordinate of the player. 

o yPlayer. It is the variable, which contains the y 
coordinate of the player. 

o Image. It is the variable, which contains the path of 
the imageIcon of the player. 

o Points. It is the variable, which contains the number 
of points. One point is equivalent of on cookie 
eaten. 

o Lives. It is the variable, which contains the number 
of opportunities that has the player. When this is 0, 
then game is over. 

The player also has the next behaviors: 
o Up. It is the control, which the user can move the 

player up. 
o Down. It is the control, which the user can move the 

player down. 
o Right. It is the control, which the user can move the 

player right. 
o Left. It is the control, which the user can move the 

player left. 
o GhostTouch. It is the collision that occurs when the 

player touches an enemy. This collision decrements 
the number of lives. 

o CookieTouch. It is the collision that occurs when 
the player touches a cookie. This collision 
increments the number of points. 

o FruitTouch. It is the collision that occurs when the 
player touches a fruit. This collision increments the 
number of lives. 

• Ghost. This is an active element. It represents the set of 
ghosts in the game. 

• Cookie. This is an active element. It represents the set of 
cookies in the game. 

• Fruit. This is an active element. It represents the set of 
fruits in the game. 

• Right. It is a preconfigured movement that can be applied 
to an active element. This movement turns right the active 
element when it collides with a passive element or with a 
boundary of the game. 

• Random. It is a preconfigured movement that can be 
applied to an active element. This movement turns 
wherever the active element when it collides with a 
passive element or with a boundary of the game. 

• None. It is a movement that can be applied to an active 
element. When an active element has this movement, it 
does not have any variation in the position. 
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In this case, there is a properties file, which includes the 
coordinates and the image of each block, ghost, cookie and fruit 
in the game. 
 

 
 

Fig. 6. Context model for pacman game 
 

Applying the model transformation and the model to text 
transformation, the source code in java is generated. For this 
case, executing the final application the game is totally ready to 
play. Also, the game generated has two levels with different 
elements. The figure 7 shows the level one and the figure 8 
shows the level two. The elements of each level depend of a 
configuration file that describes the coordinates and images. 
 

 
 
Fig. 7. Final project of the Pacman game, level one 
 

 
 
Fig. 8. Final project of the Pacman game, level two 
 
For this project, there is a context model related with the 
pacman game with 21 elements. After applying the model 
transformation chain, the result is a source code with 10 java 
files and 825 code lines in total. 
 
 

8. CONCLUSIONS 
 

A model transformation chain offers advantages related to the 
development time of software products that are part of the same 
context, allowing the development team to concentrate on the 
analysis and design of the product and the particular 
characteristics that must be implemented based on the 
infrastructure generated by the chain. 
A model transformation allows adding the project a major set of 
components that make reference not only context but also refers 
to the visualization and control. 
 
Model to text transformations allows the generation of plain 
text, which can be interpreted as source code, providing the 
opportunity to generate the same final product in different 
languages without affecting the initial design based on 
modeling from the context of project. 
 
The application of a transformation chain allows semi-
automatically generate a final product of software, because 
based on the generated elements it is necessary to implement 
the specific characteristics of each project. 
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Abstract 

Building enterprise software is a dramatic challenge 

due to data size, complexity and rapid growth of the both 

in time. The issue becomes even more dramatic when it 

gets to integrating heterogeneous applications. 

Therewith, a uniform approach is required, which 

combines formal models and CASE tools. The 

methodology is based on extracting common ERP module 

level patterns and applying them to series of 

heterogeneous implementations. The approach includes a 

lifecycle model, which extends conventional spiral model 

by formal data representation/management models and 

DSL-based "low-level" CASE tools supporting the 

formalisms. The methodology has been successfully 

implemented as a series of portal-based ERP systems in 

ITERA oil-and-gas corporation, and in a number of 

trading/banking enterprise applications for other 

enterprises. Semantic network-based airline dispatch 

system, and a 6D-model-driven nuclear power plant 

construction support system are currently in progress. 

1. Introduction 

The objective of the paper is a systematic outline of 

the new technology for developing large-scale integrated 

heterogeneous applications. Currently, the multinational 

enterprises possess large, geographically distributed 

infrastructures, aimed at the same business goals. Each of 

the enterprises has accumulated a tremendous and rapidly 

increasing data burden, comparable to an avalanche. In 

certain cases, the data bulk exceeds petabyte size, and it 

tends to double every five years. Undoubtedly, 

management of such data is a serious challenge. The 

problem becomes even more complicated due to 

heterogeneous nature of the stored data, which varies 

from well-structured relational databases to non-

normalized trees and lists, and to weak-structured 

multimedia data. The technology presented in the paper is 

focused at more efficient heterogeneous enterprise and 

uniform data management procedures. The technology 

involves a set of novel mathematical models, methods, 

and the supporting software engineering tools for object-

based representation and manipulation of heterogeneous 

enterprise data.  

2. Heterogeneous Enterprise Systems: 

Concepts, Problems, Models and 

Tools 

Brute force application of the so-called “industrial” 

enterprise software development methodologies (such as 

IBM RUP, Microsoft MSF, Oracle CDM etc.) to 

heterogeneous enterprise data management, without an 

object-based model-level theoretical basis, results either 

in unreasonably narrow “mono-vendor” solutions, or in 

inadequate time-and-cost expenses. On the other hand, 

the existing generalized approaches to information 

systems modeling and integration (e.g., category and 

ontology-based approaches, Cyc and SYNTHESIS 

projects – [1-4] – do  not result in practically applicable 

(scalable, robust, ergonomic) implementations since they 

are separated from state-of-the-art industrial technologies 

(CASE, RAD etc.).

Thus, the suggested technology of integrated 

development and maintenance of heterogeneous internet-

based enterprise software systems has been created. The 

approach is based on rigorous mathematical models and it 

is supported by software engineering tools, which provide 

integration to standard enterprise-scale CASE tools, 

commonly used with software development 

methodologies. The approach eliminates data duplication 

and contradiction within the integrated modules, thus 

increasing the robustness of the enterprise software 

systems (ESS). The technology integrates a set of ESS 

development levels: data models, software applications, 

“industrial” methodologies, CASE, architecture, and DB 

management. The novel technology elements are: (i) 

conceptual framework of ESS development; (ii) a set of 

object models for ESS data representation and 

management; (iii) CASE tools for semantic-oriented ESS 

development (ConceptModeller) and intelligent content 

management (ICMS); (iv) ESS implementations [5]. For 

adequate modeling of heterogeneous ESS, a systematic 

approach has been developed, which includes object 

models for both data representation and data management 

[5,6]. The general technological framework of ESS 

development provides closed-loop, two-way construction 

with re-engineering.  
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The general technological framework of ESS 

development contains stages, which correspond to data 

representation forms for heterogeneous software system 

components, communicating in the global 

environment.The object nature of the “class-object-value” 

model framework provides compatibility with traditional 

object-oriented analysis and design approach (OOAD), as 

well as with other certain promising approaches (such as 

D.S.Scott’s variable domains [7], V.E.Wolfengagen’s 

conceptual method [8]) and helps to extend the mentioned 

approaches to model the ESS internet-based 

environments. The following technological 

transformation sequence is suggested: (i) a finite 

sequence object (e.g., a lambda calculus term); (ii) a 

logical predicate (higher order logic is used); (iii) a frame 

(as a graphical representation); (iv) a XML object (class 

definition generated by the ConceptModeller engineering 

tool); (v) an UML diagram (CASE tool data scheme) in 

the ESS (meta)data warehouse [5]. 

Therewith, the warehouse content representation is 

based on semantic network situation model, which 

provides intuitive transparency for problem domain 

analysts when they construct the problem domain 

description. The model can be ergonomically visualized 

through a frame-based notation. Warehouse content 

management is modeled as a state-based abstract machine 

and role assignments, which naturally generalizes the 

processes of similar engineering tools, such as (portal 

page template generation, portal page publication cycle, 

role/access management etc. Therewith, the major content 

management operations (declaration, evaluation, 

personalization etc.) are modeled by the abstract machine 

language. The language has a formal syntax and 

denotation semantics in terms of variable domains. The 

transformation sequence of the model is: (i) a term of 

variable domain algebra (D.S.Scott’s computations theory 

is used)[7]; (ii) a domain-based function (higher order 

logic is used) [7]; (iii) a frame (a graphical notation); (iv) 

a XML object (a template for a ICMS portal page); (v) 

HTML code (ICMS portal page code) of the ESS portal. 

The architecture of the integrated heterogeneous 

enterprise content warehouse provides unification due to 

generalized object association-based relationships at the 

data at metadata levels. Uniform heterogeneous ESS 

content management is based on a uniform portal 

foundation, which serves a meta-level enhancement over 

the enterprise data warehouse. Assignments act as code 

scripts; they change ICMS machine states, and provide 

dynamical, scenario-driven content management. 

The ConceptModeller tool assists in semantically-

oriented visualized development of heterogeneous ESS 

data warehouse scheme [6]. A semantic network-based 

model is suggested, which works in nearly natural-

language terms, intuitively transparent to problem domain 

analysts. Model visualization is based on frame 

representation of the ESS data scheme. Deep integration 

with mathematical models and ESS CASE tools provides 

a closed-loop, continuous lifecycle with reengineering. 

The ICMS tool is based on an abstract machine, and it is 

used for problem-oriented visualized heterogeneous ESS 

content management and portal publication. ICMS 

features a flexible scenario-oriented management cycle 

and role-based mechanisms. ICMS provides a unified 

portal representation of heterogeneous (meta)data, 

flexible content processing by various user groups, high 

security, ergonomics and intuitively transparent complex 

data object management. 

3. Pattern-Based Development for Enterprise 

Systems 

The general ESS development framework [5] 

potentially allows the following benefits: (i) applying a 

“spiral-like” lifecycle to the general ESS development 

framework; (ii) ESS “tuning” by applying a “spiral-like” 

lifecycle and subsequent verification; (iii) requirement 

“tracing”; (iv) building a repository of ESS “meta-

snapshots”, with which the system and/or warehouse 

could be “reincarnated” to virtually any previous state 

using component-wise strategy; (v) building a “pattern 

catalogue” [9] for heterogeneous ESS, based on the 

integrated repository of various ESS state “meta-

snapshots”; (vi) developing a repository of “branches” for 

“cloning” slight ESS variations for the “basis; (vii) 

developing a formal language specification (e.g, a DSL 

technology-based one) [11]; (viii) adjusting” the existing 

ESS “meta-snapshot” repository components to match 

requirements; (ix) reuse of the desired components. 

The preferable ESS development framework tends to 

be iterative; in certain cases waterfall is an option.  

An essential feature of the general ESS development 

framework is its two-way organization. The approach 

provides reverse engineering possibility both for ESS in 

general, and their components in particular. The practical 

value of the approach is provided by the verifiability of 

heterogeneous ESS components at the uniform level of 

the problem domain model, which is practically 

independent upon the hardware and software environment 

of the particular component. Therewith, a major 

theoretical generalization is a possibility of 

mathematically rigorous verification of the heterogeneous 

ESS components by a function-based model [7,10]. The 

ESS engineering models are oriented at a promising 

“pure” objects approach, which is a strategy of .NET and 

Java technologies, where any program entity is an object. 

An essential benefit of the approach suggested is a 

possibility of adaptive, sequential “fine tuning” of ESS 

heterogeneous component management schemes in order 

to match the rapidly changing business requirements. 
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Such benefit is possible due to the reverse engineering 

feature of the integrated general iterative framework of 

ESS development. The reverse engineering is possible 

down to model level, which allows rigorous component-

wise ESS verification. Thus, conventional reengineering 

and verification can be enhanced by flexible correction 

and “optimization” of the target ESS in strict accordance 

with the specified business requirements. This is possible 

due to the suggested model-level generalization of the 

iterative, evolutionary ESS development framework. 

Another benefit of the suggested ESS development 

framework is a possibility of building a “catalogue of 

templates for heterogeneous ESS”, which is based on an 

integrated metadata warehouse, i.e., a “meta-snapshot” 

repository. Thus, the software development companies 

get a solution for storing relatively stable or frequently 

used configurations of heterogeneous enterprise software 

systems. The solution potentially allows avoiding the 

integration problems of “standard” ESS components 

and/or combinations, which have been obtained 

previously. The approach allows serious software 

engineering project savings for clients, provided the ESS 

developer’s “meta-snapshot” repository already stores a 

similar or an analogous integrated solution to the system 

required. The above consideration clears the way for 

“meta-snapshot” repository development, which stores 

the chronological sequence of ESS solutions as a tree 

with the “baseline” and slight variations of  ESS 

“branches”.  

This is similar to version control CASE tools. The 

approach allows a reasonable selection of most valuable 

deliverables of the ESS lifecycle phases, and organization 

of similar solution “cloning”. Therewith, the “clones” 

may be created both for different client enterprises, and 

for different companies of a single enterprise. 

Further discussion could cover the prospective areas of 

“meta-snapshot” repository development. First of all, to 

describe the metadata warehouses and the related 

enterprise-level business requirements it seems 

reasonable to develop new DSL-type problem-oriented 

meta-languages. Let us call them the MetaWarehouse 

Description Language (MWDL) and the Requirement 

Specification Language (RSL) respectively. Further, the 

formal models, outlined in the paper and given a more 

detailed coverage [5], allow interrelating the RSL and 

MWDL entities. Semantic-oriented search mechanisms 

assist in revealing ESS “meta-snapshot” repository 

components, which provide the closest matching to the 

new requirements. The approach potentially allows terms-

and-cost-effective and adequate transforming of the 

existing ESS components in order to match the new 

requirements with minimum corrections effort and, 

consequently, with minimum labor expenses. Therewith, 

the global perspective it becomes possible to reuse certain 

ESS components for current or new clients. Selection 

criteria for such “basic” components may be percentage 

of reuse, ease of maintenance, client satisfaction, degree 

of matching business requirements etc. 

4. Implementations: Results Obtained and 

Projects-In-Progress

ITERA Oil-and-Gas Group: a Portal-Based Solution.

The suggested methodology has been practically 

approved by development of Internet and Intranet portals 

in ITERA International Group of Companies. During the 

design stage, problem domain model specifications are 

transformed by the innovative ConceptModeller SDK to 

UML diagrams, then by Oracle Developer/2000 

integrated CASE tool – to ER diagrams and, finally, into 

target IS and enterprise content warehouse storage 

schemes. 

Using the suggested data model, the architectural and 

interface solution has been customized for enterprise 

resource management IS with content personalization for 

a wide spectrum of user and administrator types. 

To provide the required industrial scalability and fault 

tolerance level, the integrated Oracle design and 

implementation toolkit has been chosen to support UML 

and business process reengineering. 

A set of models have been constructed including problem 

domain conceptual model for enterprise content dynamics 

and statics as well as a model for development tools and 

computational environment in terms of state-based 

abstract machines, which provide integrated object-based 

content management in heterogeneous enterprise portals. 

For the model set, a generalized development toolkit 

choice criteria set has been suggested for information 

system prototyping, design and implementation. A set of 

SDKs has been implemented including ConceptModeller 

visual problem oriented CASE-tool and the CMS. 

According to the approach, a generalized interface 

solution has been designed for Internet-portal, which is 

based on content-oriented architecture with explicit 

division into front-end and back-end sides. Portal design 

scheme is based on a set of data models integrating 

object-oriented methods of management of data and 

metadata (or knowledge).The major implementations of 

portals in ITERA Group were: CMS for network 

information resources, official Internet site, and enterprise 

Intranet portal. 

Distributed Trading Company: a Domain-Driven 

Messaging System. A trading corporation used to 

commercially operate a proprietary Microsoft .NET-based 

message delivery system for information exchange 

between the headquarters and the local shops. The system 

was client-server based. The client included a local 

database and a Windows-based messaging service, while 

the server side consisted of a Web service and central 
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database. The operation/maintenance challenges were: 

complicated client-side code refactoring; difficult error 

localization/reduction; inadequate documentation; and 

decentralized configuration monitoring/management for 

remote shops. To solve the problems mentioned, an 

approach based on domain-driven development [11] and 

Domain Specific Languages (DSL) has been suggested. 

The approach included problem domain modeling and 

problem domain DSL development. A XML-based DSL 

was used, which extended the scope of the ESS 

programming language. The methodology instance 

included DSL scope detection, problem domain 

modeling, DSL notation/constraint development, and 

DSL testing. The lifecycle model was iterative with 

reengineering support. The Windows service containing a 

DSL parser is a part of the application. The DSL parser 

input is a current message transfer map. 

The DSL scope included message transfer 

rules/parameters, and adding new types of messages. The 

next methodology stage was building semantic model of 

the objects handled by DSL. Three types of the objects 

were revealed: messages, message transfer channels and 

message transfer templates. DSL describes object 

metadata, i.e., configurations and manipulation rules. 

Templates were core elements of the model, and channels 

were links between template instances. Templates and 

channels together make message maps. DSL described 

the maps, i.e. the static part of the model, while messages 

referred to its system dynamics and store the state. 

Templates define actions with messages, i.e. transform or 

route them. Based on DSL class model and 

implementation, messaging maps were built, which were 

later used by parser to generate system configuration. At 

this stage, DSL syntax and semantics were built. 

Messaging map was built as an XML document, defining 

system configuration and containing templates for 

routing, message processing, transfer channels and their 

relationships. The parser creates channel objects based on 

DSL channel descriptions. Then it configures the 

messaging system by creating message processing objects 

similarly. Finally, it instantiates the I/O channels, and 

creates relationships between channels and message 

processor. 

Thus, the DSL-based refactoring resulted in an enterprise 

trade management system with transparent configuration 

and a standard object-based model. The DSL developed 

solved the problem of messaging management. Since 

changes are chiefly localized within the transfer 

configuration /map, the change management has been 

dramatically simplified. The DSL-based methodology 

instantiation assisted in conquering complexity, made the 

proprietary system an open, scalable, and maintainable 

solution. The approach can easily be customized to fit a 

broad class of similar proprietary systems. 

Air Transportation Planning System. Air traffic 

planning system is an area of work-in-progress. 

The problem is to develop remote access to the planning 

data. An operating solution currently exists. However, it 

is based on an outdated TAXXI-Baikonur technology, 

which is no longer evolving after early 2000s. The 

technology involves component-based visualized 

assembling of the server application. The ready-made 

VCL library components from Borland had been 

integrated with proprietary TAXXI components. The 

client side is TAXXI Communicator, i.e. an XML 

browser, which is a "thin" client. The TAXXI technology 

is limited Windows framework, which is the only 

possible basis for both client and server-side applications. 

According to the State Program of Planning System 

Updates, the Main Air Traffic Management Centre is 

going to create the new remote access solution. The 

internet-based architecture is to be implemented in Java 

technology and to operate on the Apache web server 

platform. The solution is to query Oracle-based data 

centre, process the query output and retrieve the results of 

the air traffic planned capacities to an intuitive and user-

friendly GUI. The practical application of the solution is 

the global integrated ESS, which is providing a uniform 

and equal information access to all of the international air 

traffic participants. The suggested pattern-based and 

component-wise approach is going to unify the issues of 

the architecture-level update and application migration in 

Russia. The methodology will also simplify the 

integration challenges of the global air traffic 

management software solution. 

Nuclear Power Plant: Approaching a 6D-Model Based 

Implementation. Another challenging aspect of the 

methodology implementation is related to high-level 

template-based software re-engineering for nuclear power 

plants (NPP). To provide worldwide competitiveness, it is 

necessary to meet the following requirements: (i) meeting 

quality standards throughout the lifecycle; (ii) high 

security under long-term operation; (iii) term-and-cost 

reduction for new generation facilities development. The 

approach combines state-of-the-art production potential, 

advanced control methods, and software engineering 

tools. Each stage of the NPP lifecycle is mapped into a set 

of business processes, where not only people, but also 

enterprise systems are interacting. 

Identifying operation sequences, the systems form 

business process automation standards. For example, 

workflow mechanisms can assist in building enterprise 

standards on electronic documents validation and 

approval. During a certain NPP lifecycle, the enterprise 

systems acquire information on it. Finally, each of the 

enterprise systems reveals certain NPP aspects: design, 

technology, economics etc. Thus, various objects, the 

systems together describe NPP as a huge object. 

Heterogeneous nature of the data objects, and a million 
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number of units make NPP a high complexity information 

object. A major competitiveness criterion in nuclear 

power industry is a set of electronic manuals, which helps 

to assemble, troubleshoot, repair NPP etc. Such manual 

set provides transparent information models of NPP 

(units), which allow getting information on the object 

without directly contacting it. Such a versatile 

description, combined in a single data model is often 

referred to as a 6D model, which includes 3D-geometry, 

time and resources for operating the plant. Since 

mechanisms for information searching, scaling, filtering 

and linking, should provide complete and non-

contradictory results, the information models should have 

well-defined semantics. The uniqueness of data entry 

assumes information model data acquisition by the 

enterprise systems throughout the lifecycle. While a 

single information model can be derived out of a single 

system, the 6D model should combine information 

models of a number of systems. The methodology for 

building a 6D model suggests portal-based system 

integration, which can be based on a “platform” capable 

of entire lifecycle support. The further information model 

development assumes monitoring system state changes 

and their influence to the other parts of the system. This 

helps to immediately react on critical issues in NPP 

construction, which can be used for decision making. A 

major nuclear industry challenge is a typical optimized 

nuclear reactor. The idea is to select typical invariant 

units for rapid “template-based” development of a set of 

slightly varying versions. Applying the methodology to 

the 6D information model of the nuclear reactor, is 

promising for pattern-based component-wise NPP series 

development. 

5. Conclusion  

Implementation of the suggested approach allowed to 

developing a unified ESS, which integrates a number of 

heterogeneous components: state-of-the-art Oracle-based 

ERP modules for financial planning and management, a 

legacy HR management system and a weak-structured 

multimedia archive. The implementation of internet and 

intranet portals, which manage the heterogeneous ESS 

warehouse content, provided a number of successful 

implementations in diversified ITERA International 

Group of companies (approx. 10,000 employees in over 

20 countries). The systematic approach to ESS framework 

development provides integration with a wide range of 

state-of-the-art CASE tools and standards of ESS 

development. Other implementations and work-in-

progress areas include: air transportation planning system, 

messaging system for a trading enterprise, a nuclear 

power plant and banking solutions. Each of the 

implementations is a domain-specific one, so the system 

cloning process is not straightforward, and it requires 

certain analytical and CASE re-engineering efforts. 

However, in most cases the approach reveals patterns for 

building similar implementation in series, which results in 

substantial term-and-cost reduction of 30% and over. The 

series can be applied both to subsidiaries and to different 

enterprises. 
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ABSTRACT 

 
This paper presents the problem of the programming 
learning and presents the use of Scratch programming 
language to ease the process of learning to program, 
linked to the knowledge production of other disciplines, 
using Piaget as the background for the reflections. The 
Scratch language was first used in Programming I 
discipline in the Integrated Computer Science Course at 
Instituto Federal Farroupilha - Campus Santo Augusto 
and, as a result of the initial work, a huge involvement of 
the students is perceived, making learning more attractive 
and changing that “bogey” look of the program. 
 
KeyWords: Programming Learning, Scratch, Integration, 
professionalizing education, logical reasoning. 
 

 
1. INTRODUCTION 
 

The teaching and learning process of programming is 
usually seen by many students of the computer sciences 
as the “boogeyman”, because it is a subject that requires 
logical reasoning, critical thinking and concentration, 
which makes the learning stressful, difficult and 
frustrating to some students. 
At Instituto Federal Farroupilha – Campus Santo 
Augusto, the Integrated Computer Science Course is that 
one with technical subjects of computer science and also 
the common issues. According to the Institutional 
Development Plain (PDI) of the Institute, the articulation 
between the knowledge areas of basic and 
professionalizing education is necessary to develop the 
integrated curriculum; and these, on the other hand, with 
the research and extension area. “The integration 
demands the relation between the general and specific 
knowledge to be continually built throughout the 
formation, under the work, science and cultural axis”[9]. 
The integration of the knowledge areas is not that easy 
referring to the common issues, for example: Portuguese, 
Mathematic, and Physics. The perfect integration of them 
with the computer science area can be presumed. In the 
technical aspects, the teaching-learning program presents 
difficulties: a) for the students – to understand the new 

language, to assimilate problems; to realize the 
connection between the abstract and the concrete (we 
usually use Mathematics to introduce to the 
programming); b) for the teachers: the languages are 
commonly used in connection with Mathematics, which 
makes it difficult to relate with the concrete aspects. We 
then get into a vicious circle: on one hand, the teacher 
unable to work, even though he/she increases and 
diversifies the ways to teach; on the other hand, the 
student unable to learn. These aspects are responsible for 
the high failure and evasion rates of the Computer 
Science Course, especially the subsequent1 courses. 
In the hunt after a solution to this complex situation, a 
research with the second year students of Programming I 
subject in the Integrated Computer Science Course was 
made. With this research, we intend to understand and 
make practical a change to the teaching of programming 
into something more interesting for the student and, thus, 
to make the understanding more efficient. This way, the 
paper proposes the use of Scratch programming language 
to reach the goal, facilitating the concepts organization 
and allowing the students to check their results as the 
programming grows. We then start to discuss some 
important aspects in our research.  
This paper is organized as follows. In the second section 
we discuss the teaching of computer programming. In the 
third section the Scratch language is presented. In the 
fourth one, the proposal of using Scratch in the Integrated 
Computer Science Course and its first results are 
presented. Finally, in the fifth section some 
considerations about this paper and future claims are 
presented. 

 
 
2. PROGRAMMING TEACHING 
 

The programming teaching is focused on giving the 
students the opportunity and the knowledge to develop 
programs and solutions to the everyday problems. To [8], 
learning to program is a difficult process to many 

                                                
1 Subsequents are technical courses for those who have 
done or are doing the High School. Their curriculum 
consists only subjects of the technical area. 
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students, which is noticed in the subjects that introduce to 
the programming teaching, such as Algorithms, when we 
realize that many of them can not understand and learn 
simple abstract concepts. Facing the problems, they 
cannot find a solution; but, when the teacher proposes a 
solution and gives them explanations, they pretend they 
understand. However, the same difficult appears again in 
the next exercise. To [2], this inefficiency in the process 
creates a lack of motivation that can result in the students 
giving up. However, the Instituto Federal Farroupilha 
reality creates another situation, because the Computer 
Science Course is integrated with the Secondary School, 
and for this reason the students do not evade, but only 
continue the course because of the secondary school. In 
this way, we observe that this lack of interest in the 
programming is also reflected in other technical subjects, 
damaging the students’ performance in the course. 
 
The programming subject, by itself, is considered the 
“boogeyman” by most students of Computer Science. 
Authors such as Rocha (1991), [3] emphasize the 
teaching-learning failure which have been recurrent in 
many institutions. Facing the truth, a certain number of 
efforts have been developed in order to reduce this 
problem, which reinforces the weaknesses mentioned, 
presenting ideas to revert this scenario [8]; [2]. However, 
there are only a few positive and effective results in 
solving these problems. 
 
Even with the difficulty of learning a programming 
language, Seymour Papert, in his book “Logo: computers 
and education”, had idealized programming for children. 
The author writes that, when he was a child, he used to 
play with gears in his grandparents’ garage, as he could 
easily assemble and disassemble differentials. Once at 
school, Mathematics was easier for him than it was for 
his mates. Later, when he studied Piaget and how 
children learn, he could understand why he had more 
facility at school. He understood the when he received a 
mathematic task, for example, he associated it with the 
gears and was then able to comprehend the meaning of 
the subject, solving it easily. According to the author, 
children can learn just by the use of this gear system. 
However, this system had an affective meaning to Papert 
but could mean nothing to any other teenager.  

 
When he wrote about Logo, a primitive version of 
Scratch, Papert (1986) said that the motivation is not the 
creation of a final product, but a process: the mistake 
found can be used as a challenge to reach the goal. This 
way, people with different skills and interests can discuss 
with each other about the mistake. The idea is to find the 
reason of the mistake, and not put it out and forget it. 
Depending on how the computer is used, people get 
happy when they can delete mistakes without leaving the 
trace. In the case of Scratch, the opposite attitude is 
suggested. The mistakes are seen as members of the 
learning process, because they help us to understand what 
just happened. Teaching the computers to “think”, 
children start a journey to discover how they think. 
Thinking about the way they think turns children into 
epistemologists, an experience that few adults had. 
 

 
3. SCRATCH 

 
Scratch is a programming language, created at MIT 
(Massachusetts Institute of Technology), inspired by 
LOGO and Squeak (Etoys), which intend to be easier and 
more intuitive. Because it does not require a previous 
knowledge in other programming languages, it is ideal 
for those who are beginners in programming. It uses a 
graphical interface that allows structuring programs as 
assembling blocks. Each language block contains a 
separate command, which can be put together if they fit. 
And the commands can be changed through the menus. It 
was developed to help in the computing concepts learning 
and also in other knowledge areas. With Scratch it is 
possible to create cartoons, games and other interactive 
programs.  
 
There is a variety of initiatives in activities that show the 
use of Scratch programs in different areas. Some example 
projects can be found at www.scratch.mit.edu or 
http://kids.sapo.pt/scratch/. In these sites it is possible to 
provide the programs made by students and find many 
others already made or under developed. The idea is to 
reproduce the programs and improve them. The 
reproduction is stimulated because it improves the 
understanding about computing and the subject. Therein, 
the student learns how to run a particular function, for 
example, and how to make a character move on the 
screen and identify parts of a cell. The students begin to 
cooperate to achieve their goals. Even a program that is 
considered to be ready can be improved by another 
person.  In this context, learning communities can be set, 
so everybody can share information and, at the same 
time, challenge themselves to do their best.  
 
In most cases the game is used as an understanding tool 
to learn the program, which leads to the construction of 
the computing knowledge. During the time, the students 
have been using this knowledge to develop projects in 
different areas. To illustrate this issue [1] reports the 
Scratch use in a Secondary School, as he describes how 
the Science teacher developed a work that enhanced the 
production of knowledge in her area, using Scratch. One 
of the projects can be found at 
http://scratch.mit.edu/projects/telle/54060. 
 
In this work, we propose the development of activities in 
the programming area for the students to know the 
software. At this point, it is possible to create games, 
simulations and cartoon, improving the knowledge about 
computing and, at the same time, the students are 
proposed to develop concepts in others areas, usually in 
extra time. The student chooses the area and the concepts 
he wants to work with and establishes a dialogue with the 
teacher to clarify eventual doubts. 

 
 

4. LEARNING THROUGH THE SCRATCH 
INTERFACE 

 
The concern is now to understand the interface as a 
learning possibility Mathematics and Physics. [4] says 
that this interface is “a contact surface, of translation, of 
articulation between two spaces, two species, two 
different reality orders: from a code to another one, from 
analogical to digital, from mechanic to human… 
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Everything that is translation, transformation, transition, 
it is from the interface order”. 
 
Many Physics concepts involve interface systems; the 
materials and equipment provide the interfaces with the 
physical world. This research proposes the use of Scratch 
as a program to study physics, where programming 
concepts can also be explored in an integrated teaching 
process. Though this proposal is complex, it can promote 
an integrated study between different knowledge areas in 
the classroom. Facing the necessity of controlling, 
learning to program and to be good using  Scratch, it is 
interesting that this process gets a meaning in the 
student’s concrete life; for example, by simulating the 
construction of electric circuit. 
 
The human action and interpretation contribute to new 
ways to represent the physical world. Concepts and 
symbols allow us to understand the physic world. So, a 
concept such as electric current is only a representation, 
which demands an equipment to enable a quantitative 
analysis to be understood. 
 
It is necessary to comprehend the development to 
understand the learning process. To [5], development 
explains learning, because it is recognized as a process in 
connection with the totality of knowledge structures. On 
the other hand, learning is caused by situations and a 
psychological experimentation. Therefore, it is essential 
that the developing person observes the operation 
development, because knowing demands the change, the 
transformation and the comprehension of this 
transformation process. [5] believes that the knowledge 
begins when the child assimilates something from the 
physic or social environment. This assimilated content 
causes a number of perturbations to the person because it 
carries something new to the assimilating structure, 
something unknown up that moment.  This rebuilding is 
arrangement. It is this movement, this action of getting 
the lost balance back that creates a new person, because 
new assimilations occur. [5] names as “the main 
equilibration” the mechanism of evolution or 
development of the organism. This is the knowledge 
working up. 
 
To [5] the development is related to the following factors: 
maturation, experience, physical environment effects 
(social transmission) and the equilibration. Piaget 
believes that children are not miniature adults. Children 
have different physical and cognitive structures that 
change during their development and pass by various 
stages. A set of cognitive structures correspond to each 
one, a schema which consists in a pattern of behavior or 
thought that emerges from the mixing of simpler and 
primitive integrated units in a more organized and 
complex scenario. The experience, although widely used 
by empiricists, does not have the same meaning in the 
Piaget work. The experience is associated with the 
constructed knowledge, not with the object but with the 
relationship established between the person and the 
object. The social transmission is made through 
education, the social and observation of the others. The 
equilibration is an internal mechanism that permits the 
balance between adaptive processes of assimilation (that 
sets the new information in existing cognitive structures 

and systems) and the arrangement (that modifies or 
changes the existing structures and systems). This way, 
the equilibration is understood as the mechanism to keep 
the dynamic balance of the person, a self-regulation.  It is 
a game of adjustments and compensations to reach people 
progressively more complex coherent structures.  
 
Piaget considers four periods in the evolutionary process 
of the human specimen, which is recognized by what the 
individual can best perform in age group. These are 
stages of intellectual development for children and 
teenagers, which are: sensorimotor (up to 2 years old), 
preoperative (2 to 7 years old), concrete-operative (7 to 
11 or 12 years old); formal-operative (12 years old 
onwards).  
 
The intelligence in [6] is the organism’s adaptation ability 
to new situations, the construction of new structures. It is 
related to the external world and the biological 
adaptation. To the neuroscience, the intelligence is the 
object of researches that investigate how brain can learn 
and how the memory works in the molecular and cellular 
level in the cortical areas. In the education process, 
researches intend to understand factors such as: learning, 
memory and emotions; neural plasticity, activities that 
stimulate cerebral cortex areas; the brain answers to 
primitive heritage, like pictures, images and symbols.  
 
Associated studies with learning and the human brain are 
highlighted in the Gestalt Psychology Theory. Through 
behaviorist psychology, the emotions, perceptions, 
perform important role in the learning process. In this 
theory the brain is a dynamic system in which an 
interaction occurs between the elements that participate 
in the perception and stimulus received by the senses in 
favor of learning. Skinner tried to incentivate the study of 
human nature, behaviors and controls, operant 
conditioning, listing concepts and providing models to 
teaching/learning. However, it is in Piaget genetic 
psychology that we find the explanations about the 
learning genesis.  
 
To Piaget, intelligence is an individual capacity, where 
the human being is a homo faber of himself/herself, who 
is building his/her intelligence while reality 
representation is established. For him, intelligence is an 
adaptation way. While structuring his theory, he 
organized observations, experimentations and 
conclusions about the development of human 
intelligence, putting it as an individual surviving ability, 
starting in the newborn reflexes. The educator has to 
establish a dialogue between theoretical and practical 
knowledge and promote an explanatory speech, of the 
symbolic expressions and representations involved in the 
process of human development and learning. 

 
 

5. SCRATCH PROPOSITION IN THE 
INTEGRATED COMPUTER SCIENCE COURSE: 

FIRST RESULTS. 
 

From the studies run about the Scratch language and its 
positive effects that can be reached with the 
programming, for example, the frustration which comes 
from the failure in advancing in program implementation 
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that is replaced by the motivation of building the first 
program. The results can be seen even though they are 
very simple. On a picture, the command “effects” is 
applied, followed by some interact instructions with the 
mouse; effects are obtained as the user moves the mouse. 
 
This facility to program is also a result of Scratch 
interface organization that is divided in the following 
parts: category commands; scripts area, stage; sprite. The 
following commands can be found in the area: 
movement, appearance, sound, pen, control, sensors, 
numbers and variables. Inside, each item has different 
commands that can be dragged to the script area forming 
the program. The stage is where the programming results 
can be seen and the sprite is an object found in the middle 
of the stage. If the goal is to move the sprite on the 
screen, which category of commands should be used? 
Just click on the movement category that a series of 
commands will appear to move the sprite, just choose the 
one that best fits with the problem; it is a completely 
intuitive language. 
 
Besides, the language provides a series of resources that 
allow changes in the stage and sprite. A list of sprite and 
background options is available to the programmer to add 
on the stage, it is possible to only change the sprite or to 
insert new ones. With this device, students can create a 
diversity of activities: dialogues, stories involving many 
sprites (characters) and at the same time they change the 
stage (background). Multimedia animations.  
 
With a little more knowledge it was possible the 
development of a game proposed by Paddle2See, a highly 
regarded “scratcher” in Hampden, Maine, USA, the 
author of this idea; “There is a flock of sheep with 
fractions written on the back. There are three or four 
fences and, preferably, a sheepdog. The student must 
command the dog to push the sheep against the fence, 
separating them in equivalent groups. If the sheep gets to 
the fence it does not belong to, the other ones inside the 
fence run away. In the end, the points got by the student 
are added”. It is a complex game which involves lots of 
programming concepts that students implement by 
cooperating with each other.This article proposes the use 
of Scratch, which enables the learning of a programming 
language and also allows the interaction between the 
subjects that make up the curriculum of Integrated 
Computer Course.   

 
 
Figura1: Algorithms Knowledge Construction  

 
 
In figure 01, the relation between the three areas (defined 
by the National Curriculum Parameters) and 
programming is showed. On one side the areas can be 
visualized; Languages, codes and technologies; Human  
Science and its technologies and Nature Science and its 
technologies. The students are proposed to develop some 
concepts of one area; they have to have an idea which 
they want to implement. With this idea, they start 
thinking about the instructions, a series of tests area 
directly run in Scratch – as this is an intuitive language, it 
helps them to choose an appropriate command for the 
situation.  
 
As the programming goes on, the mistakes can be found 
and corrected by returning to the program to review some 
command that was mistakenly used; it can then be 
replaced by another one that is more appropriate. This 
relationship with Scratch eases the identification of 
mistakes in understanding some concepts, which provides 
a return to the knowledge areas to enable explanations. 
With this feedback the understanding in the area gets 
better and the student learns to program. 
 
In these first Scratch studies, we noticed that while the 
program is under development, the students have the 
possibility to see the results, and it enhances the 
confidence and the sensation of creating a product. It may 
look simple, but these impressions help the students to 
like programming better.  

 
 
6. CONCLUSION 

 
No doubt the programming subject is one of the most 
terrifying in the computer science course and for this 
reason it may explain the high failure and evasion rates in 
this course. This way, the dissatisfaction with this reality 
has forced the teachers of the Computer Science Course 
into a research for alternatives to change the scene. 
Scratch appears in this context.  
 
Scratch is a programming language considered to be 
more accessible because it does not require previous 
knowledge of any other programming language, which 
makes it ideal for teaching and for those who are 
beginners in programming. Its interface allows building 
programs using building blocks, which represent a 
programming command and makes it possible to develop 
and work the language concept in an interactive and 
animated way, as if it were a game; this is its main 
attraction.  
 
Up to the moment, Scratch has been used as an 
experiment in the Programming I subject, i.e., exclusively 
for programming teaching without concerns about the 
other teachers using it in their classes. The first 
impressions of using Scratch were positive, which has 
created more interest from the students in the subject. The 
involvement and the wish of learning were visible, 
different in comparison with the frustration expressions, 
before the use of the new language. 
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To be effective, this research needs to expand its use to 
the teachers of other areas, which permeates an 
information work and comprehension of Scratch 
efficiency also in producing knowledge in other areas. 
This work was developed in a second year class of the 
Integrated Computer Science Course, but we intend to 
use it also in the first year, in algorithms subject and that 
the teachers of the common issues adopt it as an 
additional device to the educational computing classes. 
So, in the second year the regular subjects of the common 
issues can continue the use of Scratch combined to the 
Programming I and in the other areas of language 
programming. It is interesting to emphasize that in the 
Computer Science Course we plan to develop some 
extension work with Scratch in elementary schools 
around the region, with the purpose to introduce the 
students to the program, so they can join the integrated 
courses with a brief knowledge of scientific and 
technological production. 
 
Using Scratch in the dynamics of knowledge construction 
means enhancing the equilibration process (Piaget, 1976). 
From the moment that the student chooses the subject to 
create the algorithm up to encoding the program, he 
passes through lots of unsettlement process. When he 
chooses a subject, an assimilation process occurs (he 
understands the concept, according to his perception) and 
he starts programming and better understands the 
concept; then he notices that it is not exactly how he 
thought before; it takes him back to the books until the 
settlement process occurs.  
 
Obviously, this is not only about incorporating a 
technology to the classroom and imagining that the 
construction knowledge process becomes more efficient. 
It is entering a new culture in the educational space. A 
culture in which the teacher is not the only one who 
knows things and the student puts himself as the subject 
of building his knowledge. With Scratch the child 
programs the computer and not the computer programs 
the child. 
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ABSTRACT

This paper is based on research to assess the current state of 

adoption of Model Based Systems Engineering (MBSE) in the 

global enterprise that employs the authors.  The assessment used a 

detailed questionnaire completed for twenty-three programs across 

our company.  The results provide a close look at where and how 

MBSE has been applied in our company, as well as insights into 

how to make it more extensively and effectively used.  
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1.  INTRODUCTION

 Model-Based System Engineering (MBSE) is an approach to 

engineering that uses models as an integral part of the technical 

baseline to express the requirements, analysis, system design, and 

verification of a capability, system, and/or product throughout the 

customer’s acquisition lifecycle.1  Our definition of a model is an 

organized collection of concepts, obeying certain syntactical and 

methodological rules, from which documents or diagrams can be 

expressed. 2  Appendix 5.2 provides further definitions, 

observations, and descriptions for context.   

This paper presents a summary of the assessment of the current state 

of adoption of MBSE throughout a global enterprise.  The 

assessment was performed in 2012 by a team of engineers including 

the authors, Robert Healy, and Bobbi Young, based on detailed 

questionnaires completed for programs in the five business units of 

the enterprise.  The approach used to collect the information is 

described fully in Appendix 5.1. 

The goal of MBSE  in our company is to leverage use-case driven, 

model-based development employing a range of modeling methods 

and tools to enable systems to be produced faster, cheaper, more 

predictably, and to a higher quality, as well as be more easily 

evolved and made interoperable.   Use cases represent the ways of 

using a system to provide observable results of value, so the 

system’s architecture flows from the relationships among them.����

2.  MOTIVATION AND 

�����������������������������������������������������������
1
Internal definition based on the  Final Report 

Model Based Engineering (MBE) Subcommittee (National Defense 

Industry Association, 2011) 7. 
2 Internal definition. 

�

BACKGROUND

MBSE is in many respects a mature technology that has been 

applied successfully for years in our company, yet it is not used 

extensively.  When MBSE is applied fully, the resulting model is 

the design (throughout this paper, when we use model in this 

context, we mean one or more models as discussed in section 

3.1.2.3.) 

Visual modeling emphasizing diagrams helps understand and 

manage complex systems, including systems of systems and 

geographically dispersed systems.  Visual models allow the 

manipulation of semantically rich diagrams for development and 

maintenance, rather than traditional specifications and code that 

do not readily reveal the overall understanding of a system.  

Modeling tools allow the detail to be elided from diagrams as 

appropriate for the purpose while providing more detailed views 

once the higher-level views are understood. 

When Model Driven Software Development (MDSD) is 

combined with MBSE for software intensive systems, the 

resulting model is the application,3 as well as the design.   One 

way of looking at such visual modeling is as another layer of 

abstraction added to the increasing number of layers that has 

occurred in software development since the use of register 

switches and machine-language programs became obsolete.   

Developers may view this additional layer as simply increasing 

complexity and isolating them from more direct involvement with 

the details provided by traditional specifications and code.  

Training and experience might overcome this negative view, but 

at least in some cases, it may depend on the scope of the system – 

some systems may be too small to warrant extensive use of 

MBSE-MDSD. 

The above considerations provide a context for the remainder of 

this paper. The information from the questionnaires, summarized 

in the next section, provides insight into why MBSE adoption is 

so limited, in spite of its mature state and successes. 

3.  ASSESSING THE 

INCORPORATION OF MBSE 

INTO THE DEVELOPMENT 

PROCESS

This section considers objective factors that describe the use of 

MBSE. We developed a common analytical framework based on 

interviews in order to evaluate these factors in programs that 

applied MBSE.  The interview questions are repeated as 

����������������������������������������������������������

�
�
� Andrew Lyons, UML for Real-Time Overview (Rational 

Software Inc., 1998) 7 
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subsection headings 3.1.1.1 through 3.1.2.4.  Each subsection 

summarizes the responses to the corresponding questions. 

 The results of the interviews were analyzed to identify patterns in 

the current practice of MBSE throughout the company. As a point of 

additional reference an impression of the perception of the value of 

MBSE to those interviewed was also collected. The following 

subsections describe our process, discovery, assessments and results.  

Appendix 5.1.2 describes a supplement to the questionnaires to 

further asses the breadth and depth of use of MBSE on each 

program 

3.1 Factors Contributing to the Successful Implementation 

of Model Based Systems Engineering 

Success in the implementation of MBSE has both a technical and 

programmatic aspect. For technical success MBSE must produce the 

technical baseline in adequate detail to enable the technical teams to 

build their products directly from the model with traceability and 

without any interpretations or changes. Program success in MBSE 

means that it provided the same or better quality in less time and/or 

at lower than a traditional Systems Engineering (SE) effort with the 

same scope. To achieve such technical and programmatic success 

the level of rigor in the execution of MBSE is key.

In practice there are often inconsistencies or compromises in the 

application of MBSE. The establishment of a model-based system 

development capability requires a minimum set of interdependent 

factors to be in place.   If one of the factors is compromised or 

applied inconsistently then the negative impact is likely to be 

significant. These factors, along with related measures, discovered 

through our team’s activities and prior knowledge, are discussed in 

this section. 

 3.1.1 Degree of Cultural Adoption:  Cultural adoption 

includes those factors that are not strictly technical that are essential 

to widespread application of MBSE.  The interview findings related 

to such adoption are summarized below under the headings of the 

questions asked.  

3.1.1.1 Did you use any models?  This question 

simply confirmed that the program used one or more models in one 

or more disciplines and phases of the lifecycle.  Of the twenty-three 

programs identified, all twenty-three confirmed the use of at least 

one model in at least one phase. 

3.1.1.2 What is your definition of MBSE?  Having 

a common definition of MBSE is a measure of how widely accepted 

its use is.   Of the twenty-three programs reviewed, nineteen had 

varied though somewhat similar definitions, three had no definition, 

and one used our standard definition.  As confirmed by answers to 

other questions, this suggests that MBSE is not well enough 

established to have a common understanding among engineers. 

 3.1.1.3 How much training did your team receive 

prior to using MBSE? The amount of training received prior to 

using MBSE indicates the level of commitment by the program to 

its use.  Eight had little prior training, seven had moderate prior 

training, seven had none, and one had substantial prior training. 

MBSE today is best done using tools specifically intended for 

systems modeling, rather than a general purpose tool like Excel, 

although Excel is often a secondary tool even when tools intended 

for MBSE are used. Understandably, the skills, experience and 

training in the use of the MBSE tools directly affect the efficiency 

and effectiveness of their application, especially given the 

complexity of some of the tools. On the positive side, the responses 

to this and the following questions suggest that MBSE can be 

accomplished through relatively small investments in training prior 

to beginning the program.  On-the-job training, provided by 

consultants, vendors, or other program staff appears to be a 

reasonable option. 

Organization of the effort, configuration management of the 

models, the training needed for adding or modifying content 

versus to reading and using content are all part of the 

implementation decisions. These factors would significantly 

affect execution of MBSE and suggest that a degree of 

standardization of the tools and methodologies used across the 

organization would be of great benefit.   

 3.1.1.4 Were any members of the SE team 

familiar with MBSE prior to the start of the project?  

Eighteen teams had members with prior MBSE familiarity, five 

had none.  The high number with some familiarity runs counter to 

the lack of training and a common definition, indicating that 

MBSE is in the awareness stage of adoption. 

The considerations in the previous section apply here, but in 

addition, the importance of understanding just the essential 

MBSE concepts and process is at the root of the question.  MBSE 

is a dramatic departure from the traditional SE process and the 

degree to which the underlying concepts and process are 

understood and advocated is of major importance to the success 

of an MBSE effort.   

 3.1.1.5 Where in the lifecycle are you using 

MBSE?  Thirteen of the programs used MBSE in the early 

stages, five were mixed in that at least part of more than one 

phase used it, and five used it for the full lifecycle.  Use of MBSE 

across more of the lifecycle suggests a stronger commitment by 

the program and more systematic use, improving the results as 

well as measuring the degree of adoption.  The high proportion of 

limited use across the lifecycle is another indicator MBSE is still 

in the early stages of adoption, with ad hoc application within a 

program.

 3.1.1.6 Number of Technical Disciplines 
Actively Using the Model:  SE and Software Engineering 

(SWE), combined with at least one other discipline in using 

MBSE on ten of the programs (i.e., at least SE, SWE, and one 

other discipline used MBSE on each of the ten), SE used MBSE 

combined with SWE (but no other disciplines) on four programs, 

on two programs only SE used MBSE, two used MBSE for SWE 

only, two had SWE plus at least one other discipline (not SE), 

two had SE plus at least one other (not SWE), and on one 

program, all disciplines used MBSE. 

The use across the project disciplines (e.g., systems, mechanical, 

software, electrical, hardware) indicates the degree of adoption by 

the program. Also, a substantive indicator of perceived value is 

the degree to which the disciplines chose to integrate their 

processes and models with other disciplines.  We used the 

number of models as the indicator for the level of integration; the 

fewer the models, the greater the integration (discussed in section 

3.1.2.2 below). 

 3.1.1.7 Were the Software Requirements 

Specification (SRS) replaced or greatly supplanted by 
the use of MBSE?  Fifteen of the programs surveyed did 

not replace or greatly supplant the SRS, six used models 

to supplement the SRS, and two replaced the SRS with 

models. 

Acceptance by the customer is a crucial determinant, perhaps 

decisive in the long run, in the widespread adoption of MBSE.  

Generally stated any modeling work that did not have a customer 

who recognized the value of such work was supplemental at best. 

Our measure for the degree of customer adoption of MBSE was 

its willingness to replace the traditional SRS.   The ability of two 

of the programs to replace the SRS with models demonstrates the 

feasibility of eventually transitioning completely to MBSE.  The 

technical side to this question is the degree to which the model is 
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the technical baseline, or the model is the design, which is discussed 

in section 3.1.2.3 below. 

The lack of acceptance by the customer is both an assessment of the 

current state and potentially an indication of the need to invest in the 

education of the customer about MBSE. The core of such education 

would be the purpose, requirements, outcomes and pay-off (requires 

metrics, see section 3.1.2.4) of the use of MBSE, in business as well 

as technical terms. This gives a very direct opportunity to set 

expectations. It is incumbent on the systems engineering function to 

ensure that the funding and technical execution match the 

expectations being communicated.   

 3.1.1.8 Was the use of MBSE successful or not?  

The person interviewed (a technical lead or equivalent) on fourteen 

of the programs concluded that MBSE was successful, six indicated 

mixed results, and three viewed MBSE as a failure, largely for lack 

of broader and/or deeper use within in the program.  This is one of 

the greatest obstacles to adoption, because degree of use and success 

are interdependent. 

 3.1.1.9 Would you use MBSE on another 

program?  Respondents for twenty (the sum of the successful and 

mixed outcomes in the previous section) of the programs said they 

would use MBSE on another program, two were unsure, and one did 

not respond.  That is, even those who viewed it as only partially 

successful would use MBSE again, suggesting the perceived value is 

higher among practitioners than the adoption of MBSE indicates.  

This in turn points back to the need to invest in education as 

described in section 3.1.1.7 

 3.1.1.10 Why did you use MBSE on this 
program?  Fifteen programs used MBSE because of staff 

familiarity, five because it was mandated (prime program 

management), and one because of customer familiarity (two gave no 

reason).  The connection between this finding and the success of the 

MBSE effort is discussed in the conclusion. 

3.1.2 Technical maturity of MBSE:  The technical 

maturity of MBSE also affects its adoption, along with the cultural 

factors discussed above.  These factors are intended to measure the 

effectiveness of the technology itself, both tools and process, rather 

than how it is perceived and understood by its practitioners and 

other stakeholders.   

 3.1.2.1 What Perspectives of the system model, 

using the SysML taxonomy, were developed?   

MBSE can be considered, using the Systems Modeling Language 

(SysML) taxonomy, as comprised of four perspectives covering 

both description and analysis. These perspectives – requirements, 

behavior, structure and parametrics – are typically required in some 

variation to develop a system.  The numbers of these perspectives 

modeled suggest the penetration of MBSE into the technical 

development of the system. 

Eight programs used MBSE for structure and behavior only; six for 

structure, behavior, and requirements; four used it for all four 

perspectives; three used it for behavior only; and two used it for 

behavior, requirements, and parametrics.  This limited use of the 

four perspectives reinforces the indications from the cultural 

questions that MBSE use is largely ad hoc, for whatever reasons. 

 3.1.2.2 Were all SE artifacts maintained in one 
model or more than one?  Thirteen programs used multiple 

models, nine programs used one model, and one did not respond to 

this question. 

MBSE tools support a range of modeling notations, sometimes 

including a specific methodology.  When the notations and 

methodology included do not match those with which the team 

members, especially across disciplines, are familiar, the team may 

attempt to impose methods not directly supported by the tool, 

causing ongoing reconciliation issues as the tools are applied.  In 

particular, different disciplines or groups within a discipline may 

develop separate models.  For a given program, the effort 

required to maintain the development models and how successful 

the results are depend on what is expected from the tool, the skill 

of the SEs, and tool capabilities. Given the nature or the tools and 

the modeling required, skill in using the tools may require 

considerable training and experience. The matching of tools to a 

program and system methodology also requires technical 

knowledge of both, as well as planning to achieve success. A 

specific example where experienced use can help is in 

understanding tool idiosyncrasies for geographically dispersed 

collaboration (even within the same facility). Though most of the 

tools on the market have mechanisms for group use, each may 

require tool specialists and tailoring, both of which need to be 

accounted for in schedule, cost, and risk management.   All of 

this is compounded by the development and maintenance of 

multiple models, even if they are in the same tool.  Initially, the 

use of separate models may be expeditious, but eventually they or 

their results must be integrated, a highly error prone process. 

 3.1.2.3 Is this project an example of employing 

a system model as the technical baseline, in lieu of 
deliverable documents?  Sixteen programs said no, seven 

said yes.  There is ongoing discussion about how many models – 

from one integrated model to multiple models – are needed for an 

optimal model-based technical baseline. For simplicity, this paper 

refers to the optimum number as the system model. Multiple 

perspectives (as discussed above in 3.1.2.1) are likely to be 

required if the system model is to be the technical baseline (see 

section 3.1).  The broader the implementation of the system 

model across the entire development lifecycle (see section 3.1.1.5 

above) and all technical disciplines and perspectives, the more 

probable it is that no requirement escapes will occur. Escapes, in 

this context are those requirements that are either misallocated or 

omitted and later construed as errors in the engineering. These 

errors cause rework, the cost of which rises exponentially as the 

development progresses. There is a tradeoff in labor cost with the 

reduction in errors, related to how much engineering time is 

needed to capture the technical baseline in the system model. The 

consequence of error and/or failure is potentially high as 

previously discussed, but the likelihood can be difficult to 

monetize.  Context appropriate experience can help set this level 

and the nature of the elaboration captured in the model. 

  3.1.2.4 Were any measurements of the gain or loss

collected by the project?  Eighteen of the programs said no 

measures were taken, and five used miscellaneous measures.  

Along with use for at least a major portion of the program (see 

section 3.1.1.8), this is one of the chief obstacles to widespread 

adoption of MBSE.  Technical and program leadership as well as 

the customer need to have a means to assess whether there is 

value added by using MBSE. 

3.2 Future Directions   

Based on the above analysis in section 3.1�������	�


�����������������������		����������������������

��������	�����	���	������������, the following follow-

on activities would be useful: 

• Analysis of interviews and the Characterization Matrix for 

MBSE Use (see Appendix 5.1) to determine when and 

where MBSE should be used on a program  

• Determine how do we make adoption systematic 

ı Identification of quantitative measures of the impact of 

MBSE on cost, schedule, and quality 

ı Increasing customer buy-in 

ı What impact on training would wider customer 

acceptance have, e.g., would it replace the need for 

overview awareness of MBSE for program leadership? 

ı What’s the balance between internal and external buy-

in? 
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• Determine how to identify a reasonable assortment of tools and 

methodologies to cover a wide range of engineer knowledge 

and program variation? 

• Determine how to develop a methodologist position that would 

be a champion, trainer, and mentor for MBSE starting with 

Early Phase Systems Engineering? 

• Determine more specifically what role customer interest played 

in those programs that were successful? 

• Develop general training for the principles and concepts of 

MBSE versus specific tools and methodology for all engineers, 

to focus on general methodological and tool considerations 

• Determine why parametrics are seldom used 

• Determine how to improve the transfer knowledge across 

programs 

 4. CONCLUSIONS 

MBSE use was clearly ad hoc, rather than systematic, e.g., only five 

programs used MBSE for the full lifecycle, thirteen used it only in 

the early part of the program, and five were mixed (see section 

�������� �������������������������������	����

����!.  Further, the breadth and depth of use were limited, e.g., 

the total number of programs using MBSE was small and only four 

programs used MBSE for all four SysML perspectives, and only six 

used parametrics (see section  ����"���What Perspectives of the 

system model, using the SysML taxonomy, were 

developed!.  Only five programs used MBSE because it was 

mandated, none explicitly by the customer (the mandate was internal 

in four cases and from the prime in one case).  In two cases it 

appeared that the customer may have influenced the decision.  Of 

those where MBSE was mandated, one said the results were mixed 

and one said it was unsuccessful; both were internally mandated, 

suggesting the top- down approach alone is not sufficient. The two 

programs where the customer may have influenced the decision to 

use MBSE were both rated successes, suggesting the importance of 

even interest on the part of the customer (see next paragraph).   

Also, while customer mandate or acceptance was limited, usefulness 

for internal purposes was still almost universal, as suggested by the 

nearly 90% of programs where the use of MBSE was rated at least 

partially successful (see section  ������#� �	������	�����

�����	����		����������!).  The implication is that while 

customer acceptance would make MBSE more effective, we should 

consider its use for internal purposes as well. 

One key finding was the almost total lack of quantitative measures 

of the effectiveness of MBSE.  Eighteen of the programs surveyed 

did not have any measure and the measures used by the other five 

were weak.  Lack of customer acceptance as indicated by only two 

programs where the SRS was replaced by MBSE and six where it 

supplemented the SRS (see section  ������$� ��������

����%����&�'��������	���������������(�&�)�������������

��������	�����������������	���������!) also stood out as 

a major obstacle to adoption of MBSE.  Lack of metrics and 

customer acceptance are related in that it is easier to make the case 

to the customer when convincing metrics are available.   

The major reason for using MBSE was staff familiarity (see section 

�������*� ������������	�������������	�

��������), indicating that support from program leadership is not 

strong.  As with engineers (next paragraph), this may not point to 

increased effort to educate leadership, because acceptance by 

leadership is likely to follow naturally from customer acceptance. 

Engineers had a favorable view of MBSE – nearly 90% viewed its 

use as at least partially successful, as noted above, and staff 

familiarity was the reason for using MBSE in 65% of the programs.  

The SE teams on eighteen of the programs had at least some prior 

familiarity with MBSE. This positive view on the part of 

engineers occurred even though the team in only one program 

had substantial training before the program started (see section 

��������+�%�����������������������������

�����,������������	��������!).  Engineers were able to find 

the tools they needed and willing to learn what was necessary 

after the program started.  This suggests that MBSE can be 

accomplished through relatively small investments in training 

prior to beginning the program.  On-the-job training, provided by 

consultants, vendors, or other program staff appears to be a 

reasonable option.  Tool availability and engineer training and 

awareness may not be as big obstacles as generally thought. 

While not a primary obstacle to adoption of MBSE (as noted 

above), training would still help in improving adoption, because 

staff familiarity was such a big factor in choosing MBSE. Given 

the willingness of engineers to learn on the job, training may only 

need to focus on concepts with general methodological and tool 

considerations, rather than the far more expensive in-depth 

training on specific tools and methodologies.  Further, it may 

suffice to train a relatively small number of engineers within each 

discipline, who would then serve as champions and mentors.  

Existing training courses within the enterprise should be updated 

to include MBSE.   

Engineers seem to find benefit in behavior, structure and 

requirements modeling, but less for parametrics (only used for six 

programs). 

Models are generally not being used as part of the deliverable or 

shared with the customer, largely because of customer reluctance 

to replace the traditional deliverables.   

5. APPENDICES  

�
5.1 COLLECTION METHOD FOR INTERVIEW RESULTS

 5.1.1 Interview Objectives: To obtain information for 

the assessment described in this paper, we selected programs 

based on the following criteria:  

• Executed on contract 

• Unclassified 

• Large enough to require a team to execute 

• Known as a possibility by one of the members of our

assessment team  

We grouped the selected programs by business unit and assigned 

a person from our team to contact each program. Team members 

conducted interviews with individuals for each program who 

were verified as the most knowledgeable available for that 

program to answer our questions. 

 5.1.2 Characterization Matrix for MBSE Use:  

In addition to the responses to the interview questions 

summarized in the body of this paper, we completed a matrix 

(Figure 5.1) that captured the nature of the work performed in 

terms of a taxonomy using the four perspectives described in 

section 3.1.2.1.  The breadth of the use of MBSE for a given 

perspective was indicated by placing an X in one or more of the 

columns adjacent to the rows indicating level of use (Component, 

Subsystem, System, or Environment) with Environment

representing the greatest breadth.  The depth of use was indicated 

by placing a weight (values of 1-5, with 5 being the highest level 

of use) in one or more of the columns for the four perspectives. 

The weighting factors were a qualitative representation given by 

those most knowledgeable of the models’ range of purpose and 

completeness.  A follow-on effort would make use of the matrix, 

in conjunction with the questionnaire results summarized in the 

body of this paper, to identify criteria for deciding the extent to 
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which MBSE should be applied at various levels, across the 

lifecycle, for the different perspectives. 

�

<Bus. Unit>     

<Program>     

<Tech.     

     

Component     

Subsystem     

System     

Environment     

Structure Behavior Require-

ments 

Parametrics 

User Needs <weight*>    

Mission     

Solution 

Concept

    

Analysis of 

Alternatives

    

Engineering     

Integrate, 

Verify & 

Validate

    

Manufacture     

Operations     

     

Category 

Total 

    

Overall     

Figure 5.1 Characterization Matrix for MBSE Use 

5.2 Modeling Terminology and Overview  

• UML is a general purpose modeling language for visualizing, 

specifying, constructing and documenting the artifacts to describe 

the behavior and interfaces of software-intensive systems. SysML 

is a domain specific language for systems engineering originally 

initiated by the International Council on Systems Engineering 

(INCOSE) with the further release by the Object Management 

Group (OMG) of version 1.2 in 2010. The OMG definition of 

SysML is as follows: 

“SysML is a general-purpose graphical modeling language 

for specifying, analyzing, designing, and verifying complex 

systems that may include hardware, software, information, 

personnel, procedures, and facilities.”  

• Experience has shown that the SysML can provide a common 

engineering language for systems, software, and hardware 

engineering disciplines as SysML is an extension to a subset of 

Unified Modeling Language (UML) creating a common language 

across the disciplines.  

• The use of a modeling language such as the Unified Modeling 

Language (UML) or Systems Modeling Language (SysML) and 

associated diagrams can be used to specify less ambiguously than 

text alone what a system must achieve  

• UML and SysML do not require a particular process. It is up to 

the engineering team and the customer to use these languages in 

the most beneficial way 

• The architecture can be specified using a traditional functional 

approach, an Object Oriented (OO), or a hybrid of both 

approaches.  The system architecture is increasingly, but not 

always, represented using the SysML Block Definition 

Diagram (BDD) and the Internal Block Diagram (IBD).   UML 

is strictly OO, while SysML represents functionality separately 

from the BDDs and IBDs, then allocates it to them. 

• SysML BDD and IBD diagrams are extensions to the UML. 

The BDD is the SysML counterpart to the UML Class diagram 

and describes the system hierarchy and system classifications.  

• The BDD and IBD are structure diagrams. System Use Cases 

may be realized by blocks in the BDD and an instantiation of 

the blocks and their associated parts can be described with the 

IBD. The blocks and parts can contain both attributes and 

behaviors (like Software classes and objects).  

• The IBD diagram also serves to show connections between the 

parts of the system and associated data and/or message flows. A 

more rigorous representation of the interconnections between 

the system blocks can be realized using ports and interfaces 

(with the IBD) and their associated interface contracts.  

• Tool challenges (e.g. traceability, interoperability, scalability, 

and cross- discipline applicability) are common, but engineers 

demonstrated a willingness to work through them on the job 

• Finding a consistent and quantitative way of measuring 

engineering productivity in an MBSE environment is a current 

challenge facing the industry  

• The appropriate capture and subsequent delivery of the 

evolving model is substantively different than the culture of 

deliverables specified in Contract Data Requirements Lists 

(CDRLs). Interactive use of the model in its environment by the 

customer as well as the development engineers means a 

challenge for the program’s configuration and data 

management function.  Offsetting such potential challenges 

would be substantial reductions in CDRL production and 

presentation costs, if the customer’s milestone schedule and 

lifecycle management in general align with the MBSE

approach.   

• System design of the requirements resides in the model as 

visual representations (e.g., Block, Class, Sequence, Activity, 

State and Performance diagrams that specify how the

requirements are achieved.  

• MBSE models provide a huge step in improving 

communication by bringing the engineering disciplines, 

customer, and other stakeholders to a common understanding of 

what and how the system needs to perform, thereby reducing 

downstream defects and integration costs 

•  Improved communication translates to improved program 

performance. 

• Requirements traceability and configuration management are 

much improved through the use of coherent systems models. 

High level system requirements (what the system must do) are 

maintained in a requirements management tool (e.g., DOORS) 

and/or the model and traced to the use cases and other model 

elements that satisfy those requirements 

• Once the requirements are understood, high-level UML use 

cases can be identified. Such use cases are created by 

identifying and describing the ways the system will be used to 

produce observable results of value  

• Since a system’s use cases represent the ways of using it to 

provide observable results of value, the system’s architecture 

flows from the relationships among them. Usually not all use 
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cases can be examined in detail in the time available so only the 

architecturally significant ones are considered initially. There are 

techniques available to help in the selection of the use cases 

including the generation of a set of abstracted use case surveys. 

These are designed to cover more functional dimension to less 

depth in order to point to most valuable area for more detailed 

elaboration. 

• The relationships among use cases are the starting point for the 

next level of architectural detail, providing system structure, 

behavior, interfaces, message flows, requirements traceability, and 

parametrics.  

• High-level use cases (Operational Use Cases in DoDAF terms) are 

decomposed further by identifying system use cases (same sense 

as DoDAF) and through the use of include or extend use cases. 

Each use case is a collection of sequences of actions (flows of 

events) that directly satisfy the customer requirements. Use cases 

can also be a semantically rich vehicle to get customer buy-in 

relating to the major ways the system will be used. Their 

simplicity should not overshadow their value in communicating 

with the customer. 

• Interface Design Documents (IDDs) can be generated through the 

use of the interface contracts between the system under 

development and the external actors. 

• At a minimum, it is recommended that the following artifacts 

should be generated to adequately describe the system 

architecture: 

ı Structure View – (Block Definition, and Internal Block 

Diagrams) 

ı Behavior View – (Use Case Diagram, Sequence Diagram, and 

Activity or State Diagram) 

ı Requirements View – (Requirements Diagram, Performance 

Diagram or Requirements Table for Traceability
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ABSTRACT

Background/Purpose: Over 1/3 of adults over age 65 
experiences at least one fall each year. This pilot case report 
uses a classification regression tree analysis (CART) to model 
the outcomes for balance/risk of falls from the Gentiva® Safe 
Strides® Program (SSP). Case Description: SSP is a home-
based balance/fall prevention program designed to treat root 
causes of a patient's balance problems. Methods/Outcomes:

Analysis starts with the cohort of patients enrolled in SSP 
having a Berg Balance Assessment completed (n=165) and
sequentially divides it into subgroups, creating a regression tree 
model. Descriptive statistics were calculated to summarize 
demographics, self-reported pain measure, foot sensation, and 
initial exam and discharge scores for tests of impaired 
balance/risk of falls. Results/Discussion: Average (+SD) age 
for fallers was 82.6 (+8.3) years with 39.8% (n=37) male and 
60.2% (n=56) females, and 77.3 (+10.1) years for non-fallers 
with 43.5% (n=30) males and 56.5% (n=39) females, 
respectively.  43% of patients demonstrated improved balance 
on discharge from home health.  The CART yielded a tree 
model after 12 partitions. The best discriminating variable was 
BBS score of < or > 33 on initial examination. Conclusion:

This pilot case analysis enables Gentiva® and policy makers to 
improve efficiency and effectiveness of service delivery. 

Keywords: balance, falls, CART analysis, clinical decision 
making, physical therapy

INTRODUCTION

One-third of older adults over the age of 65 will experience at 
least one fall during the year [1, 2].  Of those older adults that 
fall, 20-30% sustain a moderate to severe injury making it 
difficult for independent mobility and increasing the risk of an 
early death [3]. For older adults age 65 and older, medical costs 
for falls treated in emergency departments in 2005 totaled $6.3 
billion, with $5.8 billion spent for patients that were 
subsequently hospitalized [4]. Falls are the leading cause of fatal 
and non-fatal injuries for older adults age 65 and older [5].
Complaints of imbalance [6], risk of falling and sustaining an 
injury secondary to a falling [7-8], increase with age.   Age 
related changes have been demonstrated in common tests and 
measures of balance impairments [9], normal movement patterns
[10], and self-report of imbalance [11].

Balance is achieved through a coordinated effort of body 
systems including sensory and motor systems [12-14]. The 
external environment provides information through a person’s 
visual, somatosensory, and vestibular systems. Sensory 
information is subsequently interpreted in the central nervous 
system. In response, an appropriate motor response is 
developed, and a motor strategy is activated in order for a person 
to remain upright [12-14]. Preserving an upright position 
includes maintaining, achieving, or restoring the body center of 
mass relative to the limits [14] of stability.  The functional goals 
of balance include maintaining a position, successfully 
transitioning between movements or positions, and reacting to 
an external perturbation in order to stay upright[14-15].

A fall is commonly defined as unintentionally coming to the 
ground or other lower surface not caused by a loss of 
consciousness, sudden paralysis, seizure, or a strong 
perturbation [16]. Falls are typically caused from a multitude of 
factors including both intrinsic and extrinsic risk factors that can 
be often be corrected or managed [17].  Intrinsic risk factors
(within the person) such as weakness, visual impairments, gait 
and balance problems, depression, urinary incontinence, 
orthostatic hypotension, cognitive function, sensory deficits, and 
comorbidities  increase a person’s risk of falling.  Extrinsic risk 
factors (outside the person) consist of environmental factors 
(e.g. inadequate lighting, loose rugs) and polypharmacy also 
lead to increasing a person’s fall risk.  Intervention focused on 
environmental changes, balance, strength training, functional 
mobility, decrease in medications with management of visual 
changes and orthostatic hypotension have been recommended as 
effective treatments to decrease fall risk [18]. Treatment of 
balance dysfunction in older adults has been shown to be most 
effective when the approach is multifaceted and individualized
[18].

MATERIALS AND METHODS

Gentiva® Safe Strides®. Home health care services are 
commonly available to patients that are unable to leave their 
home to receive outpatient medical services.  Most often, home 
care is provided to Medicare beneficiaries over the age of 65.   
Gentiva® Safe Strides® (SSP) is a comprehensive fall risk 
reduction program developed for patients over the age of 65 
years who are home bound and have a history of falls, and/or 
present with > two modifiable fall risk factors. Physical
therapists were trained and verified on how to systematically 
collect the SSP data including neuropathic pain ratings, the Berg 
Balance Scale (BBS), and Performance Oriented Mobility 
Assessment (POMA) and the Dynamic Gait Index (DGI). All 
clinicians recording sample data had successfully completed 
Gentiva’s Outcome and Assessment Information Set (OASIS) C 
documentation and respective specialty clinical training.
Gentiva® collected SSP outcome information on initial 
evaluation and at discharge.  At discharge, paperwork was 
reviewed for quality assurance and keyed into a companywide 
secure database per standardized processes.  Data retrieval was 
achieved through database query, extrapolating and matching all 
completed cases, and de-identified through an honest, 
independent data-broker.  

Balance Assessment. The purpose of utilizing clinical balance 
assessment tools is to identify the presence of a balance problem 
and assist in determining the underlying cause of a balance 
problem [15].  Measurements utilized in the SSP program are as 
follows:

Tinetti Performance Oriented Mobility Assessment (POMA)

was developed as a measure to screen older adults for balance 
and gait impairments [19].  The POMA consists of 16 items 
including 9 balance activities and 7 gait items. Lower scores on 
the Tinetti balance significantly predicted occurrence of falling 
and ADL decline [20]. Minimal detectable change (MDC) has 
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been determined to be 5 in older adults [21]

Berg Balance Scale (BBS) consists of 14 functional activities 
including sitting, standing, and postural transitions [22, 23].
Score of < 45 on the BBS have been associated with increased 
risk of falling [24].

Dynamic Gait Index was developed as a measure to assess and 
document a patient’s ability to respond to changing task 
demands during walking [25]. It consists of eight items that 
vary the walking task by changing walking speeds, walking with 
head turns, turning and stopping, walking over and around 
obstacles, and ascending and descending steps [25]. Scores < 19 
have demonstrated increased risk of falling in older adults [26].

Modified Clinical Test for Sensory Interaction on Balance

was developed to systematically test the influence of visual, 
vestibular, and somatosensory input in standing balance without 
the use of computerized equipment.  Standing balance is
assessed under four different somatosensory and visual 
conditions including firm surface eyes open and closed, and 
foam surface eyes open and eyes closed [27]. SSP documented 
results of the mod CTSIB if a patient successfully completed 30
seconds of each of the four trials.  

Sensation is evaluated utilizing the Semmes-Weinstein 
Monofilament (SWMF) testing [28].  Sensation on the plantar 
surface of the foot was tested in 5 locations bilaterally (10 total).
A score < 7/10 served as a trigger for the implementation of 
monochromatic infrared energy (MIRE) to be used in branches 
where it was available. 

Neuropathic pain was assessed utilizing an 11 point visual 
numeric rating scale of 0 (no pain) – 10 (intolerable pain).  For 
this analysis, initial and discharge neuropathic pain 
measurements were utilized.  

Subjects. Participants in an IRB approved trial were 455 with 
165 patients in the BBS sub group enrolled in the SSP program 
from January 1, 2009 to December 31, 2009 from 11 Gentiva® 
branches across the USA.

Statistical Analyses. Analyses were performed with IBM 
SPSS® version 19 (Chicago, IL) and SAS STAT® system 
Version 9.1 (SAS Institute Inc., Cary, NC, USA) and JMP® 
Version 9 (Cary, NC). The tests of significance between the two 
groups (MIRE and No MIRE) by time (baseline and discharge) 
was a two-way repeated measures ANOVA of Group x Time
with the alpha level set at p < 0.05.  The second analysis was on
a subset of the balance impairment data from the BBS with
groups that were determined by discharge BBS Scores of less 
than 45 (group 1- balance impaired) or equal to greater than 45 
(group 2 – no balance impairment) and assessment of clinical 
factors, self-reported neuropathic pain, foot sensation, and other 
balance performance measures at baseline and upon discharge 
from the Safe Strides program.  A model was developed for 
these two groups for the CART analysis. Descriptive statistics 
were used to summarize patient demographics, baseline and 
discharge assessments of foot sensation, neuropathic pain, 
sensorimotor test of balance (Modified CTSIB), and other 
balance impairment measures (POMA, DGI) (Table 1).  Means 
and standard deviations were calculated for the continuous 
variables; medians and interquartile ranges were calculated for 
the ordinal variables, and frequencies and percentages were 
calculated for the nominal variables.  Binary logistic regressions 
were used to compare differences between the two groups BBS 
impairment groups versus no BBS impairment at discharge from 
the SSP for each independent variable. Logistic regression 
analyses were used to calculate 95% confidence intervals and 
odds ratios for the associations between demographics, 

neuropathic pain, foot sensation and balance impairment 
measure (95% CI and OR shown in Table 2). Results were 
considered significant at p -sided.  In subsequent 
analyses, CART was conducted to develop a model for 
identifying factors and measures from baseline and discharge 
assessments that characterized the 2 groups (balance impairment 
vs. no balance impairment). The CART determines the best 
combination of demographics, physical performance measures 
and self-reported symptoms to yield a more effective 
classification model than logistic regression models. 

CART analysis is a nonparametric statistical procedure that will 
classify subgroups of patients with no balance impairment and
those with balance impairment within a cohort/sample, each 
with its own set of risk factors and cut points. The analysis starts 
with the entire cohort and sequentially splits the dataset into 2 
subgroups that are the most different with respect to the balance 
impairment, creating a tree model. The CART model relies on 
statistically optimum recursive splitting of the patients into 
smaller and smaller subgroups, based on the critical levels of the 
predictor variables (Figure 1). The best discriminating variable 
is selected first and provides the first partition. After this, the 
remaining variables are examined to determine whether they can 
provide further discrimination, and this process continues until 
no further significant discrimination (partitioning) is possible. 
CART analysis splits a continuous variable into two groups 
(balance impairment versus no balance impairment) based on an 
exhaustive search aiming to find the split (including nonlinear 
splits) producing the largest improvement in goodness of fit for 
the model created. The percentages of patients with no balance 
impairment vs. balance impairment were calculated for the base 
branches of the regression tree. 

RESULTS
Demographics. SSP cohort (n=455) were males (n= 200, 
44.0%), female (n= 255, 56.0 %) with a mean age of  79.7 +
10.4; patients were included who had both baseline and 
discharge assessments of balance 

Table 1: Demographic and Balance Characteristics of 

SSP cohort

P 

value

Subjects MIRE (Group 
1) (n=183)

No MIRE (Group
2) (n=272)

n (%) n (%)

Male 76 (41.5 %) 124 (45.6%)

Female 107 (58.5%) 148 (54.4%)

Mean +Stand.
Deviation

Mean +Stand.
Deviation

Age (years)* 78.3 ± 10.6 80.6 ± 10.4 0.022

Number of visits* 14.5 ± 5.7 16.2 ± 8.5 0.021

Berg Score Pre –
Treatment

27.6 ± 11.2 27.5 ± 10.0

Berg Score Post-
Treatment**

39.1 ± 13.3 39.7 ± 10.3 0.564

mCTSIB Score 
Pre-Treatment*

0.9 ± 0.9 1.0 ± 1.0 0.538

mCTSIB Score 
Post-Treatment

2.4 ± 1.2 2.4 ± 1.1

Pain Score Pre-
Treatment (VAS)*

3.4 ± 3.6 1.4 ± 2.7 0.000

Pain Score Post-
Treatment (VAS)

1.5 ± 2.4 0.8 ± 1.9

Foot Sensation 
Score Pre-
Treatment
(SWM)*

2.5 ± 2.1 3.2 ± 2.2 0.001

Foot Sensation 
Score Post-
Treatment (SWM)

5.4 ± 3.5 5.2 ±3.2
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* significance set at p < 0.05 from one-way ANOVA (Group)
**significance set at p < 0.05 from two-way repeated measures 
ANOVA of Group x Time

CART model for Balance impairment versus no balance 
impairment on discharge. Table 2 shows the two BBS balance 
impairment groups’ means and standard deviations or frequency 
and percent for each independent variable, with associated 95% 
confidence intervals and odds ratios. Logistic regression 
analyses in Table 2 show that the group classified with balance 
impairment (Group 1) which was older and had more women
had significantly greater balance impairment on initial BBS 
score and mCTSIB score.  Only statistically significant (p<
0.05) explanatory variables from the binary logistic regressions 
were entered into the final CART BBS model.

Table 2: Demographics for Subgroup of Subjects Who 

Were Tested With BBS (n=165)

All BBS
n=

Group 
1 (<45 
BBS)
n=

Group
0 ( >45 
BBS) 
n=69

95% CI 
(OR)*

Male
67
(40.6%)

37
(39.8)

30
(43.5)

Female
98
(59.4%)

56
(60.2)

39
(56.5)

0.578-
2.022 
(1.081)

Mean +
SD

Age
80.3 ± 
9.4

82.6 
(8.3)

77.32 
(10.1)

1.028-
1.109 
(1.068)

Number of 
treatments

16.4 ± 
8.4

16.7 
(8.2)

16.4 
(8.7)

0.972-
1.048 
(1.009)

Berg Score Pre -
Treatment

27.5 ±
10.4

22.3 
(8.5)

33.9 
(8.6)

0.810-
0.896 
(0.852)

Berg Score Post-
Treatment

39.4 ±
11.5

31.7 
(9.3)

49.3 
(2.9)

mCTSIB Score 
Pre-Treatment 1.0 ± 1.0

0.7 
(0.9)

1.5 
(1.0)

0.287-
0.590 
(0.412)

mCTSIB Score 
Post-Treatment 2.3 ± 1.1

1.8 
(1.0)

3.0 
(0.7)

Pain Score Pre-
Treatment 
(VAS) 2.2 ± 3.2

1.9 
(3.0)

2.6 
(3.4)

0.835-
1.015 
(0.921)

Pain Score Post-
Treatment 
(VAS) 0.8 ± 1.7

0.7 
(1.7)

0.8 
(1.7)

Sensation Score 
Pre-Treatment 
(SWM) 3.0 ± 2.2

2.7 
(2.1)

3.2 
(2.2)

0.768-
1.024 
(0.887)

Sensation Score 
Post-Treatment 
(SWM) 5.3 ± 3.4

4.8 
(3.4)

5.8 
(3.1)

*95% Confidence Interval (Odds Ratio)

Of the 17variables that were entered into the CART analysis for 
the 2 groups, the JMP program selected 6 for the tree for balance 
impairment versus no balance impairment. The fit of the CART 
model for BBS groups during splitting is shown in Figure 2 with 
an r=0.648. The accuracy of the CART model for BBS groups 
was expressed in terms of sensitivity (=0.935), specificity
(=0.935) (See figure 3), and overall accuracy and 
misclassification rate (Table 3).

Figure 2. Split History for CART Model for BBS Groups

Table 3 Fit Details of CART Model for BBS Groups

Measure Training Definition

Entropy RSquare 0.6475 1-Loglike(model)/Loglike(0)
Generalized R-Square 0.7880 (1-(L(0)/L(model))^(2/n))/(1-

L(0)^(2/n))
Mean -Log p 0.2405 -
RMSE 0.2670 -
Mean Abs Dev 0.1611 -
Misclassification Rate 0.0926

Legend BBS Impairment Groups Area

0 0.9353
1 0.9353

Figure 3. Receiver Operating Characteristic Curves for Group 0 
(Unimpaired balance on BBS) and Group 1 (Impaired balance 
on BBS)

DISCUSSION
Among older adults over the age of 65, falls are the leading 
cause of nonfatal injuries, hospital admissions secondary to 
trauma, and death due to injury [29].  Falls may occur in an 
older adult secondary to intrinsic and extrinsic risk factors [17]. 
An individualized multifaceted intervention focused on 
environmental modifications, balance, strength training, 
functional mobility, medication management, appropriate vision 
care, and management of orthostatic hypotension have been 
recommended as effective treatments to decrease fall risk [18].  
SSP is a comprehensive fall risk reduction program delivered by 
Gentiva® that incorporates individualized care based on the 
results of a comprehensive assessment.  

Currently, there is a lack of evidence that assists physical 
therapists in determining frequency and duration of treatment
[30]. The CART analysis completed on the SSP outcomes 
provides information that may assist a physical therapist in 
making decisions regarding determining treatment parameters.
The results in table 2 and CART analysis shown in figure 1
demonstrates that the SSP was effective in improving a person’s 
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fall risk.  The analysis provides the clinician information that 
may assist in determining intensity of services and identifying 
individuals at greater risk from baseline clinical and 
demographic data routinely collected by physical therapists.
BBS was able to explain 81% of all the risk that would place a 
patient into risk or no risk of falling.  Patients that score >39 on 
the BBS intervention may simply require education on 
decreasing fall risk.  Patients that score in the range of < 33 
seem to require a higher frequency and intensity of care that the 
current SSP program is completing.  Patients that score between 
33-39 on the initial BBS appear to need services that are less 
intense in frequency and duration as those patients who score 
<33. The Tinetti POMA as compared to the BBS was less robust 
at an r2=0.73.  The DGI was slightly less at r2=0.69.  For the 
mod CTSIB, the classification was dependent on the number of 
conditions that were scored as impaired.  

Misclassification of a patient may have negative effects.  If a 
patient is identified as being high risk but is actually low risk, 
there is an increased cost to the health care system.  A more 
devastating misclassification occurs when a patient is identified 
as being a low fall risk when in actuality the patient is at high 
risk, and sustains a fracture secondary to a fall.  In the 9 patients 
that were misclassified utilizing the Berg, all patients were over 
the age of 82 and were misclassified as low risk when in 
actuality they were at high risk of falling.  Based on this finding, 
the BBS may not sensitive enough and further balance testing 
using the POMA, mod CTSIB, or DGI is recommended in order 
to determine fall risk.  

CONCLUSIONS

This pilot case analysis serves to improve health care service 
delivery outcomes and resource utilization in a fall risk 
reduction program.  Information gathered from CART enables 
Gentiva®, physical therapists and policy makers to maximize 
appropriate referral and utilization of services, and improve 
efficiency and effectiveness of service delivery. This model 
addresses a critical health issue for the aging population where 
this type of analysis is not widely utilized.
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ABSTRACT 

This article discusses the application of an Alexandrian pattern 
language to the design of interactive systems. It grew out of an 
University course titled A Pattern Approach to Action Game 
Design, which was offered as an elective in the Creative 
Technologies program at Auckland University of Technology, 
NZ, in 2011. We sketch out the idea of design patterns and 
describe our experiences with the process of using them for 
designing oldschool action games, that is, finding patterns, 
making a language, using it for creating several game designs 
and realizing one of these designs collaboratively. We discuss 
the concept of the course and present our pattern language and 
the game we made. While the language is arguably more like a 
patchy pattern collection, the various game designs quite loose 
and the realized game unfinished, the process was challenging 
and intense, and offered students a new perspective on design. 
In the spirit of design patterns, we only did what the task at 
hand required, not artificial exercises. We attempted to connect 
theory and practice in a natural, direct way as we presented, 
discussed and used everything we did in order to continue our 
journey. Our course was not aimed at fixed or frozen products, 
but on a process that is constantly in flux through collaboration 
by people who interact and share a common pattern language, 
use, test, revise and refine it while moving on. 

Keywords: Pattern design, Methodology, Game Design and 
Teaching. 

 
INTRODUCTION 

Media, artifacts and processes of any complexity are structured 
by patterns. This observation was the starting point for our 
course on design patterns. In the course we explored how 
patterns can be used generatively to inform creative processes 
for the design of interactive systems: Design patterns “are 
dynamic. They have force. They are generative.” [3] 

While Alexander created his pattern language for the domain of 
architecture ([3], [2], [1]), we aimed at computer action games. 
The focus was on game play, not on e.g. graphics, physics or 
coding. We analyzed classic 8-bit and 16-bit computer games, 
mostly C64 and Amiga games as a large number of these is 
readily available through emulators (VICE for C64 on Mac, 
WinUAE and WinFellow for Amiga on PC). The patterns are 
also identical in old and new action games, it appears, but the 
patterns are easier to spot in games that are technically limited 
to the essentials (i.e. interaction), than in the latest quite 
elaborate and complex games. We limited the scope of our 
approach to certain types of action games, and we chose to 

include jump n’ run (e.g. Mario, Great Giana Sisters), shoot 
‘em up (Xenon 2, R-Type) and maze games (Gauntlet), but 
excluded sports (Kick Off, Projectile, Speedball), race (Super 
Cars), karate (IK+) and sniper games (Cabal). 

The concept of Alexandrian design patterns has been applied to 
a range of different domains. They also have already been 
applied to interaction and game design (e.g. [13], [7], [6], [9], 
[4], [10], [11], [12]). We could have used (part of) an existing 
language for computer game design [5] but we preferred to 
attempt to cover the whole process of finding patterns, 
formulating a language and using it ourselves. This was done to 
create a more engaging and challenging situation to learn, to 
facilitate understanding of the theory, and also to strengthen the 
feeling of identification with what we do with a sense of 
discovery. While risking making a pattern collection instead of 
a complete language and not reaching a very high grade of 
abstraction or depth, we valued the process more than the 
product. 

 
THE IDEA OF DESIGN PATTERNS 

Following Alexander [3], patterns are seen here as rules of 
thumb. For instance, when making a barn, build it “in the shape 
of a rectangle, 30–55 feet wide, 40–250 feet long, the length at 
least 3x feet, where x is the number of cows the barn has to 
hold.” Include a wide double door for the hay wagon. “Devide 
the inside of the barn into three parallel aisles: two cow milking 
aisles down the outer sides, and a central hay-storage aisle 
[etc.].” While there are myriads of variants and there is constant 
flux in all systems, they retain a certain kind of invariant 
“character, a ‘thing,’ a ‘structure,’ which remains the same”. 
This invariant structure of entities and relations between them is 
the area in which design patterns work. They control and  
(trans-) form it. In effect, what we call a church is a selection of 
patterns in certain relationships with each other. 

A pattern language is an explicit way of notation for design 
principles. Patterns attempt to express invariant concepts which 
apply to specific problems in certain situations. They try to 
“relate [...] context, problem, and solution, in an unchanging 
way”. Each pattern is formulated as a “three-part rule [...] 
which establishes a relationship between a context, a system of 
forces which arises in that context, and a configuration which 
allows these forces to resolve themselves in that context”. 

Patterns are basic, deep, potent, simple, ordinary and easy to 
understand; they are not mysterious or complicated or to be 
used only by specialists. Every pattern “is so concrete, so 
clearly expressed as a rule, and as a thing, that anyone can make 

210

Proceedings of the 3rd International Multi-Conference on Complexity, Informatics and Cybernetics (IMCIC 2012)



one, or conceive one, in the buildings where he lives, or in a 
building which is going to be created.” It takes only little time 
to “design a building in this way. [...] The speed is the essence. 
It takes time to learn the language. But it takes no more than a 
few hours or days to design a house.” The power to create “lies 
[...] in the simple mastery of the steps in the process, and in the 
definition of these steps.” But when selections of these simple 
elements are combined and integrated, they “generat[e] an 
entirely unpredictable system of new and unforeseen 
relationships” and complex systems. 

We are always dealing with a system of patterns; “patterns are 
not isolated” but “interdependent, at many levels”. Patterns 
interact with each other, in a system of relationships. “Each 
[pattern] is incomplete, and needs the context of the others, to 
make sense.” Large patterns give small patterns a place and put 
them in a certain relation to the whole, and the small patterns 
realize, facilitate and support the large patterns. 

The realisation of patterns depends on the given context. 
Patterns are relations of relations in many variations; they are 
not just physical parts, stackable objects or building blocks 
which are repeated identically. Patterns need to be fitted to 
specific settings for best results. A system which is alive or 
anything beautiful cannot be made “merely by combining fixed 
components” or “by adding preformed parts”. It can only be 
generated by a process in which “each part is modified by its 
position in the whole”, and is “different every time [it] 
occur[s]”. While each realisation is uniquely tailored to a 
specific situation, “[t]he patterns repeat themselves because, 
under a given set of circumstances, there are always certain 
fields of relationships which are most nearly well adapted to the 
forces which exist.” The focus on situated activity and the 
appropriation of specific settings and adaption to certain 
situations and circumstances, and the unity of action and space 
appear to point to parallels in phenomenology (e.g. [14]). 

The process of adaption to specific local circumstances also 
favors a wholistic approach of planning and making, giving up 
the division of mind and matter. It attempts to connect 
reasoning and acting in a natural way. Planning informs the 
making and the practice feeds back into the planning. “The 
person who draws a working drawing cannot draw each 
window, or each brick, differently, because he has no basis for 
knowing the subtle differences which will be required. These 
only become clear when the actual building process is already 
under way.” [3] A design can be created on location, as close as 
we can get to the actual situation and to the shared, collectively 
experience. 

When creating a design using a pattern language, every single 
pattern is to be made as intense as possible. “There is no reason 
to be timid.” This process is not about compromise but about 
creating one strong pattern at a time and relate it to all the other 
patterns that are already in place in the system, to “go all the 
way with it”. Multiple patterns in one place take not away from 
each other but complement, enrich and balance each other. 

The act of putting a pattern into a system is an act of 
integration, not addition; it is a fluid process, in which each 
pattern has the power to “transform [...] the whole design 
created by the previous patterns”. Patterns “are not parts, which 
can be added – but relationships, which get imposed upon the 
previous ones, in order to make more detail, more structure, and 
more substance”. This is obvious in game design; a single 
feature transforms the whole game. The parts the design is 

composed of “overlap and interlock to such an extent that the 
oneness of all things becomes more marked”. The whole design 
is transformed with each new pattern which is introduced, and, 
in turn, each new pattern is also transformed by the patterns and 
the structure which is already is place. The observation that 
every act is to be seen in relation to what has already happened 
connects to Heidegger’s notions that acting comes first, and of 
being thrown into the world, and not being able to step back. 

The concept of design patterns sees design as a process in which 
the whole precedes the parts. The design stays whole during the 
entire process, while it is being differentiated, or rather, while 
the patterns in it differentiate themselves. While keeping the 
system whole in this process, “structure is injected into the 
whole by operating on the whole and crinkling it, not by adding 
little parts to one another.” The design starts and develops as a 
single entity. “The form of the whole, and the parts, come into 
being simultaniously.” 

The process of using design patterns for building has been 
discussed for making new buildings so far. But “there is a 
second, complementary process which produces the same 
results, but works piecemeal, instead. When a place grows, and 
things are added to it, gradually, [...] the gaps are filled, the 
small things that are wrong are gradually corrected, and finally, 
the whole is so smooth and relaxed, that it will seem as though 
it had been there forever.” This process is the same process at 
work as before, when making something new, but “stretched out 
in time”. 

A pattern language is to be “morphologically and functionally 
complete” for a specific task (e.g. building, blues music [6]). “It 
is morphologically complete, when the patterns together form a 
complete structure, filled out in all its details, with no gaps. And 
it is functionally complete when the system of patterns has that 
peculiar self-consistency in which the patterns, as a system, 
generate only those forces which they themselves resolve – so 
that the system as a whole, can live, without the action of self-
destroying inner conflicts.” [3] In creating a design, you then 
only need to follow (invariant) internal requirements and logic, 
not (changing) outward and external images, trends, styles or 
pressure. You can let go of your control over the design and “let 
the pattern[s] do the work.” In this process nothing is to be 
added “except just what the patterns demand”. This brings out 
the “natural, necessary order of a thing”. If we already have all 
the answers before we start our work we cannot listen to what 
the design asks for. We “must start with nothing in [our] 
mind[s]”, and be “comfortable with the void, [...] confident that 
the laws of nature, formulated as patterns, [...] will together 
create all that is required.” Such a system which follows internal 
rules only is free from contradictions that weaken it; it can be 
pure and strong and true because it is at peace with itself, “in 
tune with its own inner forces”. 

A town or a neighborhood is always in flux, constantly 
changing, not a finished or frozen product. Even more, “[t]here 
is no product [...]: the building and the town, which live, are that 
incessant flux, which, guided by its language, constantly creates 
itself.” (emph. added) Such systems are alive because they are 
tested and refined in use. 

People can make, adapt and share pattern languages “for any 
building task [they] face.” Anybody “with a pattern language 
can design any part of the environment” and is entitled to do so, 
as “it is essential that the people do shape their surroundings 
for themselves” because they as users know best: “[W]indows 
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must be shaped by people who are looking out”. Large systems 
as towns are made up of “millions upon millions of these tiny 
acts, each one in the hands of the person who knows it best, best 
able to adapt it to the local circumstances.” This applies to 
large systems and small: “Each detail has meaning. Each detail 
is understood. Each detail is based on some person’s 
experience, and gets shaped right, because it is slowly thought 
out, and deeply felt.” 

A pattern language arguably provides a group a people with a 
means of effectively communicating, “almost as if they had a 
single mind” to collaboratively make a whole, single and 
integrated structure because, “with a [pattern] language, the 
assumptions are almost completely explicit from the start”. 
Patterns invite discussion, because they “are not fragile – they 
are as solid that they can be talked about, expressed quite 
clearly”, challenged and questioned. A pattern like the 
ENTRANCE TRANSITION [2] “can be shared, precisely because it is 
open to debate, and tentative.” [3] But using patterns is not a 
mechanical process, guaranteeing anything or a magic bullet for 
success. “Pattern languages are the source of beauty and of 
ugliness.” The patterns are only as capable as the people who 
use them. 

To test a system or pattern, Alexander argues for querying and 
trusting people’s feelings as humans and users, and not for 
asking experts’ opinions or blindly following fashions. 
Everybody involved in the process of design “can decide for 
himself whether [a pattern] is true, and when, and when not, to 
include it in his world.” To judge a pattern he suggests to go to 
a town, building or place, where the pattern in question is 
implemented, “and [to] see how [we] feel there”, to ask why we 
like something or not, and to try to identify and isolate the the 
core of this experience. This will accurately tell us all we need 
to know about the pattern. This is not asking for our opinions or 
tastes but purely for feelings. Alexander claims a very high rate 
of agreement in the cases he did this experiment with the 
WINDOW PLACE pattern. 

Using patterns is not teaching us anything new. But “they only 
remind us of what we know already”, in our hearts, “old 
feelings”, what we have forgotten and cannot access. A 
“[pattern] language, and the processes which stem from it, 
merely release the fundamental order which is native to us.” It 
helps us “to come more into touch with the simple reality of 
things, and thereby become egoless and free” and “to be 
[ourselves]”, to “act as nature does”. Using patterns is not a goal 
in itself, and patterns are not cooking recipes, that can or should 
be followed to the letter; they are concepts, that need to be 
applied in the spirit in which they were conceived. When we 
have rediscovered the process which lets us get in touch with 
our ordinary, deep and “innermost feelings”, the use of pattern 
languages has reached its end. 

 
THE CONCEPT OF THE COURSE 

The concept of the course was centered around the idea of 
combining theory and practice in a natural way. The practical 
work should be carried by theory, and the discussion of theory 
should be informed by practical experiences. Exercises should 
not be artificial or detached from the design process, but 
everything we do should be presented and discussed, and feed 
into the next step of the process. All participants work 
collaboratively on a whole range of tasks differing in scope, 
difficulty and priority. This provides ways of engaging 

everybody, giving all participants ample opportunity to identify 
with the process and to make it their own project. Everybody 
can discover what he/she can contribute, and try out new things, 
learn, take risks. The participants were aware that a course like 
this can quite easily go wrong; it was conceived as an 
exploration into the unknown, and this definitely added a sense 
of discovery, surprise and thrill. 

While the teaching time was formally devided into lectures, 
tutorials and lab sessions, in practice, the distinctions were 
fluent. In the lectures, theory, examples and our experiences 
were discussed, and students presented the results of the 
exercises. The theory was mainly focussed on Alexander’s 
Timeless Way and A Pattern Language, but we also looked at, 
for instance, Borchers’ example of a pattern language for blues 
music. A number of articles on game design patterns were also 
referred to. 

The collective work in the lab included playing classic games 
with emulators, finding patterns, creating our own game 
designs, coding and testing. We started by implementing our 
own Pong and Tron versions (Figure 1) to get going. Usually, 
we would start to work together on an exercise right after the 
lecture. This should provide an immediate positive hands-on 
experience. It makes people feel part of the process and helps to 
reduce both the distances between the topics of the lecture and 
the own work, and between the participants. It also helps to 
reduce the amount of time before people actually start to 
engage. The practical work should trigger the need for theory, 
create questions, and offer experiences that can be discussed in 
the lecture. This makes the theory appear less artificial and give 
the practice background and value, and also provides it with 
reasons and goals. We favored group work over individual work 
to not only to make people collaborate with and motivate each 
other, but also learn from one another and challenge each 
other’s ideas. 

	  	    

Figure 1: Boxing cavemen Pong and diagonal 4-player Tron 

There were ten theoretical and practical exercises, nine of which 
had to be done to pass the paper. Some of the exercises were to 
be done individually, the rest in 3-person teams. Part of most 
exercises was a presentation in class and a hand-in (i.e. a pdf or 
source code). Usually, the topics of the lectures trailed the 
exercises by one week to enable students to first make their own 
experiences to which they then could relate when discussing 
theory in the lecture. The paper relied heavily on students’ 
participation, so expectations in this department were high. 

 
DISCUSSION 

At the end of the semester, students were invited to give verbal 
feedback about their experiences and opinions on the use of 
design patterns. Additionally, views expressed in the final 
excercise, the reflective statement, are collected here. Students 
commented on different aspects of pattern design, some specific 
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to our course, some quite general. The discussion of how the 
concept of the course worked in practice is centered around the 
idea of creative and generative use of design patterns, not on 
everyday teaching and learning issues. 

Students found the process of playing classic action games, 
looking for patterns and identifying their essential properties 
enjoyable and rewarding. It provided them with a sense of 
discovery and ownership. Many people said it opened their eyes 
to the concept of patterns. “[...] I thought it was going to be 
difficult to find the patterns. Instead, I found that once I started 
looking for the patterns, they were absolutely everywhere.” 
(Reflective Statement) Students also commented that this was 
the point they began to understand what we were talking about 
in the lecture. “Much of the class came up with similar patterns 
so we classified them and worked towards building a final 
pattern language. This helped us all tune in with each other on 
what a pattern language actually was and how things should be 
categorised. It worked well.” The lecture clearly benefitted from 
this experience. We used a free real-time multiuser online text 
editor [8] for working on the pattern language. This facilitated a 
feeling of an onging process among the participants, because 
everybody could always access the latest version of our pattern 
language, use and change it. “With the online collaboration tool 
Etherpad we were able to alter and read the document in real 
time as edits were being made, and see the formation of a 
document. We were able to influence each other and be 
influenced as the document took shape.” We were constantly on 
the move on this trip. 

Students enjoyed creating their own game designs. At that 
point, our pattern language was still very loose, and a number of 
patterns were certainly added to the designs as afterthoughts. 
Nevertheless, people were aware of patterns, and used them to 
some degree. And it was fun. “The most interesting part was 
when we all had to come up a game design idea to present for 
an action game.” Several game designs were created, presented 
and discussed. All the game designs were for jump n’ run 
games, which was surprising; apparently Xenon-style shoot ‘em 
up and Gauntlet-style maze games are out of fashion at the 
moment. There were no really radical designs, but more detail 
tweaking, copying popular games, some transformation and 
sadly no multiplayer. Among the game designs were Dragon 
Eggs, a Mario-esk “Action Platformer” (Game Design 
Document) with “Medieval and Fantasy themes”; Radical 
Hamster Force, “Kind of like a mix of Alex the kid, Mario, and 
Kirby combined but with optional weapons”; Krystal in the 
Hood, a “classic platform game” in which the player has to 
“move from left to right and from top to bottom” through 
multiple levels; and the later realized Super Bush! Chronicles. 
We voted for one of these game designs to be realized and 
integrated features (i.e. patterns) from the other designs. The 
voting was appreciated, and taken quite seriously. 

The single most successful aspect of using patterns was 
arguably their benefits for group work. “Everyone managed to 
work together in teams and made the best out of their abilities to 
achieve the game”. The use of patterns helped quite a 
heterogeneous group of more than ten people to identify and 
actively engage with a single project, and facilitated 
collaborative decision-making in our numerous meetings. 
Contributions could be were very specific and to the point, e.g. 
in discussing the game designs. “I don’t think it would have 
been a bad or significantly different game if we hadn’t taken the 
process of developing and deciding on patterns prior to writing 

up a game design document. But it helped the process and I 
think it allowed for a more concrete development of the project. 
Using patterns you know what you want, then design around 
that idea.” Students came to see patterns as an interesting design 
methodology. They described them to be a very useful tool, a 
“powerful [...] development technique”. 

However, while patterns seemed to work well for creating game 
designs, it was different during the implementation phase in 
which “getting the game working became the focus instead.” 
Students remarked that implementing the game simply had not 
much to do with the idea of using patterns. “The [pattern] 
language helped the game designers to not miss important parts 
of a game out and to think about how parts interacted. From 
there however, we stopped thinking about patterns.” Coding 
C++ proved to be hard as most people were inexperienced 
coders. Getting the basic functionality right was challenging 
enough, and possibly hindered access to the process on a higher, 
more abstract and interesting level. “While [C++ is] fast and 
powerful there are certain low level elements that one cannot 
avoid using.” Trying to get e.g. the sound working “was a waste 
of time that I didn”t have to waste.” Students suggested using a 
game engine instead. An advantage was that everybody working 
on the code knew what, why and when something needed to 
happen, which was very helpful for collaboration.  “Whoa, I 
thought, that’s an interesting approach.” People could be quite 
specific about what they wanted to do, and what they wanted 
other people to do. “At first I thought that the patterns weren’t 
going to be necessary, but as we progressed I found them to be 
quite essential in terms of laying out the game – because we 
knew what we wanted, where to implement it, how it worked 
and it was all written down and discussed with the group.” 
Despite the difficulties, people commented that making the 
game was a fun and very intense experience, and that it felt 
quite magic to see how the patterns came to life. 

Some students felt that patterns “restricted [their] creative 
freedom”. As this was our first use of patterns, the process may 
have been quite mechanical, and not as fluent, spontaneous and 
radical as it could be. “The world is chaos and unorganized, 
putting everything into an organized list makes life boring and 
ends opportunity for innovation and creative thinking.” Our 
language was not very deep and powerful. “[...] I feel my 
common sense and knowledge of how games work being much 
more helpful to me than using a set of rules. Creative decisions 
yielded better results and just experimenting until it feels right”. 
While the question of creativity and patterns was addressed in 
one of the lectures, it was apparently not discussed clearly 
enough. Patterns have nothing to do with “what I would call 
cloning”, and a person using a pattern language is certainly not 
“playing it safe”. Patterns are not only for people who “can’t or 
don’t need to think creatively”. Of course, there is some truth to 
the matter. Patterns need a closed system to work, e.g. an 
engineering problem to solve. It would appear absurd to have a 
pattern language for creating art, for example. 

Initially, people were sceptic of the generative force of patterns. 
“How could that possibly work? Sure, it was fascinating to look 
at already completed games and see how they could be broken 
down into patterns, but I didn’t completely believe that the 
reverse could be done – taking patterns and creating a game 
from them.” During the semester, students were questioning the 
idea of letting go and not trying to control the whole design top-
down. They were surprised by the drive and the immediacy with 
which patterns asked for action. “[...] honestly I didn’t feel like 

213

Proceedings of the 3rd International Multi-Conference on Complexity, Informatics and Cybernetics (IMCIC 2012)



it was going to work. I thought that something bad was going to 
happen that would stop the progress of the project and slow it 
down for everyone [...] but fortunately I was mistaken.” 

 
AN ACTION GAME DESIGN PATTERN LANGUAGE 

In our course, we created a pattern language for action games, 
i.e. jump n’ run, shoot ‘em up and maze games. Excluded are, 
although these are arguably also action games, sports, race, 
karate one-on-one and sniper games. Our patterns roughly 
follow the format of Alexanderian patterns. Each one has a 
name, a certain context or situation, a short description, and is 
connected to larger patterns (above) and smaller patterns 
(below). In many cases examples of an occurance of a particular 
pattern in a game are given. All participants worked 
collaboratively on this language. They wrote, edited, moved, 
revised and deleted patterns. While a number of patterns was 
identified and described, the result is more like a collection than 
a complete language. The overall number of these patterns still 
needs to be reduced, the hierarchy needs to be revised, and 
patterns need to be linked and related to each other. 

The titles of our patterns are IN-GAME OBJECTIVES, MORALITY, 
SOMETHING TO DO FOR THE PLAYER, ACTION CONSEQUENCES, 
REWARD FOR RISK, CHARACTER, SPECIAL ABILITIES, WEAPONS, 
ARMOR, ENEMIES, CIVILIANS, LIMITED LIVES, HEALTH BAR, 
MANAGE CHARACTER, POWER-UPS, ITEMS TO COLLECT, SHOP, A 
SETTING FOR THE GAME, LEVEL THEMES, SECRETS, HIDDEN 
CHAMBERS, INVISIBLE GOODIES, SHORTCUTS, CHEATS, TRAP, 
COMPETITION BETWEEN PLAYERS, QUICK MOVEMENT, LINEAR 
FLOWING GAMEPLAY, EVERCHANGING ENVIRONMENTS, and GAME 
GETS HARDER. Because the pattern collection is too large to be 
included here completely, three example patterns of different 
abstraction are given. 

REWARD FOR RISK 
One of the most common patterns in action games is REWARD 
FOR RISK. It differs from most other patterns in that it is an 
abstract pattern – it describes a style of gameplay rather than an 
actual object in the game. 
Why is REWARD FOR RISK such a useful pattern to implement in 
action games? Because it creates a psychological hook for the 
player. The human brain is wired so that if we successfully 
complete something risky, we get rewarded with a short burst of 
positive endorphins, along with an immense feeling of relief 
and satisfaction. Very quickly, the player gets addicted to this 
short emotional high, and is willing to invest significant time in 
a game to experience it. While this pattern is characteristic of 
the gambling genre, it is also an essential pattern for Action 
games as it keeps the player engaged with the game. 
Examples of the REWARD FOR RISK pattern include: Having to 
risk your life against a difficult boss to beat a level, being able 
to cross a dangerous lava pit with the potential reward of an 
extra life and fighting more challenging monsters to get better 
loot. 
The risk is something that has to be balanced carefully if the 
reward is critical to the main gameplay; if a game is too hard to 
complete then players will rage quit. If a game is too easy then 
players will get bored. However, if the reward is something that 
the player does not necessarily need to finish the game, then the 
risk can be as high as you want. 
Goes with patterns: ENEMIES, TRAP, INVISIBLE GOODIES, SECRETS 

SHOP 
In a game with many different enemies and/or levels, it might 
be interesting to offer the player the possibility to decide about 
what weapons he wants to have. Players can buy and sell 
weapons and other equipment, and if the prices vary between 
shops, they can even trade with them. Shops might be localized, 
e.g. vary in offer and price. Shops can be located anywhere in a 
level, but most commonly between levels or at the halfway 
point. 
Most shops in games of this type contain a very basic interface. 
There is usually a basic, easy-to-navigate scrollable item menu 
– either filling the screen, or over a graphic depicting a shop 
counter. Sometimes, however, a shop will only appear as an 
options screen or dialog box after a particular action has been 
completed, asking you whether or not you want to buy or 
upgrade something. Upgrades to weapons, armour or vehicles 
are usually available, and better enhancements cost more. Other 
items that can often be bought from game shops include 
ammunition, damage boosters, and health items. Items from the 
shop are usually paid for with items collected in levels, or using 
an in-game currency that collectables or score can be exchanged 
for. 
Therefore: Put a SHOP into your game when you want to add an 
element of strategy to the action game, and give the player 
control over his abilities/equipment. Vary offer and price 
between shops to enable trade. Place them at the end of levels or 
at the half-way point. 
Goes with patterns: ITEMS TO COLLECT, POWER-UPS, WEAPONS, 
ARMOUR, SPECIAL ABILITIES 
Examples: Xenon 2, River City Ransom 

TRAP 
Is part of the patterns: SECRETs 
In addition to enemies, traps can be dangerous to players. They 
can be easy to see or hidden. There are many different types of 
traps. Most traps are part of the level and cannot be defeated or 
destroyed, simply avoided. 
Put TRAPs in your game to add a sense of discovery to it. 
Players will then carefully observe every detail in your level 
design. Traps should be visible (as in Rick Dangerous), and not 
only be found by trial-and-error (as in Lost Vikings). Traps can 
also be dangerous for enemies, therefore enabling the player to 
use them for his advantage, adding a twist to the game beyond 
shooting at everything that moves. There should be a reason for 
the trap, and a payoff for defeating it, e.g. a bonus. 
Goes with patterns: ENEMIES, REWARD FOR RISK 
Examples: Rick Dangerous, Lost Vikings 

 
ACTION GAME: SUPER BUSH! CHRONICLES 

Super Bush! Chronicles (Figures 2 and 3) is a single-player 
jump n’ run game. It is about a panda bear defending its jungle 
against fierce goblins who want to build a town at this location 
to “support their gambling needs” (Design Document). The 
game includes a number of patterns from our pattern language: 
SOMETHING TO DO FOR THE PLAYER, ACTION CONSEQUENCES, IN-
GAME OBJECTIVES, REWARD FOR RISK (score, goodies), 
CHARACTER (panda bear), MORALITY (helping a good cause, 
defending the forest, liberating caged jungle animals), SPECIAL 
ABILITIES (jumping very high and bamboo stick kendo, eat 
weapon upgrades (bamboo stick) to boost health), ENEMIES 
(goblins with axes, chainsaws or guns, boss goblins in 
construction vehicles, i.e. bulldozers), LIMITED LIVES (three), 
HEALTH BAR (for player and goblins), MANAGE CHARACTER, 
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ITEMS TO COLLECT (nuts as currency), SHOP (buy armour and 
weapon upgrades), COMPETITION BETWEEN PLAYERS (through 
saved hiscores), GAME GETS HARDER (increasing number of 
enemies and traps), TRAPs, A SETTING FOR THE GAME (conflict 
over natural resources) and LEVEL THEMES (five levels with 
slightly different themes). 

	  	    

Figure 2: Super Bush! title screen and in-game screen shot 

We recorded our own sound and drew original graphics. The 
game is controlled with the keyboard. It was implemented using 
C++ and the SDL library. A PC download is available at 
www.dace.de. 

	  	    

Figure 3: Weapon and armour shop, goblin sprite sheet 

 
CONCLUSION 

The course on design patterns was quite ambitious and 
challenging. We did not have much time to discuss theory, play 
games, find patterns, make a language, use it for designing 
action games and realize one of the designs. It was an intense 
trip aiming to combine practice and theory, experience and 
reflection. The theory was in many cases the subject of the 
exercises, or informing the practical work to a considerable 
degree. The practical work relied on an understanding of the 
theory, in a direct and natural way. We only did what the task at 
hand required and followed the internal logic of the process. We 
presented, discussed and used everything we did. Everybody 
was always aware why he/she was doing something and why 
this was necessary. The students were engaged and interested in 
the new perspective the concept of patterns could bring to their 
practice, and everybody was curious if it would work for us. 

Of course, we had some problems that held us back. Most 
students were not experienced in game (or interaction) design, 
and many were novice coders. Only few had an overview of 
classic action games. The students did not have a solid base of 
design knowledge that they could apply through the new 
perspective of design patterns. In creating and discussing the 
game designs, students did not feel the intrinsic necessity to 
strictly follow-through with design patterns; this points to our 
language being not complete, as new ideas were constantly 
suggested at all stages of the design process. 

On the other hand, there were solid benefits in using patterns. 
The collaboration was working well, and discussions were very 

specific and to the point. Students were keen to participate and 
many invested a lot of time and energy. Everybody could quite 
easily make a relevant contribution, and this got people deeply 
involved and interested. Students had the feeling of genuine 
discovery and ownership. We did everything by ourselves, and 
all of us shared the design and the process. The process of 
finding, describing and using patterns could have gone seriously 
wrong, and this definitely add some thrill to it. The course was 
not over-prepared. We faced real questions, issues and 
problems, and needed to find solutions. To include the 
possibility of real failure opened up the possibility for real 
success. 

And it was fun. We gained more from the process than we 
invested, it appears. The process developed a kind of 
momentum of its own. All participants saw how our various, 
loose and general ideas for a game were transformed into a 
coherent design, and then, towards the end of the semester, how 
the design was turning into a working game, literally in the 
course of a few days (and nights). This was a quite impressive 
and also a strange experience. 
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This paper is an investigation of the Melbourne 

Recital Centre as a case study to define the parameters 

necessary for good acoustical quality as it relates to 

the Binaural Quality Index and determining the 

intimacy of the hall by its initial time delay gap.  The 

Melbourne Recital Centre, designed by Ashton 

Raggatt McDougall Architects, is a significant case 

study, as its design was driven by the acoustic 

requirements of reflection and diffusion through 

Odeon Acoustical Software. It achieves the same 

acoustical quality of older, ornately designed shoebox 

concert halls, from the perspective of contemporary 

design and fabrication tools and techniques. The sleek 

design of the Melbourne Recital Centre successfully 

reflects sound waves in low, mid, and high frequencies 

due to corresponding wall panel differentiation in the 

corresponding scales, as engineered by Arup 

Acoustics. 

 
Figure 1: Melbourne Recital Centre and Melbourne 

Theatre Company buildings by ARM (Photo: John 

Gollings) 

 

The analysis of Melbourne Recital Centre 

consisted of visual analysis of photographs and 

orthographic drawings of the concert hall. After 

which, the Melbourne Recital Centre could be 

modeled in Autodesk Inventor with specific 

dimensions parametrically controlled. Modeling of the 

Melbourne Recital Centre was for two purposes: to 

first understand acoustical mechanisms of the hall, and 

to parametrize certain dimensions and test the effects 

of changes on certain parameters. In its simplest 

expression, a parameter could simply be the dimension 

of a line controlled by the parametric software; it is a 

distinguishing factor that can be variable either 

numerically, geometrically, or algorithmically.  

Modeling of the Melbourne Recital Hall is 

achieved through extrusions in both plan and section. 

In both directions, outlines of the elements were 

drawn in sketches; in sectional elements, parameters 

are controlled in the planar directions, while planar 

elements are controlled sectionally. From the sketches, 

constraints and driven dimensions must be carefully 

considered, in order to force the sketches to respond to 

parameter changes as desired. The sketches were then 

extruded to differing dimensions, which are not 

parametric dimensions, although they do differ 

between 

extrusions.

 
Figure 2: Screenshot of Autodesk Inventor model of 

Melbourne Recital Centre with visible parameterized 

dimensions 

 

These parameters are significant, because it is 

these dimensions that control the amount of protrusion 

in to the original “shoebox” shape, i.e. balconies, side 

walls and panels. In particular, these sets of 

parameters reflect specific ratios between the amount 

of protrusions between the balconies.  Increasing or 

decreasing these parameters should affect the ratio of 

Surface Area to Volume of the space, another 

important acoustic performance parameter. The 

hypothesis of this paper is to investigate the 

assumption that a higher Surface Area to Volume ratio 

would indicate more protrusions into the classic 

“shoebox” concert hall shape, therefore affecting 

lateral reflections, ultimately influencing BQI and 

ITDG. Additionally, these specific ratios of the depth 

of protrusions could affect lateral reflections, and 
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therefore BQI and ITDG. Testing the lateral 

reflections would require two additional elements; the 

accurate measurement of Surface Area, and 

connection to the stress analysis tool results, explained 

below. Achieving an accurate measurement of Surface 

Area is problematic due to the nature of the model 

construction; because all of the elements of the hall 

were modeled in “parts”, due to the variations in 

parameters, there is much Surface Area that is 

overlapping or redundant. An overall measurement of 

Surface Area would produce a much higher value than 

occurs in reality due to this phenomenon. Therefore, 

the main challenge in calculating surface area would 

be how to only take into account visible surfaces.  

The Binaural Quality Index is one of the most 

accurate predictions of a hall’s acoustical quality, 

especially for shoebox halls. The BQI measures the 

difference in lateral reflections as it reaches a 

listener’s ears; the more difference between one’s ears, 

the better the perceived acoustical quality. The BQI 

only takes into account lateral reflections; sound 

waves from directly ahead of a person, such as those 

direct sound waves from a stage, do not affect BQI. 

The Initial Time Delay Gap is examined when 

determining the acoustical intimacy of a space.  A 

recital hall is considered to be intimate when one 

listens to music in a large space but experiences as if 

in a smaller room.  ITDG is the interval between the 

arrival of direct sound and the first reflection at 

listener.  The smaller the ITDG, the more intimate the 

space.  For intimate recital halls, it is necessary to aim 

for time delays for first reflections of 20 milliseconds 

or less. 

       Wall depth, soffit, and balcony dimensions 

were recorded in an Excel chart, with the numerical 

values analyzed and transformed into algorithms based 

on dependent relationships between the architectural 

elements. The benefit of using a program such as 

Autodesk Inventor is the ability to use secondary 

programs such as Excel to analyze and create 

formulaic relationships between data; this forms the 

basis of the research needed to generate a design 

process for alternative forms. By setting one of the 

balcony depths as a base value, the other values of 

balcony depths could be re-written as equations in 

terms of the base balcony depth, thus setting up 

proportional relationships between the depth values. 

This base value could then be modified, with the other 

depth values updating correspondingly. Furthermore, 

these algorithms could be changed to reflect different 

proportions. Additionally, the Excel file contains 

dimensions relating to overall volume calculations. 

Once a method for measuring Surface Area has been 

calculated, these values can then be integrated into the 

Excel file as well. 

 It is hypothesized by using the force analysis 

tools in Inventor, the magnitudes of both indexes can 

be visualized.  Part of the research involves generating 

new surfaces using existing parameters of Melbourne 

Recital Centre, such as a spherical network that could 

be used as a concert hall interior surface. By applying 

these parameters derived from the Melbourne Recital 

Centre case study, optimized for lateral reflections, 

BQI, and ITDG, one can analyze the sound wave 

reflections off these created surfaces and predict 

hypothetical acoustical quality. In separate part files, 

three spheres were created, and then given the three 

parameters corresponding to the lateral wall 

protrusions. These spheres then take on the 

proportional ratios of the balconies, as determined by 

the algorithms in the Excel file.  

Ray tracing of lateral reflections was done in 

Inventor.  A sound source point was created at the 

center of the edge of the stage and linked to particular 

points on the wall surfaces in a 3D sketch.  In this 

case, the spherical surfaces.  A plane normal to the 

point on the curved surface and a plane through the 

source point, the point on the surface, and a third point 

was created in order to produce a work axis through 

the intersection of those two planes.  The angle of 

reflection and thus the angle of incidence was found 

by measuring the angle of the line from the source 

point to the point on the surface to the work axis.  This 

process was repeated for each spherical surface.   

In order to graphically visualize the sound 

pressure of the ITDG, the analysis tool was tested by 

using the Remote Force option.  The ITDG Limit line 

was created by creating a line perpendicular to the 

reflection and extended to intersect with the line of 

incidence.  Any point along the line of incidence 

before the point where this line intersects with the 

ITDG limit line is along the ITDG.  Coordinate points 

along the ITDG and approximate magnitude of sound 

generated by an orchestra (pascals converted into 

pounds per square foot) were input into the Remote 

Force Analysis tool.  A vector is produced under this 

tool which represents the magnitude and direction of 

the force.  In this case, the sound pressure is the force 

being represented.  Because the ITDG is dependent of 

the sound source and listener position, the surface 

representing the chair was tested.  The vector was 

positioned in the direction of the chair surface and ran 

an analysis.  All three spheres were tested.  The visual 

results produced by the analysis tool showed that the 

sound pressure was insignificant on that chair surface. 

 Thus, the ITDG was too long.  If the ITDG was in the 

preferable range of 12 to 25 milliseconds, 

hypothetically, the sound pressure would arrive on the 

surface and show up visually by the analysis tool.   In 

theory, the analysis tool could produce graphically 

visual results; however, the scale of the magnitude of 

force (sound pressure) that was being tested versus the 

scale of the magnitude of forces Inventor (i.e. tension 

and compression) was created to measure, the results 

do not seem visually significant.  If there was a way to 

change the scale, perhaps the visual results would 

vary.   

It was hypothesized that the sphere surfaces, 

having extreme curvature, thus a wider angle of 

reflection, would create a longer ITDG, proving that 

these surfaces would not be preferable for an intimate 

hall.  For an intimate recital hall, ITDG should ideally 

range from 12 to 25 milliseconds.  Although the depth 

of the spheres share the same parameters of the 
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balconies of the Melbourne Recital Centre, the angle 

of curvature produces significantly results in terms of 

striving for intimacy.  If the balconies of the MRC 

were tested in the same way, hypothetically, the 

results would show the sound pressure on the chair 

surface because the recital hall is considered to be 

intimate, as well as the curvature of the balconies and 

side walls are not as extreme as the produced spheres. 

  

 

 
Figure 3: Screenshot of Excel Parameter 

Chart

 
Figure 4: Screenshot of Excel Parameters with 

embedded 

algorithms

 
Figure 5: Screenshot of Autodesk Inventor force 

analysis tool 

 

This evaluation of the Melbourne Recital Centre 

creates an opportunity to generate rules and algorithms 

applicable to the design of concert halls that strive for 

intimacy and optimized acoustical quality. This 

overall process can be repeated in other categories of 

design as well, in which certain ratios and 

relationships are vital to the performance of other 

architectural systems. A benefit of this process is that 

it can be done relatively quickly and inexpensively. 

This is a mechanical and manual way of testing the 

acoustics on a portion of a surface. The leading 

industry software, Odeon Acoustical software, is a 

highly complex software designed to measure many 

acoustical qualities in many different kinds of 

environments, from train stations and airport terminals 

to restaurants, concert halls, and even outdoor spaces. 

Odeon is capable of importing 3D models, or one can 

model surfaces in Odeon itself. Additionally, Odeon 

can incorporate the absorption data of surface 

materials. 

Compared to the Odeon Acoustical Software, the 

leading software program in the industry to test 

acoustics, this can be done by a student for free using 

Autodesk’s free three year trial for students, and the 

Microsoft Office Suite included on most computers. A 

university license for Odeon Acoustical Software for 

one seat starts at over 5,000 euros, with basic 

commerical packages jumping to over 14,000 euros 

for one seat.. 

 

Research was conducted in conjunction with a 

graduate architectural elective course, Arch 662, 

entitled, the Design of Parametric Space, taught by 

Assistant Professor, Rhett Russo, at the New Jersey 

Institute of Technology, in the Fall of 2011. 
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ABSTRACT 
 

This paper investigates the use of parametric 

constraints in digital modeling for the purpose of 

acoustical analysis and design development.  

Parametric associations consist of an arbitrary constant 

whose value characterizes a set of physical properties 

whose values then determine the characteristics or 

behavior of the constituent parts [3].  The primary 

objective of this research is to focus on the acoustic 

panel parameters in the design stall wall of the Teatro 

degli Arcimboldi.  The key design parameters in the 

wall are: the panel’s curvature, its spline position, and 

degree of tilt.  His paper will discuss how these 

parameters affect the acoustic environment of the hall.  

Through the use of a 3D parametric model constructed 

in Autodesk Inventor, the following acoustical 

conditions will be examined:  focalization, absorption, 

reflection, and diffusion.  

 

Keywords:  Parametric, Focalization, Absorption, 

Reflection, Diffusion, Constraints 

 

1. INTRODUCTION 

 

A working design methodology will be explained that 

incorporates numerical design data from Microsoft 

Excel and its visualization within the 3 dimensional 

environment of Autodesk Inventor.  Analysis will then 

be performed through the alteration of this data set and 

observed in real time in the 3-dimensional Inventor 

model.  Each unconstrained component in an Inventor 

assembly has six degrees of freedom.  Degrees of 

freedom are defined as 3 for translation and 3 for 

rotation in each axis XYZ.  This definition applies to 

mechanical transformation.  This research adapts the 

mechanical paradigm of degrees of freedom to the 

acoustic performance of the stall wall design.  

   

                2. DEGREES OF FREEDOM 

 

First Degree of Freedom: Panel Curvature   
Even dispersion of sound eliminates “dead spots” and 

“live spots” known as focalization.  When sound 

waves from a point source strike a plane wall, they 

produce reflected spherical wavefronts (Fig 1) and 

focalization occurs when reflected sound waves 

converge onto one another resulting in intensified 

overlapping in some areas and sparse convergence in 

other areas [2].  Generally, concave shapes are used to 

focalize sound because all rays from the focus of a 

parabola to its surface will be directed outward as 

parallel rays, while convex shapes are considered to be 

anti-focal because they disperse sound multi-

directionally [2]. 

    
Fig1<http://hyperphysics.phy-astr.gsu.edu/hbase/sound/reflec2.html#c3> 

In the case of the concave wall that surrounds the 

stalls in the Teatro degli Arcimboldi, diffusion of 

sound waves occurs despite its parabolic shape and 

thin wood elements, a material usually valued for its 

reflective qualities.  The rigid wood slats are anchored 

to the concave structure which frames a well 

dampened space (Fig 2).  

      

 
                                 Fig 2   Stall Wall  
 
When the width of a parabola, called the focal chord, 

is altered, so too, is the angle of tangency to the 

associated normal planes so that reflected sound rays 

can be geometrically and numerically informed (Fig 3 

& 4).  

              
            Fig 3   Focal Chord / Parabolic Tangent Relationship 
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            Fig 4  Tangent Normal / Sound Reflection Relationship 

 

This portion of the parametric investigation consists of 

constraining the diameter of the arched wall in order 

to quantitatively measure the acoustical responses of 

reflected sound waves in relationship to varying 

reflective properties of the parabolic tangent.  A point 

X has been chosen on the stall wall to receive a direct 

sound ray.  The curvature of the wall has been altered 

by adjusting the focal chord distance, thusly affecting 

the parabolic tangent and consequently redirecting the 

trajectory of the reflected sound ray (Fig 5).   

            

         

               

                 
                    Fig 5  Curviture Variation Influence on Acoustics 
 
Further parameters can be constrained to investigate 

more derivations of design alternatives.  The discrete 

irregularities within the curve itself can be 

parametrically controlled so as to amplify or 

exaggerate distortions along the curved surface.  These 

distortions can then be strung together to create a 

chain effect parametrically informed by varying 

degree of focal chord length from wave to wave as 

well as frequency of occurrence (Fig 6).  The result 

will be the reflection of sound rays concurrent with 

convexity and alternatively, the focalization of rays 

correlative with concavity. 

                      

 
                         Fig 6  Curviture Variation of Individual Panels 

 

 

 

Second Degree of Freedom: Spline Vertex Position 

The arched stall wall is a solution to distribute the 

lateral sound energy towards the stalls in the center of 

the main hall. The concavity of the wall surface tends 

to focalize sound waves resulting in unevenly 

disbursed intensity levels.  In addition to disguising 

the wall cavity, the cylindrical wall conceals within its 

parabolic lines discrete irregularities which direct 

sound rays to be either diffused or reflected (Fig 7).  

The reflection of sound is governed by the Law of 

Reflection which states that the angle of incidence is 

equal to the angle of reflection.  Reflected waves can 

interfere with incident waves, producing pattern of 

constructive and destructive interference [2].  See (Fig 

8) below.   
 

          
Fig 7   Stall Wall Spline Profile            Fig 8  Constructive/Destructive Waves 

(Fig 7 - Photo Courtesy of Proceeding of the Institute of Acoustics) 
(Fig 8 - http://hyperphysics.phy-astr.gsu.edu/hbase/sound/reflec2.html#c3) 

 

Further specificity of the aforementioned acoustic 

principles in relation to the parabolic tangent can be 

applied to the curvature of the spline of each wood 

panel.  By varying the location of a parabolic vertex 

along any given point on the spline of the wood 

element, sound rays from a single source can either 

reflected or diffused simultaneously and repeatedly 

within the same panel for the extent of the parabolic 

path (Fig 9). 
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           Fig 9   Multi-directional reflections of variant spline cross-sections 

 

Additionally, the amplitude of curvature of the spline 

determines the thickness of the wood panel and thus 

incorporates a controllable degree of density.  Material 

density is an additional contributing parameter to the 

characteristics associated with reflection and diffusion.  

By thickening or thinning the profile of the wood 

panels, it then becomes possible to direct sound waves 

according to their frequencies.  High frequency sounds 

are inclined to travel further and be more reflective 

than their lower frequency counterparts.   

 

One applicable use of such particularized design 

control in the case of the Teatro degli Arcimboldi is 

effectively employed to direct sound rays above the 

spectator-head- height back toward the stalls to create 

the perception of sound envelopment while directing 

lower sound rays into the floor to prevent undesired 

sound overlaps [1].  See (Fig 10).  

                
         Fig 10  Diffusive Effect of Multiple Varied Spline Conditions 
 
The parametric research for this portion of the study 

was conducted by examining the acoustical effects of 

variant parabolic vertices at multiple cross-sections 

within a single panel.  The vertices of the end profile-

splines were assigned almost inverted (x,y) 

coordinates in order to locate each end-spline vertex at 

opposing high/low points.  The intermediate cross-

sections identify the transitional vertex points between 

these profiles.  Sound reflection trajectories were 

calculated using the same aforementioned parabolic 

tangent technique.  The results yielded the ability to 

reflect and diffuse sound several times within a single 

panel, despite the concavity of the panel path (Fig 11). 

          

 

             

             
         Fig 11  Acoustic Implications of Variant Spline Vertex Position 

 

 

Third Degree of Freedom: Panel Tilt 

A sound ray incident upon a reflective surface will be 

reflected at an angle equal to the incident angle. Both 

angles are measured with respect to the normal to the 

surface[2]. Varying the angle of the reflective surface 

alters the angle of the normal plane and thusly alters 

the angle of incidence with respect to the normal 

which results in a variant output of the reflective 

angle. Large flat parallel areas reflect sound rays in 

opposition to the path of direct sound while angled 

surfaces spread the sound and contribute to even 

dispersion [2]. A variant angle of tilt allows for the 

ordinarily focal tendency of a parabolic shape to 

become diffusive by orienting reflective rays away 

from direct sound. The avoidance of sound wave 

collision results in multi-directional dispersed sound 

which envelops the auditor. The degree of tilt toward 

the stalls contributes toward the overall diffusive 

effect of the stall wall.  When considered as a single 

entity, the purpose of the wall is to control the 
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reflection of sound rays in order to prevent unwanted 

secondary waves from behind the spectators seated in 

the stalls.  The angle at which the entire wall tilts is 

intended to redirect sound waves down into the ground 

and away from the audience (Fig 12).   

   
                Fig 12  Angle of Tilt/Angle of Incidence Relationship 
 
The parametric investigation consists of quantitatively 

controlling the angle of tilt by placing a dimensional 

constraint on the thickness of the first panel and 

setting the thickness of the remaining panels to follow 

suit. The wood panels are stacked away from the 

framing wall so that at the apex of the parabolic stall 

wall, the distance between the top wood panel and the 

anchoring wall, is at the greatest distance (Fig 13).      

    

 
                      Fig 13  Panel Width/Angle of Tilt Relationship 

 

As the/thickness of the panels increase or decrease, the 

angle of tilt will vary respectively. The proportional 

relation between panel thickness and angle of tilt 

creates a measurable qualitative acoustical response in 

the variant reflected sound rays correlative with the 

corresponding angle of incidence in association with 

the varying normal plane.  Constraints were placed on 

the distance from the wall to be proportional with the 

relative angle of tilt directed away from the frame.  

This parametric association can then be quantitatively 

controlled to affect the qualitative acoustical response 

required to accommodate the dual role of the 

Arcimboldi Theatre.  The reflected surface is used to 

calculate the trajectory of reflective sound rays using 

the same methodology employed in the previous two 

techniques. 

                  

       

       
Fig 14  Panel WidthTilt Claculations 

 

3. CONCLUSION 
 

The proper distribution of diffractive elements within 

the components that comprise the stall wall at the 

Teatro Degli Arcimboldi can be numerically and 

geometrically informed for optimal performance.  The 

use of physically based parametric constraints 

facilitates the ability to fine tune the acoustical 

response of design elements in architecture.  This type 

of information based modeling in all aspects of design 

development can contribute to more cohesive and 

responsive design alternatives.   
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ABSTRACT 
 
This paper seeks to explore the parametric relationships guiding 
the design of seating arrangements in concert halls, specifically 
relating to ergonomics, sight lines, means of egress and 
placement of balconies, and their relation to the wider 
considerations of the Time Delay Gap and Reverberation Time.  
The exploration uses computational parametric tools, primarily 
the Grasshopper plug-in for Rhino3D, and Autodesk Inventor, 
to graphically model, display and test these parameters.  
Interoperability between these two software platforms is, 
therefore the primary area of study for this paper, as we seek to 
marry the open-ended design capabilities of Grasshopper with 
the robust production tools of the Inventor suite.  Research 
focuses on the sharing of data through the gHowl add-on for 
Grasshopper, to export parameter values to Excel, which are 
applied to iPart factory tables in Inventor, to generate the 
various seat arrangement iterations.  The optimization and 
specialization of both software platforms is a key goal of this 
research.  Specifically, we are seeking to leverage the iterative 
and recursive parametric modeling capabilities of Grasshopper, 
to supplement the “piece-by-piece” logic of Inventor; while 
Inventor will be used primarily to produce BIM (Building 
Information Modeling), and presentation quality drawings. 
 
Keywords:  Parametric, Grasshopper, Inventor, Rhino, 
Fabrication, Workflow 
 
 

1.  CONTEXT 
 
The integration of information based design tools is continuing 
to revolutionize the design disciplines, in particular, the fields 
of architecture and industrial design.  Amongst the tools 
developed, primarily within the engineering industry, 
parametric software platforms and BIM are the most 
widespread and influential.  The parametric refers to a design 
process “based not on fixed metric quantities but on consistent 
relationships between objects, allowing changes in a single 
element to propagate corresponding changes throughout the 
system” (Meredith, 4).  BIM, on the other hand, refers to a data 
model capable of capturing “domain-specific information about 
entities … that is constructed around building entities and their 
relationships to one another [of which] geometry is only one of 
… these building entities” (Cheng, 491). 
 
It is important to understand that traditionally the fields of 
architecture, engineering and construction each have their own 
method of organizing information and hence their own tools 
and softwares. With the introduction of information-based 
modeling, it is possible for the designer to include any aspect of 
the design or construction process into one virtual master 
model, which accounts for every aspect of each individual part 

of the building.  Within the field of parametric tools themselves, 
there have developed two primary vehicles: algorithmic 
modelers, and constraint-based modelers.  The algorithmic is 
defined as “a method of generation, producing complex forms 
and structures based on simple component rules,” and often 
relies on the use of complex computer scripting tools (Meredith, 
ibid).  A constraint-based modeler, on the other hand, relies 
primarily on the application (often visual) of “dimensions and 
constraining geometries” upon predetermined 2D sketches or 
3D models, and these dimensions and constraints are the 
“parameters, or input points, that you [the designer or engineer] 
would then change to update or edit the [model]” (Waguespack 
and Tremblay, 1).  To date, primarily constraint-based modelers 
integrate with BIM, while algorithmic modelers are mostly 
reserved for form finding, and the formal integration of design 
constraints.  The goal of this paper is to explore new design 
methodologies and methods that unify these two related, and 
yet disparate, design tools.  The development of an effective 
and efficient workflow that moves between the algorithmic, the 
constraint-based, and BIM is the primary purpose of this design 
research. 
 
 

2.  AREA OF RESEARCH: DESIGN METHODS AND 
METHODOLOGIES 

 
For the purpose of this paper, we have selected Grasshopper, “a 
graphical algorithm editor tightly integrated with [McNeel] 
Rhino’s 3-D modeling tools”, developed by David Rutten at 
Robert McNeel & Associates (www.grashopper3d.com), as an 
example of an algorithmic modeler, and Autodesk Inventor as 
an example of a constraint-based parametric and BIM modeler.  
Communication between these two platforms occurs 
exclusively at the level of Microsoft Excel spreadsheets, 
through the sharing of data within a common domain.  The 
gHowl add-on for Grasshopper and the iPart and iFactory tools 
within Inventor are the specific tools of data input and output 
for these two programs.  The optimization and specialization of 
both software platforms is a key goal of this research.  
Specifically, we are seeking to leverage the iterative and 
recursive parametric modeling capabilities of Grasshopper, to 
supplement the “piece-by-piece” logic of Inventor; while 
Inventor will be used primarily to produce BIM and 
presentation quality drawings.  The introduction of Excel in to 
the design workflow reduces the focus of design parameters to 
quantifiable pieces of data, or mathematical relationships, and 
exposes the designer directly to the underlying data model that 
drives his or her project. 

 

Figure 1.  Workflow Diagram: from Grasshopper to Excel to 
Inventor 

225

Proceedings of the 3rd International Multi-Conference on Complexity, Informatics and Cybernetics (IMCIC 2012)



In general, the proposed workflow begins by establishing a 
series of user-defined parameters in Grasshopper either through 
direct panel input, interactive dynamic sliders, or culled from 
direct manipulation of referenced Rhino geometry.  Through the 
application of both mathematical and geometrical means, the 
parameters are processed and analyzed, which generates the 
parametric design, or space, as well as a new series of driven 
parametric dimensions.  These combine with the design 
parameters to form the data model.  A key difference to note 
exists between a “user-defined parameter” and a “driven 
parametric dimension”.  A user-defined parameter constitutes 
the input and first buildings blocks of the parametric design 
process, which determine the basic geometric principles 
involved.  A driven parametric dimension, on the other hand, 
comes about as a result of measurements and analysis 
performed on the generative design.  These driven parameters 
may drive further generative principles within the design 
process.  Finally, and perhaps most importantly, the designer 
must deal with the primary “design parameters”: those pieces of 
data by which the designer can evaluate the performance and 
efficacy of his or her design. 
 

 

 
3.  CASE STUDY 

 
For our research, we have chosen to focus on the parametric 
relationships guiding the design of seating arrangements in 
concert halls.  To expand further on the distinctions made above 
(Sec. 2, Par. 2), it will be helpful to look at the following case 
study.  In this case, the specific user-defined parameters are 
primarily ergonomic, and many come directly from the building 
code.  For example, in determining the placement of seats to 
achieve unobstructed sight lines of a particular “viewing point” 
(a design parameter), a typical eye-height from the floor (and 
from the eyes to the top of the head), and a row-to-row distance 
can be established by the designer (user-defined parameters).  
These parameters, using simple trigonometry and arithmetic 
series, can determine the ideal seat locations within a coordinate 
system (driven parametric dimension).  Although eye or head 
heights and row widths are human dependent, and therefore, in 
a sense, not truly “user” defined, designing further parameters 
into the process will add layers of designer specificity.  In this 
case, the distance from the first seat to the viewing point 
changes, and will alter the preferred seat rake (see Fig. 3).  Even 
changes in seat type (with or with-out padding) and 
manufacturer can alter the outcome. 
 
While designers examine the problem of sight lines primarily in 
section, they must design the layout of the rows themselves in 
plan.  Seat width is of primary concern, and the most freedom 
occurs in the choice of a “setting out point”, or the center point 
for the arcs of seats.  This can be identical with the viewing 
point or anywhere in front or behind it.  This will affect the 
depth or shallowness of the rows’ arcs.  Here, the primary 
design parameters may be financial, as the owners look to pack 
as many seats in the hall as possible, while maintaining 

adequate site-lines. Similar considerations will be necessary for 
the placement and design of balconies, as well as gangways and 
paths of egress. 

 
Most importantly, in the design of concert halls, all of these 
design decisions will have an impact on the larger design 
parameters of Time Delay Gap and Reverberation Time that are 
essential in determining the quality of these spaces (see 
Beranek).  The interplay between the design parameters of the 
seating arrangement and of the acoustical performance of the 
hall quickly becomes a very complicated design problem.  For 
example, in a certain style of seating now popular, known as 
terrace-style seating, blocks of seating are placed throughout the 
hall and raised up slightly above the floor plane and the seats in 
front of them (Fig. 4).  This provides a reflective surface on the 
front (and sides) of these terraces that can be effectively 
leveraged in the acoustical design of the hall.  Of course, 
changing the height, pitch, or depth of the arc of these terraces 
will have wide-ranging effects on the seating design parameters.  
While traditional design methods might make determining these 
effects a tedious process, with parametric computational tools, 
they can be analyzed in real time, for both their acoustical and 
seating arrangement performance. 
 

Figure 2.  Left: User Defined Parameters in Grasshopper; 
Middle: Driven Parametric Dimensions in Excel; Right: a base 

Sketch in Inventor, showing the desired sight line 

Figure 3. Sightlines in Grasshopper, updating parametrically, 
as the depth of the first seat row decreases, increasing the rake 
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Figure 4. The Disney Concert Hall in Los Angeles, with its 

terraced-style seating; designed by Gehry Partners and Nagata 
Acoustics 

Unfortunately, there are no current software platforms capable 
of effectively analyzing the complex nature of this problem, and 
interfacing with the design and production software actually 
capable of managing such a project.  An algorithmic solver, 
such as Grasshopper, could analyze the problems, and even 
provide graphical feedback, but to maintain that adaptability 
over the course of an entire project would be quite tedious.  A 
BIM program on the other hand, such as Inventor, would be 
flexible enough to adapt to the various parameters, however, to 
perform the actual analysis within the software would be quite 
difficult, and likely require some supplemental source coding. 
This led to the development of our proposed workflow, 
necessitated by the iterative and recursive nature of the seating 
problem.  Specifically, the placement of any individual seat in 
the layout requires prior knowledge of the location of all other 
seats in the plan that may obstruct that seat’s view.  In the 
typical “piece-by-piece” Inventor workflow, this would require 
the tedious placement of each row in order.  Even to use 
parametric iParts would require manually adding a new line to 
the iFactory table for each row.  In Grasshopper, however, we 
reduced the relationship to a single equation describing the 
placement of seats within a mathematical series, which drives 
the generation of the seating geometries.  We can update the 
number of rows, as well as all of the other parameters, through 
either numerical input, with a dynamic slider, or even by direct 
manipulation of Rhino geometry, and the geometry updates in 
real time.  The data model driving the updated geometry can be 
exported to a properly formatted Excel spreadsheet and through 
a simple copy and paste in to the iPart table, the entire series of 
parts (or rows in this case) are generated; they merely need to 
be placed in an assembly file.  At this point, we begin to 
leverage the great strength of Inventor, because the base 
assembly file can be layered with any number of details, from 
actual seats, to material finishes, to the form and structure (and 
even structural framing) of the hall.  Furthermore, we can push 
this data back out to Grasshopper, or any other suitable program 
for further analysis.  This would be particularly useful, for 
example, in looking at the finishes, and the absorptive qualities 
of the various materials. 

 
Figure 5.  Graphical feedback of the Grasshopper algorithm in 

the Rhino environment 

While similar effects could be achieved by using Excel 
spreadsheets alone (and propagating the mathematical series) to 
drive iFactories, the geometric and graphical feedback provided 
by Grasshopper makes this workflow much more fruitful in the 
design process.  Additionally, this workflow requires no special 
knowledge of Excel, or VB.NET, scripting.  The use of 
Grasshopper becomes even more essential when the designer 
must reference existing conditions, such as the floor plan, from 
a DWG, or other architectural drawing.  Only through the 
Grasshopper workflow can the designer translate those 
conditions into a data model accessible in Excel, and other tools 
down the line. 
 
 

4.  CONCLUSIONS 
 

Research will continue to focus on the exact place of each tool 
in the workflow, considering the possibility that more than one 
can likely do each task, and that one or the other may be more 
properly suited to the task-at-hand.  For example, in our case 
study, to parametrically model the section for a seating 
arrangement, the software must incorporate some iterative or 
recursive functions.  Such capability typically lies in the realm 
of an algorithmic modeler.  To solve the plan, on the other 
hand, requires only trigonometric and geometrical analysis, 
because seats are generally spaced at equal intervals along a 
fixed path, a simple process for constraint-based modelers 
 
In general, the proposed process fills two large gaps in the 
Grasshopper workflow, especially regards the difficulty in 
extracting drawings from Grasshopper to a level of detail that 
might be required of shop or working drawings.  Further 
investigations include the ability to translate free-form NURBS 
geometries modeled in Rhino in to the Inventor BIM 
environment, extending its formal capabilities.  For example, 
one could write a Grasshopper script that takes a NURBS 
surface and tessellates it in some controlled manner, then 
exports the vertex points to Excel for import in to Inventor.  
From these works points, the designer could model a series of 
panels in Inventor to populate the surface.  Finally, Inventor can 
produce the shop drawings and BOM (Bill of Materials). 
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Figure 6. Part and Assembly files in the Inventor parametric 

environment 

 
While constraint-based modelers, including Inventor, typically 
have difficulty with NURBS geometry, this workflow bypasses 
this obstacle altogether by using an algorithmic modeler to 
“translate” the geometry into Inventor’s “native” language.  By 
reducing the NURBS geometry into a raw data model, Inventor 
can re-create the geometry based off work points, planes, and 
axis defined entirely within Inventor.  Other workflows require 
that models pass through one or more conversions between file 
types, which inevitably leads to data loss and corruption, and 
lack of accuracy in the final product.  For example, to get 
NURBS geometry out of Rhino in to Inventor would one might 
save the native Rhino .3DM file as an .OBJ or .3DS file, and 
then import this into Inventor.  Because Inventor has no native 
support for NURBS these file types will have likely converted 
the geometry to a polygonal mesh model, which provides, at 
best, a close approximation of the original design.  Even at this 
point to turn this polygonal mesh into a satisfactorily adaptable 
parametric model will take a great amount of work, and may 
require essentially starting from scratch with the imported 
model as nothing more than a guideline. 
 
With the workflow presented in this paper, however, the 
designer has complete control over the manner in which the 
NURBS geometry translates into the Inventor design 
environment.  Most importantly, this process adds an entire 

layer of sophistication into the design process that directly 
relates to fabrication.  For example, the way in which a designer 
chooses to tessellate a surface (and provide work points for 
Inventor) depends on the number of panel types, the framing 
system (or the absence thereof), the method of connection to 
one another (and the frame), and any other number of design 
parameters.  Therefore, by solving an efficient way to transfer a 
design between the algorithmic and the constraint-based 
parametric environments, between Grasshopper and Inventor, 
the designer must also grapple with design issues related to the 
actual construction and completion of the project.  The design 
of a data model that allows for efficient parametric modeling 
and detailing in Inventor goes hand in hand with a design logic 
that allows for efficient and economical fabrication and 
construction of the project, a boon for designers and those that 
employ them. 
 

 
Figure 7.  A drawing file produced by Inventor, including Bill 

of Materials (BOM) 
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ABSTRACT 

 
The qualitative analysis of sound is a primary concern 

in the design of concert halls. The acoustic phenomena 

of a concert hall depends largely on its geometry, 

based on the case study of Seiji Ozawa Hall 

(Architects: William Rawn Associates; Acoustician: 

R.Lwarence Kirkegaard & Associates), the research 

for this paper will focus on analyzing the geometry of 

Seiji Ozawa Hall and investigating some basic 

geometric parameters of concert hall design in regard 

to its acoustic phenomenon.  

 

Key words:  acoustic phenomena, geometry 

 

A. General Methodology 
 

The software used during the research is Rhino 

Grasshopper and Autodesk Ecotect Analysis. Rhino 

Grasshopper is a plug in for Rhinoceros 3D, which is a 

strong tool for parametric design and analysis. 
Autodesk Ecotect Analysis is an environmental 

analysis tool that allows designers to simulate building 

performance, and the result of the analysis can be 

shown as diagrams in a direct way. In this research, a 

digital model of the concert hall will be created in 

Rhinoceros 3D using grasshopper; with geometrical 

constrains controlling the relationships between 

different parts of the hall (stage, ceiling, wall, seating 

area, and balcony). Then the acoustic analysis can be 

done in Autodesk Ecotect. Within the established 

constrain, the spatial relationship between different 

parts of the concert hall will remain the same. And By 

changing parameters and analyze its corresponding 

results generated by Autodesk Ecotect Analysis, the 

conclusion can be draw both qualitatively and 

quantitatively.   

 

 

B. Geometry Analysis 
 

The general geometry of Seiji Ozawa Hall is shoebox,  

There are simple variations on a shoebox: hall width, 

hall length, ceiling height, balcony height, source 

point position. They are all building in a parametric 

control with constrains in Rhino with Grasshopper. 

 

 
 

 
Figure 1. The definition of grasshopper 

 

Figure1 shows the general logic of modeling the 

concert hall with grasshopper, first, the footprint of the 

hall is defined as a rectangle, and the balcony and 

stage are constrained with the volume. In this case, the 

changeable parameters are set as the following: hall 

length, hall width, ceiling height, lower balcony 

height, upper balcony height, stage length, and stage 

height. All of these parameter can generated as excel 

form by grasshopper (see appendix). In doing so, by 

simply changing one parameter, other parameters will 

change accordingly, that the nature of parametric 

design. 

 

1) The plan geometry analysis: 

 

The plan analysis is based on the principle that the 

plan geometry is the only variable parameter, the 

height of the hall and the height of the balcony will 

stay the same, this method of analysis will apply to the 

following analysis as well. 

 

 
  

Figure 2. The sound reflection diagram generated by 

Autodesk Ecotect 

 

 

Figure2 shows the sound reflection diagram within the 

concert hall, the model is the model of Seiji Ozawa 

Hall, the colored lines represent the sound path, 
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different color indicates different acoustic quality, as it 

is shown in the diagram, green line is direct sound, 

yellow line is useful sound, orange line is border 

sound, red line is echo, light blue line is reverb line, 

and blue line is masked sound, by analyzing  at the 

diagram, we did not find the red line, which means 

there is no echo. And the useful sound is covered the 

whole volume. 

 

 
Figure 3. The sound reflection diagram generated by                            

Autodesk Ecotect 
 

In the case of Figure 3, the source has been 

strengthened by three times, the acoustical quality can 

be visualized easily, by analyzing Figure 2 and Figure 

3, we can get the conclusion that the closer we are 

from sound source, the stronger sound we get. At the 

same time, the possibility of receiving noise becomes 

higher. 

   

 
 

Figure 4. statistical reverberation time analysis 

 

Figure 4 shows the statistical reverberation time of the 

concert hall, the purple area indicates the acoustical 

quality of this volume is suitable for speech and 

music. 

 

 
 

Figure 5. The sound reflection diagram generated by                            

Autodesk Ecotect 
 

In the case of Figure 5, the volume of the concert hall 

has been elongated to a very long and narrow space, 

we can visualize that the back of the hall receives little 

sound, which mean bad acoustical quality, to 

conclude, over elongated shoebox should be avoid 

during the concert hall design.  

 
 

Figure 6. The sound reflection diagram generated by                            

Autodesk Ecotect 

 

In the case of Figure 6, the volume of the concert hall 

has been shorten to a very long and narrow space, we 

can visualize that the whole volume receives too much 

of different type of sound, which mean bad acoustical 

also, which means over short-fat shoebox should be 

avoid during the concert hall design.  

 

In general, we should consider an appropriate 

proportion for the shoebox geometry of concert hall. 

 

2) The ceiling height and stage height analysis: 

 

In the study of ceiling height and stage height, the 

same methodology was conducted as the plan 

geometry study. 

 
Figure 7. The sound reflection diagram generated by                            

Autodesk Ecotect 

 

Figure 7 shows the reflection situation in a very low 

ceiling volume, we can visualize that the whole 

volume receives much more direct and useful sound 

than the other case; typically, the upper level balcony 

receives too much strong sound, which indicates a bad 

acoustical quality. 

                     
Figure 8. The sound reflection diagram generated by                            

Autodesk Ecotect 
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Compare to Figure 7, Figure 8 shows the reflection 

situation in a very high ceiling case, we can also 

visualize that the high ceiling volume absorb a lot of 

direct sound, leading to the result that the upper level 

balcony receives little reflected sound, which indicates 

a bad acoustical quality also. 

 

In conclusion, similar to the plan geometry analysis, 

an appropriate ceiling height also has a huge effect on 

the acoustical quality of the concert hall. 

 

3) The balcony height analysis: 

 

 
Figure 9. The sound reflection diagram generated by                            

Autodesk Ecotect 

 

Figure 9 shows the situation which the two levels of 

balcony are very close to each other, we can visualize 

that the lower level of balcony receives some of the 

reflected sound from the bottom of the upper level 

balcony, but receives little reflected sound from the 

side wall, it is because the distance between the two 

level of balcony are close, the upper level balcony 

blocks a huge amount of sound. In this case, the 

acoustical quality is low. 

 

 
 

Figure 10. The sound reflection diagram generated by                            

Autodesk Ecotect 

 
Figure 10 shows the situation which the two levels of 

balcony are very far from each other, we can visualize 

that the lower level of balcony receives some of the 

reflected sound from the side wall, but receives little 

reflected sound from the upper level balcony, as the 

situation of Figure 9, it is also an undesirable 

acoustical approach.  

 

C. Conclusion 
By analyzing the geometrical design of concert hall, 

we find out that the volume and the different parts of 

the concert hall are designed in a logical way which 

gives the audience the best quality of sound. In a 

word, besides the outside factor (site, cost, and so on), 

the geometry design of the concert hall has a tight 

relationship with the acoustical concern. 
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Appendix 

 
Hall 

length 
Hall 

width 
Lower 

balcony 

height 

Upper 

balcony 

height 

Ceiling 

height 
Stage 

height 

Figure 

number 

used 

136 61 10 20 40 7 2 

136 61 10 20 40 7 3 

136 61 10 20 40 7 4 

193 45 10 20 40 7 5 

80 45 10 20 40 7 6 

193 45 10 20 30 7 7 

193 45 10 20 80 7 8 

136 61 16 27 50 7 9 

136 61 16 40 50 7 10 

 
Note: this excel sheet is generated by rhino grasshopper, 

indicating the method of parametric design 
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Abstract 
 

Information Processing Society of Japan (IPSJ) has 
announced the Computing Curriculum Standard J07 
which is compatible with the Computing Curricula 2005 
(CC2005) Series proposed in the United States.  Both 
J07 and CC2005 are composed of five major domains, 
CS, CE, SE, IS and IT, each of which is developed by 
different community so that relationship among these 
domains is not concrete.  In this paper, we analyze each 
body of knowledge (BOK) of the domains and map them 
into the ICT common body of knowledge (ICTBOK).  We 
estimate the degree of importance and the requirement 
level in terms of the 155 ICTBOK areas for each domain 
by utilizing the mapping.  As a result, the relationship 
among the domains is clarified.  We also compare the 
analysis result with the requirement data collected from 
58 business persons. 
 
1. Introduction 
 

Quality assurance of higher education is a global trend.  
To this end, Japanese universities are building systematic 
education system.  Currently many universities and 
departments have their own diploma policy to 
demonstrate the ability of their graduates.   

The Japanese ministry of education has built a public 
quality assurance framework.  The framework is 
composed of the standards for establishing universities, 
the establishment approval system, and the periodical 
accreditation system. 

Industry and the Japanese ministry of industry both 
realize that ICT (Information and Communication 
Technology) is necessary for global competition.  The 
Japanese government and the local governments want to 
increase business efficiency by developing and operating 
digital government.  Large number of high level ICT 
professionals is necessary to achieve these goals. 

The Information Processing Society of Japan (IPSJ) 
has supported these activities from many perspectives.  
Among such activities, IPSJ announced the Computing 
Curriculum Standard J07 [4] as a guideline for college 
level ICT education.  J07 is essentially compatible with 
the Computing Curricula 2005 (CC2005) [3] developed 

by ACM, IEEE Computer Society and AIS.  Considering 
the diversity of the computing disciplines, the following 
five major domains are defined both in J07 and CC2005. 
 CS: Computer Science 
 CE: Computer Engineering 
 SE: Software Engineering 
 IS: Information Systems 
 IT: Information Technology 
Each domain of J07 and CC2005 is developed by 

different community for historical reasons so that the 
body of knowledge (BOK) of each domain is described 
using different terminology.  As a result, relationship 
among these domains is not concrete and clear not only 
for the society including industry and government but 
also for faculty members of ICT departments.  This 
situation is not desirable for many stakeholders of the 
computing curriculum. 

In this paper, we analyze the BOKs of the five 
domains of J07 to map them into the ICT common body 
of knowledge (ICTBOK).  ICTBOK is composed of 6 
categories, 23 fields and 155 areas; and covers a wide 
range of knowledge and skill required for ICT 
professionals.  Thus clear and concrete analysis becomes 
possible in order to clarify the relationship among the 
five domains. 

Detail of ICTBOK is described in Section 2.  Structure 
of J07 is summarized in Section 3.  We shall overview 
the analysis plan in Section 4.  In Section 5, we map 
BOK of each domain into ICTBOK.  Then we estimate 
the degree of importance of the 23 fields of ICTBOK for 
each domain.  The requirement level of each ICTBOK 
area is also estimated for each domain. 

We are currently executing the J07 follow up survey 
project which is composed of achievement and 
requirement surveys.  Through the achievement survey, 
we collect achievement levels of the 155 areas of 
ICTBOK from department and graduates of ICT colleges.  
The requirement survey is carried out for business 
persons of ICT industry of various positions [5].  
Through the requirement survey, the requirement levels 
and the degrees of importance of the 155 areas are 
collected in order to analyze the detailed requirement.  
The analysis of the J07 domains is a part of this survey 
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project to clarify the relationship among various activities 
of education and professional development in ICT. 

The analysis result of the J07 follow up survey will be 
distributed to the survey contributors in order to promote 
mutual understanding among university, industry and 
government.  It will also be utilized to further improve 
the J07 curriculum standard. 
 
2. ICT Common Body of Knowledge 
 

ICT common body of knowledge (ICTBOK) is 
developed to uniformly represent knowledge and skill of 
ICT professionals belonging to various job categories and 
levels [1].  The ICTBOK can also be used to represent 
outcomes and requirement of ICT education program.  
ICTBOK is composed of 7 categories, 23 fields and 155 
areas.  Analysis of J07 is carried out using the common 
form representing ICTBOK so that comparison among 
the analysis results becomes possible. 

IPA (Information Technology Promotion Agency) of 
the Japanese government announces three types of skill 
standards for ICT professionals [2].  They are (1) ITSS 
(skill standards for IT professionals) for people working 

for IT services industry, (2) ETSS (embedded technology 
skill standards) for embedded software development 
engineers, and (3) UISS (user’s information system skill 
standards) for information system users.  We have 
analyzed the three skill standards and have defined 
ICTBOK.  ICTBOK also covers the teaching domain of 
college level ICT education by analyzing and integrating 
J07 and CC2005. 

Table 1 represents categories and fields of ICTBOK.  
The number associated to each field is the number of 
areas corresponding to the field.  In addition to the BOK 
explained above, ICTBOK also contains the category 
“competences” expected as a society member.  The areas 
of the competences are developed by the ministry of 
economy, trade and industry of the Japanese government.  
The “others” category is defined so that users can add 
areas during the achievement or requirement survey, if 
there is a missing area in ICTBOK. 
 
3. Computing Curriculum Standard J07 
 

J07 is composed of six domains, CS, CE, SE, IS, IT 
and GE [4].  Here GE is a curriculum standard for 
general ICT education for non-ICT students.  Other five 
domains correspond to CC2005 domains with some 
modification to adopt situation in Japan.  Conceptual 
relationship of the domains is illustrated in Figure 1. 

Curriculum of Japanese university is typically 
composed of three parts: one-year general education, 
two-year technical education for specific major domain, 
and one-year graduation research project.  J07-GE is 
designed for non-ICT students as a part of their general 
education.  Other J07 domains are designed for ICT 
students as a part of their technical education.  Since ICT 
discipline is rapidly growing and J07 is proposed as a 
guideline for ICT curriculum development, IPSJ does not 
want to strictly “define” ICT curriculum.  Instead, J07 

Table 1  Categories and Fields of ICTBOK 

Category Field 
Foundations 
of Computer 
Science 

Fundamental Theory (7) 
Mathematics, Applied Mathematics 
(5) 
Computer Architecture (9) 
Hardware (7) 
Operating System (5) 

Media, 
Human 
Computer 
Interaction 

Multimedia Data Processing (8) 
Human Interface (3) 
Usability (2) 
Intelligent System (6) 

Network and 
Security 

Telecommunication System (9) 
Computer Network (6) 
Web Technology (8) 
Security (6) 

Software 
Development 

Database (10) 
Algorithm and Data Structure (5) 
Computer Programming (5) 
Software Engineering (11) 

Information 
System 

Project Management (6) 
System Operation and Evaluation (8) 

Business Business and Administration (8) 
Technical Communication (5) 
Society and Ethics (4) 

Competences Competences (12) 
Others Additional fields or areas can be 

defined by the users, if necessary. 
 

 
(Initially published in CC2005 and updated in J07) 

Figure 1  Conceptual Relationship of J07 Domains 
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defines core units for one-year technical education in ICT.  
Although ICT departments are expected to choose one of 
the five domains, they can freely design the remaining 
three-year part of their curriculum. 

Among the domains of J07, CS, CE and IT have the 
same structure.  For example, the BOK of the CS domain 
(J07-CSBOK) is composed of 15 knowledge areas and 
138 units.  Minimum core coverage time, topics and 
learning objectives are defined for each unit.  If the 
minimum core coverage time of a unit is more than 0, the 
unit is called a core unit.  The expected outcomes of the 
student are defined as learning objectives.  The topics 
describe the teaching topics of the unit. 

The structures of SE and IS are different from the 
above. 

J07-SEBOK is composed of 17 knowledge areas and 
297 units.  J07-SE is based on SE2004 [3] except that 
core time is not defined for each unit.  Instead, each unit 
is assigned to some course whose syllabus contains the 
weekly plan.  The weekly plan also contains the learning 
objectives for the corresponding unit. 

Main component of J07-IS is the learning units (LU).  
J07-IS is based on IS2002 [3] developed by AIS.  209 
LUs are defined in J07-IS.  Among them 108 are the core 
LUs.  LU#, level, teaching and learning objectives are 
defined for each LU.  The level of a LU is between 0 and 
5; 0 stands for “does not know”, 1 for recognize, 2 for 
explain, 3 for utilize, 4 for apply, 5 for proficient. 
 
4. Analysis Plan of J07 
 

ICTBOK has three-level hierarchical structure 
composed of category, field and area.  We collect the 
achievement and requirement levels of each area through 
the J07 follow up survey.  The achievement and 
requirement levels are defined as shown in Table 2.  
Basically, the levels are defined according to the Bloom’s 
taxonomy.  Level 2 is the level to explain the knowledge 
area or to execute the knowledge with detailed 
instruction.  Level 3 of the skill is the level to execute the 
area with simplified instruction.  Typically extensive 
training at a laboratory is required to achieve level 3 
while learning or exercise at a 15-week course is required 
to achieve level 2.  Education to earn a master degree is 
usually expected to achieve level 4. 

We also collect the weight of each area representing 
the degree of importance of the area through the 
requirement survey. 

The analysis of J07 is carried out in order to estimate 
the requirement level and the weight of each ICTBOK 
area for each domain of J07. 

Among the domains of J07, CS, CE and IT have the 
same structure.  Thus we shall explain the common 

analysis plan for these three domains.  The remaining 
two domains, SE and IS, will be discussed in Section 5.  

Assuming the above BOK structure explained in 
Section 3, we first make correspondence between the core 
units and the areas of ICTBOK.  If a unit corresponds to 
a single area, the core coverage time of the unit is 
assigned to the area.  In case that multiple areas 
correspond to a unit, the core time is proportionally 
divided among the areas considering the learning 
objectives and topics of the unit. 

When we have built the correspondence, the weight of 
each area is computed by the sum of the core times of the 
area.  The weight of each category and field can be 
computed similarly. 

The requirement level of each area is basically 
determined from the learning objectives of the 
corresponding core units.  The learning objectives are 
described using various verbs summarized in Table 3.  
Knowledge and skill requirements can be evaluated by 
these verbs.  However, the requirement level is set to zero, 
if the assigned core time is zero since the teaching of the 
area is not guaranteed.  The requirement level is set to 
one if the assigned core time is an hour or less, since it is 
expected to be difficult to teach an area within an hour so 
that students can explain the area. 

 
5. Analysis Result of J07 Domains 
 
Figure 2 illustrates the distributions of the importance 
levels (weights) of the fields of the J07 domains.  The 
weights of the fields are normalized so that the sum of 
the weights is equal to 100% for each domain. 

Table 2  Achievement and Requirement Levels 

Level Knowledge Skill 
0 Do not know Cannot execute  1 Understand or know 

2 Explain Execute with 
detailed instruction 

3 Join discussion using 
the knowledge 

Execute with 
simple instruction 

4 Utilize the knowledge 
for problem solving 

Proficient in the 
skill 

 

Table 3  Examples of Verbs to Describe 
Learning Objectives 

Knowledge Skill 
Explain, describe, 
discuss, illustrate by 
example, state, compare, 
understand, differentiate 

Compute, perform, use, 
solve, develop, design, 
implement, test, debug, 
create, apply, choose, 
analyze 
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Table 4 represents the numbers of ICTBOK areas for 
each J07 domain categorized by knowledge or skill 
requirement levels.  No area has a requirement level 3 or 
more because level 3 is typically achieved by extensive 
training through graduation research project which is 
outside of the scope of J07.  Thus the main part of the 
requirements is represented by the number of level 2 
areas. 
 
5.1. Computer Science (CS) 
 

Analysis of J07-CS is carried out as described in 
Section 4.  In Japan, majority of ICT departments teach 
computer science, which focus on the theory and 
modeling issues.  However, CS is not only a theoretical 
domain.  CS also focuses on computer programming and 
software engineering as can be seen from Figure 2.  The 
number of level 2 areas is on the average among the five 
domains. 

 
5.2. Computer Engineering (CE) 
 

Analysis of J07-CE is carried out as described in 
Section 4.  CE is the second largest community of ICT 
departments in Japan.  J07-CE focuses on hardware, 
architecture and embedded software development.  
Compared with CE2004 [3], software issue is more 
emphasized in J07-CE.  This can be observed in Figure 2 
by the weights assigned to software engineering, 
computer programming, and database.  The number of 
level 2 areas is the second largest among the five 
domains. 
 
5.3. Software Engineering (SE) 
 

Taking the structure of J07-SE, explained in Section 3, 
into consideration, we assign each week of the J07-SE 

0 5 10 

IT

0 10 20 

IS

0 15 30 45 

SE

0 5 10 15 20

CE

0 5 10 15

Fundamental Theory
Mathematics, Applied …

Computer Architecture
Hardware

Operating System
Multimedia Data Processing

Human Interface
Usability

Intelligent System
Telecommunication System

Computer Network
Web Technology

Security
Database

Algorithm and Data …
Computer Programming

Software Engineering
Project Management

System Operation and …
Business and Administration

Technical Communication
Society and Ethics

Competences
Others

CS

 
(%) 

Figure 2  Importance Level Distribution of J07 Domains 
 

Requirement 
Level 

CS CE SE IS IT 
Knowledge Skill Knowledge Skill Knowledge Skill Knowledge Skill Knowledge Skill 

0 105 128 94 133 115 135 82 133 86 86 
1 7 3 11 6 18 11 50 0 11 41 
2 43 24 50 16 22 9 23 20 58 28 
3 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 

Table 4  Distribution of # of Areas for each Requirement Level 
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courses to ICTBOK areas.  The weight of the area is 
defined by the number of courses.  For example, weight 
of an area becomes 2/13 if two weeks of a 13-week course 
correspond to the area.  The knowledge and skill 
requirement levels are estimated according to the 
following criteria. 
 Knowledge and skill requirement levels are zero if 

the area has no weight. 
 Knowledge requirement level is one if the weight of 

the area is less than or equal to 2/13; two if the 
weight is more than 2/13. 
 Skill requirement level is computed in a similar way 

as the case of knowledge requirement level.  The only 
difference is that the weight is defined by the number 
of exercises instead of lectures. 
J07-SE strongly focuses on the software engineering 

field as illustrated in Figure 2.  This is because J07-SE 
intends to develop highly skilled software developer.  
However the number of level 2 areas is the smallest 
among the five domains. 
 
5.4. Information Systems (IS) 
 

Analysis of J07-IS is carried out using the core LUs.  
We first assign the every LU to the area.  If there are 
more than one areas corresponding to an LU, the number 
is proportionally assigned to each area.  The weight of 
each area is computed by the number of core LUs 
corresponding to the area. 

Requirement levels are determined using the 
following rules. 
 Knowledge and skill requirement levels are zero if 

there is no core LU corresponding to the area. 
 Knowledge requirement level of an area is one if the 

levels of corresponding core LUs are either 0 or 1, 
two if the level of a corresponding core LUs is 2 or 
above.  
 Skill requirement level of an area is one if the levels 

of corresponding core LUs are 3, two if the level of a 
corresponding core LU is either 4 or 5. 
Information systems focus on business administration, 

system operation and project management as well as 
software engineering.  This is because that J07-IS 
ultimately aims at developing chief information officer 
(CIO).  The number of level 2 areas is on the average 
among the five domains.  However the number of areas 
having knowledge level 1 is the largest.  This shows that 
J07-IS requires graduates to have a wide range of 
knowledge as a CIO candidate. 
 
5.5. Information Technology (IT) 
 

Analysis of J07-IT is carried out as described in 
Section 4.  J07-IT is partly similar to J07-IS, but J07-IT 
focuses on education of computer administrator.  This 
can be observed from Figure 2 by the weights assigned to 
the fields such as database, security and web technology.  
Compared with other J07 domains, the weight of each 
field is more widely distributed.  The number of level 2 
areas is the largest among the five domains.  This implies 
that J07-IT requires practical knowledge and skill as 
computer administrators.  
 
6. Comparison with Industry’s Requirement 
 
6.1. Comparison of Importance Level Distribution 
 

As explained in Section 1, we have conducted J07 
follow up survey in order to collect and to analyze 
industry’s requirement in a quantitative manner [5].  
Currently 58 business persons with different background 
joined the requirement survey.  Figure 3 illustrates the 
importance level distribution of 23 fields of ICTBOK.  
Each importance level is computed by the requirement 
data collected by the requirement survey.  Although the 
opinions of the business persons are widely distributed, 
little difference can be found for the importance level 
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distribution for graduate and undergraduate students.  
Among the 23 fields, the competences field collects the 
highest importance.  On the other hand, none of the J07 
domains mention the requirement for the competences 
field as can be seen from Figure 2.  This is because the 
competences are out of scope of current J07.  However, 
the Japanese government and JABEE (Japanese 
accreditation board for engineering education) strongly 
require competences for Japanese universities. 

The competences field is composed of the following 
12 areas. 
 Ability to act positively 
 Ability to set goal and to act 
 Ability to listen carefully 
 Ability to express one’s opinion 
 Ability to analyze current status 
 Flexibility 
 Ability to keep rule or premise 
 Ability to manage stress 
 Planning ability 
 Ability to influence people 
 Creativity 
 Ability to understand circumstances 
We think that requirement for these areas can be 

achieved simultaneously while learning other skill or 
knowledge.  Such knowledge or skill may not belong to 
ICT.  However the remaining weight (more than 75%) is 
assigned to ICT related areas so that it is a reasonable 
solution to teach competences during ICT education. 

The readers can observe that industry wants generic 
skill as well as ICT-specific knowledge and skill.  Such 
tendency happens because the number of ICT engineers 
is much more than the number of graduates majored in 
ICT.  For example, the number of ICT engineers is about 
1 million in Japan; while the number of ICT graduates is 
about 10,000 per year which is only 1 % of the number of 

ICT engineers.  Thus industry has to hire a large number 
of non-ICT graduates as ICT engineers. 
 
6.2. Distribution of Distance 
 

We have collected 88 answers from the 58 
respondents of the requirement survey.  Many of the 
respondents answered the requirements for both of 
undergraduate and graduate students so that the number 
of answers exceeds the number of respondents. 

Profiles of the respondents are as follows.  34 
respondents are corporate executives or managers, 19 are 
IT engineers, and 5 are employment section staffs.  38 
respondents mainly engage in projects smaller than 1 
Million US$ (relatively small size ICT project), the 
remaining 20 engage in project of more than 1 Million 
US$.  49 respondents are between the age of 40 and 59, 
while 8 are younger than 40. 

We compare each answer with the requirement of 
each J07 domain by computing the distance between two 
requirements.  In order to compute the distance, we first 
compute the importance level distribution of 23 fields of 
ICTBOK for each requirement data.  Next the 
importance values are normalized so that the sum of the 
values is equal to 1.  The distance of two requirement 
data is defined by the Euclidean distance of the two 
vector data. 

Figure 4 illustrates the distribution of the distances 
between the answers and the requirements of J07 
domains.  The distance category 0.1 represents the 
interval between 0.1 and 0.2.  The remaining categories 
are defined similarly.  Although there are few answers 
whose distance is less than 0.2 for each J07 domain, 
more than 73% of the answers have distance less than 0.5 
for CS, CE, IS and IT domains.  The average distance for 
SE domain is larger compared with other domains 
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Figure 4  Distribution of Distance between Respondents’ Answers and Requirements of J07 Domains 
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because SE strongly focuses on the software engineering 
field.  Although CS is often argued to have a large 
mismatch from the industry’s requirement, such tendency 
cannot be observed from the distance distribution.  The 
authors think that this is because that CS places weights 
on computer programming and software engineering. 
 
7. Conclusion 
 

It is often said that there is a mismatch between 
industry’s requirement and university’s achievement in 
ICT education.  Our research focuses on this point and 
aims at clarifying the mismatch.  In this paper, we 
analyze the J07 curriculum standard to compare 
requirements of J07 domains with industry’s requirement.  
Relationship among J07 domains is clarified using 
importance weights and requirement levels.  It is 
observed that the J07 domains should also focus on 
competences so that the graduates of the domain can 
achieve competency requirements. 

We are currently executing the outcomes survey of 
ICT departments and graduates.  24 departments and 88 
graduates have joined the survey.  We are going to 
analyze (1) mismatch between industry’s requirement 
and achievement of ICT department, and (2) comparison 
of intension of ICT departments and perception of actual 
graduates.  The analysis result of the achievement survey 
will be reported in the succeeding papers. 
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ABSTRACT 

The aim of this study is to find factors significantly influencing 

the satisfaction degree of Chinese college students to higher 

responses are measured through a questionnaire on a 5-point 

likert scale. The study evaluates higher education satisfaction in 

five dimensions: teaching, campus atmosphere, facilities, 

management and research. By probit models, the results reveal 

that some attributes such as teachers, courses, facilities etc. are 

significantly influential factors.   

 

Keywords:Probit Model,Student Satisfaction,Higher Education 

 

1.  INTRODUCTION 

Identify factors affecting student satisfaction of higher 

education is of great importance because higher education 

institutions are increasingly recognizing that higher education is 

a service organization, and should place greater emphasis on 

meeting the expectations and needs of their participating ones, 

that is, the students. Factors significant influential in other 

countries might not be effective in Chinese universities for the 

differences existing among countries with different economy 

and cultural background. Additionally, new factors will come 

out with time going by.  

This paper divides the satisfaction of universities education into 

five dimensions: the satisfaction of teaching, atmosphere, 

facilities, management and research. Our research goes through 

two parts. Firstly, we study the separate effect of different parts 

of higher education. Secondly, we examine the overall 

satisfaction of higher education. 

In particular, this paper tries to find the variables that have a 

significant impact on Chinese student satisfaction of higher 

education. Besides, we aim to provide suggestions on how to 

improve student satisfaction. 

 

2.  BACKGROUND 

Pervin and Rubin (1967)[1] stated that student satisfaction was 

highly related to student retention. Korman (1970)[2] further 

pointed out that performance precedes satisfaction, which was 

strengthened by Siegel and Bowen (1971)[3] who tentatively 

affirmed that self-evaluation was an important moderator in the 

causal relationship between performance and satisfaction. 

Additionally, Sturtz (1971)[4] found that age was an important 

factor in affecting student satisfaction. Concerning with student 

demographic information, students of differential backgrounds, 

beliefs, attitudes, and learning styles may show different levels 

of satisfaction with a course (cited in Celia C. Lo, 2010)[5]. 

Price et al.(2003)[6] studied the impact of facilities (e.g. 

availability of computers, quality of library facilities) on 

undergraduate student, and found they have something to do 
[7] 

suggested IT facilities have significant and positive impact on 

student satisfaction.  

 socioeconomic status and 

behavior had signifi

outcomes (Astone and McLanahan, 1991; Weinberg, 2001)[8]. 

Steinberg et al. (1992)[9] found that parental encouragement had 

hool performance. 

While Kamhon Kana and Wei-Der Tsa (2004)[10] found that the 

effect of parenting through encouragement or award on 

education outcomes was positive. Besides, mothers play a more 

important role than fathers in shaping the education outcomes of 

children, which was reaffirmed by Lillard and Willis (1994)[11] 

and Tansel (2002)[12].  

Cuthbert (l996a)[13] stated that staff and their relationship with 

students would override other dimensions such as computer 

facilities, library, and sports facilities.  

However, little has been done to find the factors significantly 

influencing student satisfaction with university in China. 

 

3.   DATA 

The data comes from our survey of students around the nation 

by a group in Central University of Finance and Economics. 

The demographic information of students investigated shows 

that they come from different backgrounds and have different 

features. Their majors cover economics, law, psychology, art, 

philosophy, biology and so on. Furthermore, the data are 

distributed almost uniformly for each feature, such as there are 

51.88% female and 48.12% male questioned. 

Our questionnaire consists of five parts, namely teaching, 

campus atmosphere, facilities, management and research. Each 

parts consists a couple of questions which show the 

sub-dimensions that may have impact on student satisfaction. 

To make the results closer to the real level of satisfaction we 

divide every question concerning with satisfaction into 5 levels 

regarding above 3 as satisfied. Compared to the method only 
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having two levels, this technique are equal to having expanded 

subtle differences between the state of being satisfied and 

dissatisfied.  

 

4.   METHODOLOGY 

We employ the probit model to measure satisfaction. The utility 

of satisfaction for individual i is 1

iU  and the utility of 

dissatisfaction for individual i is 0

iU , 
iX  includes a vector of 

demographic variables which denote the various factors that 

affect the satisfaction with individual i, 
1 1 1 1

0i i iU X
              

(1) 

0 0 0 0

0i i iU X
              

(2) 

Where 1 0 2, (0, )i i N . But 1

iU and 0

iU are latent variables, 

which are invisible. Thus, we make following definition. 

1 0 1 0 *

1 0 1 0 *

1, 0

0, 0

i i i i i

i

i i i i i

U U U U y
y

U U U U y
        (3) 

Where 1iy  denotes the utility of satisfaction is larger than 

that of dissatisfaction, namely satisfied. Then 0iy  denotes 

dissatisfied. We can get the equation of *

iy  from our 

definition. 
*

0i i iy X
              

(4) 

where 2(0, )i N . Then 

0( 1 ) ( )P y X X           (5) 

normal cumulative density function.  

Although the question is traditionally a simple yes or no 

question, we assess the degree of overall satisfaction (e.g. from 

strongly dissatisfied to strongly satisfied). Besides, we measure 

the satisfaction using a multi-attribute rating scale 
(1) (2) (3) ( )( . . : , , , )me g Y y y y y  instead of a single-item rating 

system. They reported in their essay that e

satisfaction is determined by a weighted average of the gap 

 satisfaction for each educational attribute. 

Each student can then be classified as strongly satisfi

strongly dissatisfi

score rather than a self-reported score, namely the 5-point 

traditional Likert scale, which will enable us to estimate student 

satisfaction more accurately. Thus iy  is thus calculated  

( )

1

( )

1

1, 3

0, 3

m
j

i

j

i m
j

i

j

y m

y

y m

                

(6) 

The model above will explain the variables significantly 

influencing the probability of student satisfaction perfectly. 

Besides, we have to introduce marginal effect to explain the 

change of probability of satisfaction causing by the change of 

variable s level. For example, the family income increases a 

certain level, how much will the probability of satisfaction 

change. To solve such questions and to make this research more 

valuable, this article calculates the marginal effect of the factors 

selected by probit model. As the variables are discrete, the 

marginal effect can be thus defined 

i 0 1 1

0 1 1

( ( 1) )

( ( ) )

j j k k

j j k k

ME x c x

x c x
     (7) 

when 
ix  changes from jc  to 1jc , 

iME  is the marginal 

effect for individual i. 

Additionally, while not the focus of this paper, we would like to 

examine how the predicted probabilities vary with the 

independent variable of rural or urban. To calculate the effect of 

probability we use the estimated coefficients from probit model. 

We expect to plot the fitted probabilities of satisfaction 

improvement as a function of some variable for the two values 

of rural or urban, fixing the values of other variables at their 

sample means. Presented below is the equation of the proposed 

approach. 

1

0 1 1

( 1 , , , , )

( )

j m i j k

i i j j k k

P y x x x m x

x x x m x

... ... = ...

...+ (= ) ...
 (8) 

0 1 1

( 1 , , , , , )

( )

j n i j k

i i j j k k

P y x x x n x

x x x n x

... ... = ...

...+ (= )...

 (9) 

where when jx  differ from m  to n , let the certain variable 

ix  changes ascendingly, keeping other variables at their 

sample mean(e.g. kx ). 

 

5.   RESULTS 

5.1  Descriptive data 

Table 1   Descriptive Data 1 

  
 Mean  Std. Dev. Max Min 

TEACHING 

TD 0.4252  0.4952  1 0 

TM 0.7010  0.4586  1 0 

TE 2.0753  1.1729  4 1 

ABC 2.1327  0.9773  4 1 

AM 2.0986  1.0387  4 1 

DM 2.0000  0.7572  3 1 

TL 3.5136  0.7284  5 1 

TO 2.3596  1.2699  4 1 

TEA 3.1945  0.7979  5 1 

EDL 2.7808  0.7227  5 1 

RTT 1.7551  0.7068  3 1 

CA 1.3027  0.4602  2 1 

TEE 2.8123  0.8965  5 1 

ATMOSPHERR 

TA 1.3814  0.4866  2 1 

SA 1.1399  0.3475  2 1 

SLA 1.2687  0.4440  2 1 

CAE 3.2517  1.0794  5 1 

SLI 3.1769  1.0721  5 1 

BSP 3.7279  0.8349  5 1 

FSP 3.1224  0.9155  5 1 
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MSP 3.1911  1.0457  5 1 

FMA 3.5445  0.9817  5 1 

HPE 3.9048  1.0308  5 1 

RFD 3.0340  0.9593  5 1 

FEDI 3.0990  0.8878  5 1 

FACILITY 

CL 3.1190  0.9363  5 1 

CE 3.4403  0.9182  5 1 

CCL 1.4708  0.5000  2 1 

SS 2.6541  1.2764  5 1 

SC 2.7755  1.0139  5 1 

CSU 1.5017  0.5009  2 1 

LS 2.7612  1.2618  5 1 

LBU 1.6735  0.4697  2 1 

LE 1.8310  0.3754  2 1 

DS 2.7279  1.0808  5 1 

SF 2.5188  1.0713  5 1 

SER 2.0580  1.1226  5 1 

LCH 1.0952  0.2940  2 1 

LC 3.2253  1.2291  5 1 

SLE 3.0853  1.0962  5 1 

SME 2.8116  1.0198  5 1 

SSE 3.2329  0.9812  5 1 

SIS 3.3707  1.0229  5 1 

LE 0.8151  0.3889  1 0 

MANAGEMENT 

JDA 0.5205  0.5004  1 0 

LQN 0.3163  0.4658  1 0 

PJI 1.8982  1.3454  5 1 

RESEARCH 

SAFN 0.6062  0.4894  1 0 

TAAF 0.6920  0.4625  1 0 

ECE 2.8435  0.9859  5 1 

ERM 3.1599  0.9078  5 1 

ALE 3.1361  0.7674  5 1 

Notes: ABC, Arrangement of Basic courses; PJI, Part-time Job Income; 

ALE, Academic Lecture Effect; RFD, Restriction to Free Discussion; 

AM, Arrangement of Majors; RTT, Relationship between Teaching 

schedule and Teaching material; BSP, Benefits of Social Practice; CA, 

Class-hour arrangement; SA, Schoolmate Attitude; CAE, Critical 

Attitude Effect; SAFN Students learn to Analyze First-hand data or Not; 

CCL, Campus Cultural Landscape; CE, Campus Environment; SC, 

Sufficiency of Computers; CL, Campus Layout; SER, Sufficiency of 

Entertainment Room; CSU, Computer and Software Updating; DM, 

Division of Majors; SF, Sports Facilities; DS, Dining room Scale; SIS, 

Sufficiency of Indicating Signs; ECE, Experimental Courses Effect; 

SLA, School Leader Attitude; EDL, Exam Difficulty Level; SLE, 

Sufficiency Logistics Equipment; ERM, Effect of Relationship with 

Mentor; SLI,  Support Level of Innovation; FEDI, Freedom to Express 

Different Ideas; SME, Sufficiency of Medical Equipment; FMA, 

Frequency of Moral Activity; SS, Sufficiency of Self-study room; FSP  

Frequency of Social Practice; SSE, Sufficiency of Safety Equipment; 

HPE, Healthy Personality Effect; TA, Teacher Attitude; JDA, Job 

Description of Administrators; TAAF, Teacher Ability to Analyze 

First-hand data; LBU, Library Books Updating; LC, Living Conditions 

on campus; TD, Teacher Degree; LCH, Living on Campus or at Home; 

TE, Teacher Expertise; LE, Landscape Facility; TEA  Teaching 

Effects on abilities; LE, Library Environment; TEE, Teaching Effects 

on employment; LQN,  Librarians Quiet or Not; TL, Teacher Level; 

LS, Library Scale; TM, Teaching Method; MSP,  Meaning of Social 

Practice; TO, Teaching orientation. 

Table 1 provides descriptive data on various independent 

variables in five aspects as we have mentioned, reflecting some 

status quos of Chinese university students. Data reveals that 

most variables are not at high level which means there is 

possibility that educational organizations could carry out 

adjustments. 

We have expected some results such as variables TE, 2.08, 

which indicates students on the whole are slightly rather than 

completely satisfied with the quality of teachers,  BSP, 3.73, 

showing that students attach great importance to social practice, 

and so on. However, some results truly fresh our thinking such 

as EDL, 2.78, showing exams a little easy for students, and 

LQN, 0.32, lower than we thought, showing that librarians 

could not always fulfill their duties. 

Other data shows that students lack spirit of innovation most at 

the lowest rate of 9.66%. The teachers are mostly graduated 

from 985 or world-class universities at a rate of 40.91%, 

indicating they are highly qualified in their study areas, however, 

score for teaching is less than 3,  

may be restricted. Additionally, when teaching students to do 

research, they emphasis more on data processing. Pitifully, 

universities focus more on teaching students knowledge from 

 

The satisfaction with education falls into five part: the 

satisfaction with teaching, atmosphere, facilities, management 

and research. We use 5-point Likert scale to measure the level 

of satisfaction, as shown in Figure 1. 

 

Figure 1 shows that mean satisfaction with management, 

teaching, facility, atmosphere and research is 

2.84,2.96,2.98.3.10,3.11, from lowest to highest, similar to 3, 

wich is the average level in Likert 5. Therefore, the satisfaction 

with all parts is quiet low and it is necessary for us to carry out 

the study of finding out the factors that significantly affect the 

satisfaction with higher education. 

5.2  Satisfaction of teaching 
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Table 2  Satisfaction of teaching 

Varia

ble 
Coef. 

Std. 

Error 
z-Stat. Prob.   

Marginal 

effect 

TF 0.6708  0.1793  3.7405  0.0002  0.2518  

RU 0.7110  0.2191  3.2444  0.0012  0.2668  

FI -0.1704  0.0822  -2.0720  0.0383  -0.0640  

TE -0.3260  0.0876  -3.7223  0.0002  -0.1223  

ABC 0.3268  0.1248  2.6183  0.0088  0.1227  

AM -0.2419  0.1071  -2.2597  0.0238  -0.0908  

TO 0.4071  0.1407  2.8941  0.0038  0.1528  

EDL 0.2798  0.1363  2.0529  0.0401  0.1050  

RTT 0.3573  0.1368  2.6116  0.0090  0.1341  

CA -0.7551  0.2176  -3.4707  0.0005  -0.2834  

C -2.0828  0.8244  -2.5265  0.0115  
 

McFaddenR-squared 0.3788 Prob(LR statistic) 0 

LR statistic 144.3486  
 

Notes: TF tuition fee; RU rural or urban ; FI family income 

All coefficients are significant at 0.1, similarly hereinafter 

Table 2 shows that the margi

brings 12.23% difference to the probability of satisfaction. The 

arrangement of class hour is negatively correlated with the 

satisfaction with teaching and the correlation is quite obvious. 

The reasonable and importance-oriented arrangement of class 

hour gains 28.34% higher probability of satisfaction. The 

highest marginal effect shows that improving the quality of 

arrangement is a really feasible way to improve student 

satisfaction. The fewer and easier basic courses results to higher 

probability of satisfaction. While the relation between the 

setting of majors and the probability of satisfaction is just the 

opposite. Tuition fee, 

ability, the relationship between teaching schedule, teaching 

material and the difficulty level of exam are all positively 

correlated with satisfaction with teaching. The variable changes 

from one level to another causes the probability of satisfaction 

to increase 25.18%, 15.28%, 13.41%, 10.50% respectively.  

Ho

teaching method, teaching purpose, quality of textbooks 

have significant influence on student satisfaction. 

 

Figure 2 above reveals some results we will briefly discuss, 

though not the main problems we study. It shows that the 

improvement of the breadth and variety of the basic courses will 

promote the probability of teaching satisfaction. Students from 

urban areas have higher level of satisfaction than those from 

rural areas and with the improvement of the breadth of a variety 

of the basic courses, the gap between them shows a decreasing 

tendency, indicating students coming from cities may adapt 

better to the university teaching.  

This result may be largely due to Chinese practical conditions, 

that is the disparity between cities and rural areas. As we know 

all the universities in China are located in urban areas, it may be 

a challenge for students from rural areas to adapt to a new 

lifestyle and a new concept towards university education in 

cities different from their hometown to great degrees, which 

may reduce the probability of their satisfaction with university 

teaching. 

5.3  Satisfaction of atmosphere 

Table 3  Satisfaction of atmosphere 

Variabl

e 
Coef. 

Std. 

Error 
z-Stat. Prob. 

Marginal 

effect 

TF 0.3956  0.1669  2.3706  0.0178  0.1493 

TA -0.3738  0.1949  -1.9177  0.0551  -0.1411 

SA -0.8882  0.2416  -3.6764  0.0002  -0.3353 

SLA -0.6242  0.1977  -3.1575  0.0016  -0.2356 

RFD -0.2088  0.0992  -2.1040  0.0354  -0.0788 

C 3.2819 0.5948 5.5181 0.0000 
 

McFadden R-squared 0.2009 Prob(LR statistic) 0 

LR statistic 55.5941  
  

Table 3 reveals that the tuition fee has a positive correlation 

with the probability of satisfaction, while others are all 

negatively influential. Students who regard the tuition fee cheap 

have 14.93% higher probability of satisfaction. As is known in 

China that tuition fee in key university is much cheaper than it 

in ordinary universities and training schools. Moreover, 

compared to other universities, key universities have better 

obtain such results. Among the attitude of schoolmates, teachers 

and school leaders, the attitude of schoolmates has the largest 

absolute coefficient of -0.89, as well as the largest marginal 

effect of -0.34, which impresses us that the importance to 

Lastly, we can find that students whose discussion is less 

restricted have 7.88% higher probability of satisfaction, which 

matches our view that discussion with full freedom with 

classmates will contribute to the formation of positive and free 

on developing free discussion between students. 

5.4   Satisfaction of facilities 

Table 4  Satisfaction of facilities 

Variab

le 
Coef. 

Std. 

Error 
z-Stat. Prob.   

Marginal 

effect 

M 0.0498  0.0250  1.9915  0.0464  0.0186  

TF 0.3042  0.1795  1.6952  0.0900  0.1135  

RU -0.3919  0.2169  -1.8065  0.0708  -0.1463  

CL 0.2505  0.1338  1.8728  0.0611  0.0935  
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CE 0.2989  0.1437  2.0794  0.0376  0.1116  

CCL 0.5164  0.2035  2.5370  0.0112  0.1927  

LE -0.5008  0.2700  -1.8549  0.0636  -0.1869  

DS -0.2071  0.1167  -1.7749  0.0759  -0.0773  

SF 0.4475  0.1119  3.9993  0.0001  0.1670  

LCH 0.6735  0.3328  2.0238  0.0430  0.2514  

SLE 0.2282  0.1064  2.1458  0.0319  0.0852  

SSE 0.2108  0.1172  1.7987  0.0721  0.0787  

C -4.5287  0.9472  -4.7813  0.0000  
 

McFaddenR-squared 0.3151 Prob(LR statistic) 0 

LR statistic 102.5088  
 

Notes:  M major      

Table 4 shows that campus layout, campus environment, 

campus cultural landscape, sports facilities, living conditions, 

safety equipment are all positively related to student satisfaction 

with facilities. Particularly, the marginal effect of campus 

cultural landscape is the highest except living in school or at 

home, which shows the importance of campus cultural 

landscape, indicating that paying attention to the erection of 

cultural landscape is fruitful to improve student satisfaction. 

That distinct majors lead to different levels of probability of 

satisfaction with facilities. Besides, students feel the tuition fee 

are too expensive have lower satisfaction. We also find rural 

students own a higher probability of satisfaction than urban 

students. That may because students from rural areas have lower 

demands for facilities. Besides, living in school or at home is 

the most important factor, as living at home results in 25.14% 

improvement in probability of satisfaction. In addition, better 

the dining room conditions are, easier to get books from 

libraries, lower the possibility of student satisfaction is. 

5.5  Satisfaction of management 

Table 5  Satisfaction of management 

Variabl

e 
Coef. 

Std. 

Error 
z-Stat. Prob. 

Marginal 

effect 

MEB 0.2299  0.0835  2.7531  0.0059  0.0847  

FA 0.2220  0.0991  2.2413  0.0250  0.0818  

JDA 0.5585  0.2061  2.7091  0.0067  0.2059  

DSS 0.1326  0.0669  1.9839  0.0473  0.0489  

AMDI 0.2414  0.1121  2.1536  0.0313  0.0890  

LQN -0.6008  0.2235  -2.6883  0.0072  -0.2215  

PPPS 0.1648  0.0859  1.9183  0.0551  0.0607  

PJI 0.2132  0.0728  2.9284  0.0034  0.0786  

C -3.0153  0.5460  -5.5229  0.0000  
 

McFadden R-squared 0.2424 Prob(LR statistic) 0 

LR statistic 81.8815  
 

Notes: MEB mother education background  FA family atmosphere 

Table 5 

family atmosphere is positively correlated with the probability 

of satisfaction of management, which indicates that students 

with better growing-up surroundings are more likely to get 

satisfied with management. The aspects to be improved in 

scholarship rating system and dormitory service are both 

positively correlated with the probability of student satisfaction. 

Whereas both their marginal effect is below 0.1, suggesting that 

 evident difference in the 

probability of satisfaction. That whether librarians keep quiet or 

not is the most significant determinant correlated with the 

probability of student satisfaction of management. Librarians 

keeping quiet contribute 22.15% higher probability to 

satisfaction, which reflects a fact that librarians are not so quiet 

in Chinese universities and it is the most important part we 

should emphasize on in order to improve management service. 

Additionally, part-time job service and income are positively 

correlated with the probability of student satisfaction.  

5.6  Satisfaction of the cultivation of Scientific 

Literacy and Research Methods 

Table 6  Satisfaction of the cultivation of Scientific Literacy and 

Research Methods 

Variable Coef. 
Std. 

Error 
z-Stat. Prob. 

Marginal 

effect 

TF 0.3513  0.1863  1.8858  0.0593  0.1324  

SAFN -0.7933  0.2401  -3.3040  0.0010  -0.2990  

TAAN 0.7667  0.2368  3.2383  0.0012  0.2890  

ECE 0.3143  0.1315  2.3896  0.0169  0.1185  

ERM 0.5136  0.1481  3.4680  0.0005  0.1936  

ALE 0.3271  0.1720  1.9022  0.0571  0.1233  

WADFR -0.3226  0.1432  -2.2537  0.0242  -0.1216  

C -2.6057  0.6586  -3.9565  0.0001  
  

McFadden R-squared 0.3420 Prob(LR statistic) 0 

LR statistic 109.7568  
 

Table 6 indicates that tuition fee is positively correlated with 

the probability of satisfaction while the way to get data is 

negatively correlated. That is, professionals getting data directly 

owns 12.16% higher probability of satisfaction. This result is 

 use first-hand data to 

analyze contributes to a 28.90% higher probability of 

satisfaction. Whereas students learn how to analyze first-hand 

data are less satisfied. The results suggest that we should 

encourage teachers to perform first-hand data analysis, while 

-hand data to 

analyze. Maybe learning how to use first-hand data to analyze is 

a little hard for students and it will put much more pressure on 

them, hence reduces the probability of satisfaction of research. 

experimental courses, the relationship with professionals and 

and research methods are positively correlated with the 

probability of satisfaction. The results suggest that policymakers 

should enhance the development of these aspects. 

5.7  Satisfaction with university education 

Table 7  Satisfaction with university education 

Variabl

e 
Coef. 

Std. 

Error 
z-Stat. Prob.   

Marginal 

effect 

M 0.072 0.0317  2.2724 0.0231 0.0274 

FA 0.2176 0.1186  1.8352 0.0665 0.0827 

ABC 0.289 0.1347  2.1457 0.0319 0.1098 
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TEA 0.4309 0.1755  2.4554 0.0141 0.1637 

CA -0.9678 0.2988  -3.2388 0.0012 -0.3677 

TA -0.5128 0.2673  -1.9182 0.0551 -0.1948 

SLA -0.8832 0.3333  -2.6498 0.0081 -0.3356 

CCL 0.8309 0.2620  3.1708 0.0015 0.3157 

DS 0.3194 0.1278  2.4985 0.0125 0.1214 

DSS 0.2487 0.0870  2.8576 0.0043 0.0945 

PPPS -0.2494 0.1196  -2.0841 0.0372 -0.0947 

TAAF 0.6435 0.2671  2.4093 0.016 0.2445 

ECE 0.4513 0.1452  3.1073 0.0019 0.1715 

C -4.2228 1.2853  -3.2854 0.001 
 

McFadden R-squared 0.5179 Prob(LR statistic) 0 

LR statistic 155.6908 
  

Table 7 contains factors significantly influencing student 

satisfaction with the whole university education. Analyzing 

those results, we could attain following findings. 

Factors have significantly effects mentioned above 

necessarily affect satisfaction as a whole. 

Effects of some factors have been magnified and others 

minified based on marginal effect. For example, the marginal 

effect of basic courses structure decreases from 0.12 to 0.11. 

While the absolute value of the marginal effect of arrangement 

of class hour increases from 0.28 to 0.37 as the highest, 

indicating rationalizing the arrangement of class hour an 

effective way to improve overall satisfaction. 

Some factors which positively correlate with one aspect of 

satisfaction become negatively related to overall satisfaction.  

Many distinctive factors related to China have been found. For 

example, the campus cultural landscape is a very important 

factor impacting the probability of satisfaction at a coefficient 

of 0.83 and a marginal effect of 0.32, showing that schools with 

creative and distinctive cultural landscape will enjoy much 

higher probability of satisfaction. 

 

6.   SUMMARY 

To sum up, the satisfaction with teaching is most sensitive to 

the arrangement of class hour. Similarly, having schoolmates 

optimistic and initiative is most likely to contribute to higher 

probability of satisfaction with atmosphere. With regard to 

should be creative. In terms of management, whether librarians 

keeping quiet or not do make a considerable difference in 

student satisfaction. The results herein about research show that 

school should teach students more about first-hand data analysis 

to increase the probability of student satisfaction. All these 

obtained results have shed light on the school leaders or the 

policymakers that what kind of measures they should take 

mostly to improve student satisfaction.  

Furthermore, an important point to highlight is that 

characteristics and basic information, are very important in 

differing student satisfaction. Background or characteristics 

clearly make a difference in satisfaction with education. 

improve cultivation system.     

Besides, there is much more to study about the detail difference 

between rural and urban students. 
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ABSTRACT 

Reinforced concrete bridge piers are subjected to complex 

loading conditions under earthquake ground motions. Bridge 

geometric irregularities and asymmetries result in combined 

actions imposed on the piers as a combination of displacements 

and rotations in all six degrees of freedom at the pier-deck 

juncture. Existing analytical tools have proven their inadequacy 

in representing the actual behavior of piers under these 

combined actions, particularly in their inelastic range. The 

objective of this investigation is to develop a fundamental 

understanding of the effects of these combined actions on the 

performance of RC piers and the resulting system response.  

This paper describes a part of the CABER project that verifies 

the numerical hybrid simulation of the curved bridge. In this 

part two models were introduced, a whole model and a sub-

structured hybrid model. The whole model was established 

using the Zeus-NL analysis platform, which is capable of 

performing inelastic nonlinear response history analysis of the 

whole curved bridge. The hybrid model was divided into three 

modules which comprised the deck, left and right piers, and the 

middle pier of the bridge. The three modules were modeled by 

Zeus-NL as a static analysis module interface. The simulation 

coordinator (SimCor) software was utilized to communicate 

between these modules using a Pseudo-Dynamic time 

integration scheme. Results obtained from both models were 

compared and conclusions were drawn.  

 

Keywords: Numerical/Experimental Hybrid Simulation, RC 

Bridges, Combined Actions and Inelastic Dynamic Analysis. 

 

1. INTRODUCTION 

The numerical hybrid simulation analysis discussed in the paper 

was performed as a partial requirement for the completion of 

the numerical-experimental hybrid analysis of the CABER 

project. The CABER project involves modeling a curved bridge 

with three piers of varying heights in unique soil conditions and 

with unsymmetrical spans along the curve of the bridge deck 

(Figure 1). The three piers will be tested experimentally at the 

Multi-Axial Full-Scale Sub-Structures Testing and Simulation 

(MUST-SIM) facility at UIUC. Two piers comprising one 

module will be tested on the large strong wall at a scale of 1:3, 

while the third pier will be tested simultaneously at the small 

scale facility located at the same site. The deck, abutments, and 

soil will all be modeled computationally. However, in this 

paper, the three piers are modeled numerically along with the 

deck, abutments and soil. This is done in anticipation of 

encountering various phenomena to explore, as well as 

challenges in controlling the experimental specimens to 

overcome prior to conducting the complete hybrid experiment 

described above. 

 
Figure 1: Conceptual drawing of complex curved bridge for 

CABER project hybrid analysis. 

New and advanced considerations that must be addressed in this 

specific project involve: 

245

Proceedings of the 3rd International Multi-Conference on Complexity, Informatics and Cybernetics (IMCIC 2012)



 Functional constraints due to the skewed bridge deck 

and the torsional moments that will develop in the 

structure as a result 

 Geometric constraints due to uneven spans and 

heights of the three piers 

 Structural constraints due to the modeling of the joints 

and soil-foundation interaction 

 Multi-directional motion of the applied earthquake 

record 

Addressing these issues requires significant advances in the 

control software used to implement the prescribed 

displacements provided by the simulation coordinator software, 

SimCor. These actions are applied through the use of the Load 

and Boundary Condition Boxes (LBCBs) in all six degrees of 

freedom. In addition to considerations regarding controls, the 

UI-SimCor platform will require updating for use of the 

multidirectional event and the functional constraints introduced 

by the increasing complexity of the structure. The following 

section provides a brief overview of the concept of hybrid 

simulation, in order to give the reader insight into the facilities 

and software used. 

 

2. OVERVIEW OF HYBRID SIMULATION 

Hybrid Simulation is a platform for the analysis of structures 

using any combination of computational and experimental 

testing methods. Traditional experimental and computational 

approaches can be performed simultaneously through sub-

structuring of the given system into separate modules of 

interest. Through the application of a simulation coordinator 

platform, communication is enabled between the experimental 

or computational modules of the structure being analyzed. This 

allows for increased flexibility in testing programs along with 

an improvement of the accuracy and efficiency previously 

available through traditional standalone experimental or 

computational testing programs (Watanabe et al. 1999, NSF 

2000, Tsai et al. 2003, Kwon et al. 2005, Pan et al. 2005, and 

Takahashi et al. 2006). 

The most distinctive feature of the MUST-SIM facility is the L-

shaped post-tensioned concrete strong wall (Figure 2) and its 

three modular 6-DOF Load and Boundary Condition Boxes, 

LBCBs, shown in Figure 3. These boxes allow for precise 

application of complex load and boundary conditions.  

 
Figure 2: Strong wall at UIUC MUST-SIM facility. 

The LBCBs can impose motions on structural specimens that 

are determined from the results of concurrently running 

numerical models of the test specimen and the surrounding 

structure-foundation-soil system through employing hybrid 

simulation. 

 
Figure 3: 6-DOF Load and Boundary Condition Box. 

The computational tools of most interest in this investigation 

are the FEA programs compatible with SimCor, the simulation 

coordinator used at the MUST-SIM facility. The programs 

currently supported by the SimCor platform are Zeus-NL, 

OpenSees, FEDEASlab, ABAQUS, and Vector2. 

The simulation coordinator (SimCor) provides the 

communication between modules necessary to perform hybrid 

analysis. This framework provided allows for the utilization of 

any combination of analytical platforms and experimental 

facilities to be integrated and simulate a larger, more complex 

system. SimCor utilizes pseudo-dynamic (PSD) simulation for 

distributed analysis and experimentation. This concept involves 

the substructuring of the complex/whole system into smaller 

modules that can be solved with individual computers 

connected through a variety of available communication 

protocols. The time integration scheme is performed in SimCor 

and modules perform static analysis based on the information 

received from SimCor. A more detailed explanation of this 

process is illustrated in the figure below. 

 
Figure 4: Hybrid simulation framework in SimCor. 

3. NUMERICAL HYBRID MODEL 

In this section, a whole Zeus-NL model of the curved bridge is 

introduced (Figure 5). The curved bridge system is also split up 

into three Zeus-NL modules as shown in Figure 6. The first 

module consists of the superstructure, and the second module is 

the inner pier representative of the small-scale experimental 

structure for the final experiment. Finally, the third module 

includes both of the outer piers, which represent the portions of 

the structure that will eventually be tested on the large strong 

wall.  
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Figure 5: Whole Zeus-NL model. 

 
Figure 6: Three modules of the numerical hybrid model. 

The bridge deck was divided into sixteen segments; each 

segment is 25 ft. long. The curvature of the bridge was taken as 

1/ (650 ft.). The deck, piers, and transverse beams cross 

sectional dimensions are shown in Figure 7. In this analysis, the 

deck and transverse beams were assumed to remain in the 

elastic range during the analysis, which is usually the case for 

these types of bridges. Moreover, the strains at critical locations 

along the deck and transverse beams were monitored 

throughout the analysis and it was revealed that the strains have 

not exceeded the cracking strains of concrete. Hence, 

inelasticity and failure were only assumed at the piers which 

will be eventually modeled experimentally. 

 
Figure 7: Deck, piers, and transverse beams cross sectional 

dimensions. 

The loading of the bridge included bridge self-weight as well as 

the weight of pavement, utilities and finishing. Traffic load was 

also included as the assigned structure live loads. Seismic loads 

were applied as earthquake ground accelerations at the pier 

bases. The acceleration records were applied without scaling on 

the transverse direction of the bridge while at the transverse 

direction the same record accelerations were scaled by 0.25. 

Four scalings of the same synthetic record were applied in 

series in this response history analysis. The scalings represent 

earthquake motions compatible with response spectra of MCE-

Cracking, -Yielding, -Design Level, and -Failure subsequently 

as shown in Figure 8.  

 
Figure 8: Earthquake record. 

The boundary conditions of the bridge are assumed as follows:  

1- The abutment-deck interface is simulated by two non-

linear spring models as shown in Figure 9. The first 

spring model simulates the gap between the bridge 

deck and the abutment and can therefore account for 

pounding effects during earthquake shaking. The 

second spring model depicts the hysteretic response of 

the shear key element of the abutment as shown in the 

same figure. The two spring models are connected in 

series to yield an overall response shown in Figure 9. 
2- Fixation is assumed at the base of each pier. 

 
Figure 9: Two spring models in series and the overall spring 

model behavior. 

 

4. RESULTS AND OBSERVATIONS 

The results obtained from the whole model as well as the results 

of the hybrid analysis are provided in this section to 

demonstrate the success in running the hybrid simulation using 

SimCor to communicate between three modules that are 

representative of an ultimately more complex combined 

experimental/analytical hybrid test. The results are very 

satisfactory in the sense that the displacements and rotations 

obtained from the whole model matched very well with the 

hybrid analysis results. The deformations at the top of the inner 

pier obtained from the whole and hybrid models are plotted on 

top of each other and provided in Figure 10. 

 
Figure 10: Deformations at the inner pier. 
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The stroke and force limits of the LBCBs are also checked in 

this study using the results obtained from the numerical models. 

The actuators of the large scale LBCBs to be used for the outer 

piers have stroke capacities of +/- 10 inches in the X-direction 

and +/- 5 inches in the Y- and Z-directions. The force capacity 

is -200/+300 for all actuators of the large scale LBCBs. The 

actuator forces and strokes were calculated using Matlab code 

developed for the MUST-SIM facility by SunJig Kim. This 

code is capable of calculating the actuator forces and strokes 

given the displacements and rotations imposed on the boxes in 

the 6-DOFs. Figure 11 and Figure 12 show the measured 

strokes and forces respectively for one of the outer piers that 

will be tested using the large scale LBCB. The anticipated 

displacements and forces do not exceed the capacities of the 

loading boxes. Similar checks were performed for both the 

other outer pier as well as the inner pier that will be tested using 

the small scale box. 

 
Figure 11: Strokes of LBCB actuators at one of the outer piers. 

 
Figure 12: Forces imposed by the LBCB actuator on one of the 

outer piers. 

5. SUMMARY AND CONCLUSIONS 

 In summary, hybrid simulation has been shown to be capable 

of providing an accurate and efficient analysis of complex 

structures not previously attainable through traditional methods. 

An overview of the methodology of hybrid simulation and the 

underlying motivation was provided. The experimental, 

analytical, and simulation coordinator components of the 

platform specific to the NEES MUST-SIM facility were 

provided, in addition to the variety of hybrid methods available 

through the use of these components. These distinct forms of 

hybrid analysis include mixed experimental and analytical tests, 

multi-resolution computational analysis, and multi-site 

geographically distributed experimental testing programs. An 

example from the literature was provided to study the aspects of 

each of these methods, and current shortcomings were 

addressed within the context of future work for a more complex 

hybrid analysis which the author will be involved in as a part of 

the ongoing CABER project. Finally, a hybrid analysis of a 

simple four-span bridge was performed in a test case designed 

to provide early exposure and orientation to the hybrid analysis 

capabilities of SimCor. 
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Abstract— Automation and enhancement of the quality of 

trimming by an innovative way of constructing a trimmer has 

been devised in this paper. The improvements proposed here 

intend to increase the functionality of the trimmer by adding an 

extra perspective to the trimming process, at the same time 

optimizing the space constraints of adding new or additional 

components to do so; this has been done by adding a closed loop 

feedback system for additional control and precision. This closed 

loop feedback system requires the fabrication of an innovative 

electromechanical system which has been proposed in this paper.

Keywords- electric trimmer; closed loop feedback;

microcontroller, gear mechanism, electromagnetic clutch, bearings.

I. INTRODUCTION 

Trimming is a day to day phenomenon, whether it is in 
front of the bathroom mirror, or in a hospital bed before an 
operation, or while shearing off the wool of a sheep. However, 
a problem is always faced by the person while negotiating 
uneven surfaces. It results in the person bending the trimmer in 
various ways to effectively trim that part. It results in imperfect 
trimming and can be quite painful if it leads to cuts on the face 
or other parts.

Secondly, for people with one hand, or a disability in one 
hand, or a fractured arm in a sling, trimming becomes an 
arduous everyday task which they are not able to undertake 
alone, or if they are able to, they are unable to achieve the 
desired quality of shave. So, this product also has social 
benefits too and its development is not purely driven by market 
motives.

Blaustein et al [1] patented a wet razor and dry trimmer 
combination so that trimmers can be used while submerged in 
water. That was one of the first patents approved for trimmers 
after the first patent for the electric trimmer was granted to Poel 
[2]. However, there has been no study on the usage of a closed 
loop feedback control system on an electric trimmer for better 
control and precision.

Eventually, electric razors got a bit more sophisticated. The 
injector razor made wet trimming comparitively safer. Then, in 
the 1970s, wet trimming advanced again with the creation of 
the twin-blade cartridge. The idea had been around for a while, 
but the revolution that occurred in the 70s happened from a 
marketing standpoint. Development on the triple-blade razor 
began in the 1970s, but apparently there were problems with 
three blades. They caused irritation. In 1998 the solution to this 
problem appeared. The Mach 3 trimming system from Gillette 
uses three blades.

In this paper, a closed loop feedback system has been 
incorporated with a change in the trimmer mechanical design 

to allow increased functionality during the process. An 
electromechanical system in the design allows two degrees of 
freedom of the blades in contact, while minimizing the addition 
of new components while doing so, thereby keeping the design 
of the trimmer feasible in size and ergonomic in nature.

While the design of this trimmer does not innovate in the 
field of blade technology, or ‘wetness’ factors associated with 
shaving, as they have already been researched into extensively, 
it does propose an alternative method to improve functionality 
of contemporary trimmers while keeping within similar size 
and cost constraints. The novelty of this design lies in the 
ability to provide multiple degrees of freedom to the blades of 
the trimmer, using limited mechanical components.

II. PROPOSED TRIMMER

A. Concept

To improve the entire process of trimming holistically, the 
approach of maintaining a user defined pressure over the 
blades in contact of the trimmer has been chosen. This will lead 
in partial automation of the entire process of trimming,
especially over undulating surfaces.

This has been done by using three blade spindles instead of 
one, on each of which a pressure sensor has to be mounted. The 
combination of three pressure sensors will sense the pressure 
being applied to the spindles and the average will be calculated. 
If any spindle’s pressure sensor detects a difference from the 
average pressure exerted by all the spindles, it will move in a 
direction so as to offset the pressure difference. So if one of the 
blades move over the edge, there will be a drop in the pressure 
on the spindle compared to the other two, therefore the 
mechanism will force the spindle to move down to compensate 
for the change in pressure and the blades will stay in contact 
with the surface to be trimmed.

In case of sudden pressure increase on one of the spindles, 
it can retract with the same reverse mechanism to reduce and 
maintain the applied pressure on the spindles.

B. Development

The model hopes to affect an improved solution for
effective trimming. A sleek structure has been adopted both for 
aesthetic look and good handling, hence ease of usage.
However, the housing is limited by the inner mechanism and 
the types of components planned to be used. The three spindles
with inner blades are shown in Figure. 1.

The housing also has the function of holding the fixed 
components like the power supply, gearbox, motor, the printed 
circuit board etc. in place.
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Figure 1. ProEngineer (ProE) model of the Proposed Trimmer.

C. Components of the Trimmer

1) Electronic components
Piezo-resistive transducer is used to provide an accurate, 

high-level analog output signal that is proportional to the 
applied pressure. The small form factor and high reliability of 
on-chip integration make the sensor a logical and economical
choice for the desired product. The location of the pressure 
sensor is between the blades and the housing. The output from 
each sensor is given to signal conditioning board and 
controller. Voltage proportional to the normal trimming
conditions is given as the threshold limit for the activation of 
the system. Otherwise the system works normally. When the 
threshold is exceeded, the corresponding electromagnetic 
clutch is activated by the control system so that upward or 
downward motion can be transmitted.

2) Gear Mechanism
The ideal motor to be used is a 24V DC motor with speed 

rating of 3000 rpm. The main constraint for designing the gear 
mechanism is the size and ease of holding. Keeping this in 
mind a single motor drive which provides two degrees of 
freedom to the blade spindle is provided in the trimmer. As the 
motor is going to be attached to the single motor spindle, it is 
needed to transmit motion from the motor spindle to the three 
blade spindles. The gear mechanism has been designed in       
Pro/E as shown in Figure 1 with the constrained size and 
contour of the trimmer.

Gearbox consists of the following parts as shown below in 
Figure 2 which is discussed in detail in the following 
subsections. This gearbox provides only the translational 
motion to the blade spindles and does not include the rotary 
motion transmitted to the blade spindles from the motor spindle 
by spur gears connected to both.

a) Bevel Gear System

A bevel gear system (‘A’ shown in Figure. 2) is used to 
translate the motion to the blade spindle from the wheel of the 
worm-wheel arrangement.

b) Worm and wheel arrangement

A worm is to be put on the motor spindle which will 
transmit motion to the wheel (‘B’ in Figure.2). There is 
supposed to be massive speed reduction in this. A helical cut 

has been put on the motor spindle in the assembly drawing 
shown in  Figure. 1 to indicate the worm. The speed reduction 
is done in order to reduce vibration during the linear movement 
of the blades. The speed reduction in worm wheel is high in 
order to avoid rapid movement of the blades while trimming.

Figure 2. Schematic representation of Gear Mechanism used in the trimmer.

A-Bevel Gear (1:1); B-Worm and worm wheel (1:18); C-Spur gear (1:1:1); D 
Clutch; E-Spur gear (1:1); F-Spur gear (1:1:1)

c) Spur Gear

Spur gear is being used to transmit the rotary motion from 
the motor spindle to the blade spindle. The gear is mounted on 
the spindle using an interference fit so that there is absolutely 
no slip in the motion. The spur gear is not intended for speed 
reduction but only speed transmission.

Another spur gear arrangement ‘C’ (as shown in Figure.2)
is used to transmit motion to the two electromechanical clutch
systems. The spur gear arrangement ‘E’ (as shown in the 
Figure.2) transmits motion to the blade spindle in the same 
direction as ‘C’, whereas the spur gear arrangement ‘F’ (as 
shown in the Figure.2) transmits motion to the blade spindle in 
the opposite direction as ‘C’. These opposite directions of gear 
motion make it possible to provide two overall opposing
directions (upward and downward) of spindle movement to the 
blade spindle. 

d) Electromechanical Clutch System

The spur gears transmit motion to two spindles connected 
to an electromechanical clutch (‘D’ as shown in the Figure.2)
each. This electromechanical clutch gets activated when an 
appropriate voltage signal is provided to it by the control 
system, resulting in the clutch getting engaged and transmitting 
motion to the rest of the gear system connected to it. It is to be 
noted that the gear configuration used is such that one of the 
clutches is connected to a system which provides an upward 
motion to the blade spindle and the other clutch provides a 
downward motion to the blade spindle.

e) Rack and Pinion System

A rack and pinion system is used to provide a translational
movement to the blade spindle. There is one rack and pinion 
associated to each of the two electromechanical systems. Each
pinion is always engaged to its respective rack. The control 
system activates and deactivates the electromagnetic clutch 
depending on the pressure on the blade, is responsible for 
choosing which rack and pinion system will be used to transmit 
linear motion in alternate directions (upward or downward).

Indian Institute of Information Technology, Design and Manufacturing, 

Kancheepuram, Chennai Tamil Nadu, India.
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The rack teeth are cut on the deep grove ball bearing which is 
holding the blade spindle.

3) Ball Bearings
Deep grove ball bearings are used on the blade spindle. The 

housing of the ball bearing is given a rack cut so that it can act 
like the rack in the rack and pinion arrangement. This ball 
bearing performs the function of allowing and transmitting two 
degrees of freedom for the blade spindle unlike standard ball 
bearings which provide a singular rotational degree of freedom 
to its respective spindles.

III. WORKING OF THE TRIMMER

The working of the proposed trimmer is shown in the 
overall schematic in Figure 3. When the trimmer is switched 
on, the main motor starts rotating. Rotational motion is 
transmitted from the motor spindle to the blade spindles using a
spur gear at the same speed of rotation as the motor spindle.
Speed can be modified for greater or lesser torque.

The pressure sensors detect the pressure applied by the 
user. At every point of time the average pressure across the 
three spindles is calculated by the microcontroller and the 
pressure across each spindle is tested against the average for 
some set limit, i.e. the threshold value. In case of no variation 
beyond the threshold, there will be no change in the gearbox 
configuration and thereby on the position of blade spindle.

In case of a pressure beyond the threshold, the control 
circuit will send a signal to the power circuit which will 
activate one of the electromechanical clutch systems attached 
in the gearbox and start the translation motion for the particular 
blade spindle either in an upward direction or a downward 
direction.

Figure 3. Overall schematic of the proposed Trimmer.

IV. DESIGN INNOVATION

The trimmer has certain innovative features which do not 
exist in existing state of art electric trimmers. This trimmer 
does not consider the vibratory motion used by existing 
trimmers to create a shave as demonstrated in [3]. Neither does 
it concentrate on the torque transmission or the ability to 
perform wet trimming as well as dry trimming which have 
already been done in [4]. The blade to be used by the user of 
this trimmer can be chosen according to the user’s preference 
itself. However, this trimmer uses a closed loop feedback 
system to provide an automated stabilization of pressure 
applied across all blades. This feedback makes it more user-
friendly and can be used across different configuration of other 
types of trimmers as well.

Figure 4. Two different views of Gear mechanism of the trimmer.

Another salient feature of this design is the ability to 
control and transmit two degrees of freedom using a singular 
rotary motor. It has been done by designing a gearbox system 
using electromechanical clutches to control the linear motion of 
the blade spindles electronically. The extent of the translation 
of the blade directly affects the pressure applied on the surface 
on which the trimmer is applied. This can further be modified
by using some damping to actuate the motion of the blade;
however, it can also be ignored as the motion to be executed is 
very small in nature. 

Thirdly, the threshold pressure which will be selected by 
the control system to control the blade spindles is modified 
according to the user on the basis of the current pressure 
applied. The average of the pressure on all the blade spindles is 
taken, and the individual pressure on each blade is adjusted on 
a step basis by extending or retracting the blade spindle so that 
all the blades move to attain the same pressure. A step basis is 
chosen so that the increment or decrements in the extension of 
the blade spindle does not change in spurts, or rather changes 

251

Proceedings of the 3rd International Multi-Conference on Complexity, Informatics and Cybernetics (IMCIC 2012)



eventually. Moreover, after each adjustment to the blade 
spindle position, the pressure input is reevaluated for continual 
position change in the blade spindle position, for a very user-
friendly experience.

However, the ergonomics of the housing of the trimmer is 
not discussed here. This design involves an innovation 
particularly to the functionality of the trimmer.

V. CONCLUSION

An effective trimmer, which can give better trimming than 
contemporary models is presented in this paper. The pressure 
sensors are incorporated to enhance the quality of trimming.
This automated feedback mechanism will avoid manual 
feedbacks resulting in cuts and imperfect trimming, thereby 
resulting in a better trimming experience.

However, this trimmer requires the usage of lots of 
miniature mechanical components, which might make the 
trimmer more complicated to manufacture. But this also means 
that it can be as light as, if not lighter, than contemporary 
trimmers.

Furthermore this trimmer can be modified for a better 
ergonomically and aesthetically pleasing housing design. The 

materials used for the housing can be injection moulded 
synthetic materials.
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ABSTRACT 
This paper deals with development procedure of EDLC 
module's (multi-cell battery system) thermal simulation 
model and consequential simplification targeting as 
lowest simulation time as possible, together with 
achievement of high model's accuracy. On the other side, 
one of most important requirement is possibility of 
model's utilization almost on standard personal computer 
(nor multi-core computation machine). First the 
problematic according development of supercapacitor 
thermal simulation model will be described. After it the 
process of geometrical model development of proposed 
EDLC module is shown. Consequently the description of 
optimization steps of simulation model's geometry 
(simplifications) targeting shortening of simulation time 
will be described. Finally simulation experiments which 
are confirming proposed design procedure have been 
provided.  

Keywords: COMSOL, thermal simulation, 
supercapacitor, computation time. 

 

1.INTRODUCTION 
Supercapacitor is an electrochemical capacitor with 
relatively high energy density. A typical sized electrolytic 
capacitor displays capacitance in the range of tens of 
milifarads. The same size EDLC might reach several 
farads, an improvement of two orders of magnitude. 
Focusing on future trends in industrial applications this 
solution presents very perspective alternative for energy 
storage, whereby its big advantage is that this energy is 
available to be utilized in a very short time. Due to this 
ability supercapacitor spreads its utilization into various 
areas, including consumer electronics as well as 
industrial. Just second application area (industrial) 
presents the most suitable possibility of successful use. 

Considering about mainstream on which each big 
companies is being focused, we can talk about 
automotive applications, where high voltage battery 
module is needed. Just for this case, the supercapacitor 
module presents most flexible and perspective solution. It 
can be utilized as main energy storage tank (main energy 
unit of electric car), or as auxiliary energy storage tank 
for transient needs (starting of car, supplying of auxiliary 
electronic systems, etc.).       
 

2.THEORY AND MATHEMATICAL 
BACKGROUND OF ONE CELL OF EDLC 
In principle there exist many types of mathematical 
models of supercapacitor, which can be then suited for 
the purposes of thermal simulations. Why is thermal 
simulation model of supercapacitor so important?  
As was already mentioned, it is very perspective solution 
from the energy storage point of view. But due to fact 
that each solution has some disadvantages, the negative 
of its structure lies in low operating voltage and high 
sensitivity against allowable temperature rise. Due to 
second mentioned disadvantage, the development of 
physical sample for specific application could be time 
consuming. Avoiding this situation can be done through 
proper design procedure of thermal simulation model, 
which will be capable to exactly interpret physical 
behavior (from thermal point of view) of considered 
supercapacitor. Initial evaluations of thermal simulation 
model's accuracy can be done through comparisons with 
experimental measurements. After it, for research of 
EDLC behavior in different conditions of use, it is 
sufficient to utilize the thermal simulation model with 
acceptable complexity. 
Due to statements mentioned above it is clear to say that 
complexity of thermal simulation model is directly 
related to the mathematical background. Our target was 
development of model which will be very accurate (novel 
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approach of mathematic modeling was necessary), but 
also very simple from the computation time point of 
view. This problematic was well described in our 
previous works [1] [2] [3]. 
 

 
 

Fig.1. Improved complexity model of 1xEDLC 
 

Also later in [1] three alternatives of EDLC model 
complexity has been shown. Based on criterions like 
computational time, relative error, and complexity of 
model the improved complexity model (fig.1) was 
selected as best solution for future purposes which is 
modeling of supercapacitor modules (multi-cell battery 
system).  
 

3. DEVELOPMENT OF 8xEDLC 
MODULE´S  GEOMETRY   

The proposed physical module for practical applications 
is shown on fig.2. This drawing was made wit the use of  

 

 
  
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.2. CATIA drawing of physical module  

 
CATIA V5R16 software suited for design and 
innovations of various devices. Main parts of 8xEDLC 
module are: 

- bottom aluminum cooler 
- case of 8xEDLC module (made of PVC or Aluminum) 
- top cover (made of PVC) 
- gaskets (located inside between capacitors and cooler) 

- 8xEDLC module (located inside of case) 

Such geometry with all sub-parts is acting as very 
complex system for thermal simulations based on CFD 
(Computational Fluid Dynamic) software. Complexity in 
this case means large geometry, and consequently large 
computation net with lots of degrees of freedom, what 
results in our case into unacceptable computation time. 
Due to fact that for our development purposes we select 
COMSOL Multiphysics 3.5a software, what is based on 
CFD, we had to think about optimization task for its 
possible utilization in selected software. That means, we 
started to optimize its geometry in order to meet 
satisfactory results according computation/simulation 
time.   
During development of COMSOL´s geometrical model 
we were solving several problems. At first we were 
deciding whether import CATIA model into COMSOL 
environment or develop a new one with the use of 
COMSOL drawing tools. The second approach is 
basically too much time consuming, and second 
disadvantage is low flexibility of this tool. On the other 
side, import of created geometry from CAD drawing 
programs is much comfortable, but also some problems 
can arise. Generally they can be caused due to fact that 
during import command a small faces and surfaces of 
investigated geometry can be damaged, what in final 
could result in disability of the generation of the 
computational mesh.  The other problem is related with 
interstitial areas, which exists on the contacts between 
several components. Also problems could occur when 
large number of small faces and fillets exists.  
Finally, after various attempts and processes, we decided 
to import CAD drawing and consequently to optimize it 
with COMSOL drawing and geometry optimization tools 
(defeaturing tool). In such way, we were able to remove 
and delete non-important small faces and fillets, thus 
simplify generation of the computation mesh. The final 
geometrical model, which is suitable for simulation 
purposes is shown on fig.3 and consists of these 
components: 

- bottom aluminum cooler (identical to physical sample  
     with aluminum material properties) 
 
- case of 8xEDLC module (identical to physical sample  
     with PVC or aluminum material properties) 
 
- top cover (modified, modification was done due to fact   
     that top cover from physical sample won't have  
     impact on temperature distribution in the module,  
     we have replace it by simple box geometry) 
 
- gaskets (identical to physical sample, with silicon    
     material properties, one is placed between aluminum  
     cooler and case and second between case and top  
     cover) 
 
- 8xEDLC module (located inside of case, the improved  
      complexity model from [1] is utilized) 
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Fig.3. Geometry of thermal simulation model of proposed 

8xEDLC module  
 
With this designed geometrical model we processed to 
design of thermal simulation model, with the use of 
already mentioned COMSOL v3.5a software.  
 

3. DEFINITION OF PROPERTIES FOR 
THERMAL SIMULATIONS     

Before the process of thermal simulation experimenting 
can be started, it is necessary to define, what are the 
targets and aims of such experimenting. As was 
previously mentioned, the practical use of module is 
variable, and our proposed composition should be suited 
as auxiliary energy storage component in automotive 
application. When to talk about operating conditions, one 
part (the aluminum cooler) of module should operate at 
different surrounding then the other one (see fig. 4) 
 

             
Fig.4. Environments with different simulation properties  

 
Environment 1 acts as internal area, what can be 
represented as space, in which motor engine is located. 
That means this surroundings will have temperatures 
close to operating conditions of gas engine (around 90 
ºC). Environment 2 is acting as space, where forced air - 
flow occurs, so space outside the car engine. 

Temperatures co related to weather 
condit 0 ºC up to 40 ºC) 
 
Boundary conditions 
COMSOL Heat module supports two boundary 
conditions: 

- Dirichlet condition (constant temperature) 
    

nditions in this can be 
ions (from -2

 0TT = on Ω∂     (1) 
- Neumann condition heat flux 

       )( inf0 TThqqqnq sr −+++=− on Ω∂  (2) 
During experimenting we had used Neumann condition 
of heat flux.  
 
Heat transfer coefficients 
These well-known coefficients have to be utilized during 
definition of heat processes in COMSOL software. These 
are: 
 

). 
uctivity of the fluid (W/(m·K)). 

C ·K)). 
β s the th
 

re of the Flow - the Grashof Numb

fluid. Similarly to the Reynolds number it 
e, the fluid’s 

The Nusselt number:    NuL(Re, Pr, Ra) = h.L / k 
The Reynolds number: ReL = ρ.U.L / η 
The Prandtl number:     Pr = η.Cp / k 
The Rayleigh number:  Ra = ∆T L3 ρ.2.g β.Cp / (η.k) 
 
, where 
h     is the heat transfer coefficient (W/(m2·K)). 
L     is the characteristic length (m). 
∆T  is the temperature difference between surface and  
       cooling fluid bulk (K). 

     is the gravitational constant (m/s2g
k     is the thermal cond
ρ     is the fluid density (kg/m3). 
U    is the bulk velocity (m/s). 
η     is the viscosity (Pa·s). 

p  equals the heat capacity of the fluid (J/(kg
     i ermal expansivity (1/K) 

Natu er  
Gr c the io of the haracterizes the flow. It describes  rat
internal driving force (buoyancy force) to a viscous force 
acting on the 
requires the definition of a length scal
physical properties, and

environment 1 

environment 2 

z 

x 
y 

 the temperature scale 
(temperature difference). The Grashof number is defined 
as:  

 3
2

n
L

⎞⎛
0( LTTgGr s −=

⎟⎟⎜⎜
⎠⎝ ρ

β
   (3) 

  is the constant of gravitational acceleration,  
is the fluid’s expansion coefficient,  

ce,  
e surrounding air,  

’s dynamic viscosity,  

, where:  
g
β  
Ts  denotes the temperature of the hot surfa
T0  equals the temperature of th
L  is the length scale, 
η  represents the fluid
ρ  is the density. 
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For the laminar flow with natural external influence, next 
fined: parameter have to be correctly de

 
25,0

25,0 ⎟
⎞

⎜
⎛ ∆=

TFh   
⎠⎝ Llamave (4) 

nd for , what is valid for horizontal location of surface a
bottom side of object.  

 
25,0

54,0 ⎟
⎠
⎞

⎜
⎝
⎛ ∆=

L
TFh lamave   (5) 

, what is valid for vertical location of surface and for 
bottom side of object.  
 
For the laminar flow with forced external influence, the 

revious parameter can be compp uted using next equation:  

25,067,0

5,033,0

0207,01

RePr928,0

⎟
⎟
⎞

⎜
⎜
⎛

⎟
⎞

⎜
⎛+

⎟
⎠
⎞

⎜
⎝
⎛=

L
khave   (6) 

4
his 

erim s was 
vious veral 

1) surrounding inside of module’s box (this means air 
inside of module, where EDLC d

3) surrounding around aluminum cooler (for this 
subdomain we define temperat
of air-flow) 

dule can still be reliably 

designed to withstand temperatures o .
most important settings are written dow ble
 
Table. 1 Setting of variables for different environments 

 Ta [ºC] v [m/s] 

Pr ⎠⎝ ⎠⎝
 

 SIMULATION EXPERIMENTS   
In section we describt e procedure of simulation 
exp ents and consequent evaluation of results. A

 the model contains sepre ly mentioned,
surroundings, whereby they can be divided into three 
sections:  

 cells are locate  

2) surrounding around module’s box (for this 
subdomain we define just temperature of air) 

ure of air and speed 

Aim of this experimenting was investigation of operation 
onditions during which moc

working. Most sensitive parameter according stable 
operation of supercapacitor is its temperature of core 
(electrolyte). Proposed solution of supercapacitor is 

f max. 80 ºC  The 
n in next ta :  

environment 1 variable Constant 
25 ºC, 45 ºC, 80 ºC 0 m/s 

environment 2 variable variable in x-axis 
25 ºC, 45 ºC 0, 0.1, 1, 5 

, where Ta is ambient temperature of given environment 
and v is speed of air-flow in give environment and given 
direction.  
During initial simulation experiments we found out that 
designed computation net (mesh) of thermal simulation 

odel consists of too many mesh elements, what was 
y caused due to high number of small faces a

m
mainl nd 

f s
geom n we 
g
n

1219553 

illet . This problem was solved during development of 
etrical model (see chap.3). After optimizatio

et setting which seems to be optimal and are listed in 
ext table.  

Table. 2 Mesh statistics 
   

Number of mesh points 153381 
Number of elements 911721 
Tetrahedral 911721 
Prism 0 
Hexahedral 0 
Number of boundary elements 166992 
Triangular 166992 
Quadrilateral 0 
Number of edge elements 18160 
Number of vertex 2elements 008 
Minimum ele 0 ment quality 
Element volume ratio 0 

  

0% reduction we have decreased simulation 

ISO solver which is characterized as highly 
 s nsymmetrical 

systems, whereby it utilizes much less me  other 
types [7].
Thus al  improveme targeted 
requeste e which was range of 
1054 se  3150 seconds (impro out 
amazing 46 tim computation time = 146000 
seconds omp ime was 
achieved itial r ompared 
to optim unnoticeable. Next table is showing 
simulati  simulation set .  
 
Table. 3 arious pa er settings 

With such improvement of number of mesh element (the 
initial version was consisting o 2135258 elements), what 
is almost 5
time of about 25%. But still computation time was too 
long for fast purpose verifications. Therefore the second 
step of optimization process was necessary, i.e. selection 
of most proper solver, and its settings. 
COMSOL Multiphysics includes a number of different 
solvers for PDE (partially differential equation) based 
problems. After various attempts we decided to use 
Direct PARD
efficient direct olver for symmetric and no

mory than
    

most with all these nts we 
d computation tim in the 
conds up to vement of ab

es less, initial 
). Even such a reduction of c
 the differences between in

utation t
esults c

ized were 
on results for different tings

 Simulation results for v ramet

box type 
Ta_1 
[˚C] 

Ta_2 
[˚C] 

0 
m/s 

0.1 
m/s 

1 
m/s 

5 
m/s 

Al 25 25 54,297 40,922 31,127 29,139 

PVC 25 25 60,257 41,754 31,086 29,127 

Al 25 45 56,975 49,796 42,889 41,256 

PVC 25 45 63,719 51,555 42,937 41,134 

Al 45 25 70,638 51,842 39,324 37,106 

PVC 45 25 75,003 51,929 39,333 37,258 

Al 45 45 73,498 60,984 51,217 49,166 

PVC 45 45 78,499 61,735 51,168 49,149 

Al 80 45 101,92 80,033 65,871 63,428 

PVC 80 45 104,63 80,091 65,974 63,812 
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Evaluation of results 
The simulation results are listed in table 3, where you can 

ation 
ccurs only in four cases of various settings combination. 

influence o t atu st ion i he c  of 
EDLC cell, when n flo p  in the botto de 
of m le (t art of alu ) e s 
low r alu num pe  t 
whe rflow x e 
temp ture trib n l t s 
tem DL or  t e 
of ai w.  
These ulation res t m  
exp ntal asu en s t 
is very ha to  e r o 
inve tion hich was 1 n d 
that t al simulat e has to 
show ry hi red ity
 

NCLUSION 

n purpose for such modeling is investigation 

P-0366-09 - High 
equency power electronic  

also given to Slo  for project no. 

apa, N., 
leňák,D.:   Thermal simulation of 

electroc LEKTRO 

er 1999 
] Hargas, L., Koniar, D tofan, S. Sophisticated 

biomedical tissue m using image 
analysis and on, LabVIEW - 
practical appli NTECH, ISBN 

[6] 

[7] 

[9] 

ic 

 
 

find settings of most important parameters. These were, 
material properties of EDLC box (aluminum, or PVC), 
temperature of environment1, temperature of 
environment2, and speed of airflow in environment 2 in 
the x-axis.  
As was mentioned the critical operation state of module is 
when temperature of core of supercapacitor cell rises 
above 80 ºC. From table 3 can be seen, that this situ
o
It can be also said that aluminum type of EDLC box has 

n the emper re di ribut n t ore
o air w is ap lied m si

odu he p minum cooler . Temp rature i
er fo
n ai

mi
 spee

 ty
d e

 agains
ceeds 

t PVC t
value o

ype of
f 0.1 m

box, bu
/s th

era dis utio  is a most he same, thu
perature of E C c e is dependent just on he valu
r flo

sim
erime

ults ca
rem

n no
ts, bec

be co
ause su

pared with real
ch mea me uremen

rd be provid d. But acco ding t
stiga , w  provided in [ ] it ca  be sai
herm
 ve

ion m
ibil

odel of ED
. 

LC modul
gh c

5. CO
In this paper the formal procedure of thermal simulation 
model of EDLC module was described. Aim of modeling 
was achievement of acceptable computation time, 
together with achievement of high accuracy of interpreted 
results. Mai
of allowable operation states of proposed module, due to 
fact that experimental investigation is often too much 
time consuming, and also operating condition with 
various setting are hard to be provided, whereby mostly it 
is unreal. The critical condition of supercapacitor cell is 
80 degrees, whereby through the use of proposed 
modeling methodology, we were able to design thermal 
simulation model, by which it was possible to investigate 
critical and allowable operation conditions. Generally it 
can be said that proposed procedure with final thermal 
simulation model represent innovative form for designers 
of perspective energy storage solutions.  
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ABSTRACT 

If requirements of the production change, the product line 

should be adjusted to the suitable one. There are many 

types of optimization method, such as addition or 

reduction of stations in the production line in succession 

to the structure of the existing line. In this paper, we 

propose a multi-purpose design method for flexible 

mixed-product lines. We have proposed the Fissiparous 

Algorithm and already shown the effectiveness by 

designing flexible mixed-product lines. We developed 

the Fissiparous Algorithm by new operations and used it 

to design flexible mixed-product lines with various 

product conditions. The validity of this design method 

using the Fissiparous Algorithm is shown through 

solving several design problems of flexible 

mixed-product lines. 

Keywords: Fissiparous Algorithm, Design method, 

Flexible Manufacturing System, Flexible Mixed-product 

Line. 

1. INTORODUCTION 

Companies are required to make their products in the 

high quality, lower cost and shorter lead time because of 

the recent severe economic competition. Some flexible 

product systems are proposed to adjust to such 

economics. Parallel work stations are added to adapt to 

fluctuating demand in flexible assembly systems [1]. 

Product lines which can complete various production 

plans without extra parallel work stations have 

product-mix flexibility [2]. We proposed design methods 

for these production lines [3]-[5]. Using these methods, 

we can solve larger scale problems. But, if search trees 

become widely expanded beyond the boundary, it takes 

too much time to solve and losses their usefulness. 

We presented a method for designing which involves 

algorithms by using new approaches. This algorithm 

belongs to evolutionary algorithms and imitates fission 

rules. We named it the Fissiparous Algorithm. 

Chromosomes in conventional evolutionary algorithms 

are changed by probabilistic rules. But in our proposed 

algorithm, unlike these conventional algorithms, 

evolutions of chromosomes are happen by artificial rules. 

Our proposed Fissiparous Algorithm is able to apply to 

various kinds of problems, such as facility layout 

problems and seat reservation problems and so on, 

according to change these rules. The validity of the 

design method using our Fissiparous Algorithm was 

shown through solving large scale design problems [6], 

[7]. 

This paper presents a method for designing flexible 

mixed-product lines adjusting to various product 

conditions. We improve the Fissiparous Algorithm by 

introducing new operation methods of this algorithm. We 

apply the Fissiparous Algorithm to design flexible 

mixed-product lines. To examine the performance of our 

proposed method, we solve some hypothetical problems. 

2. THE MODEL OF FLEXIBLE 

MIXED-PRODUCT LINES 

The flexible mixed-product line that we consider here has 

the following features. 

1. Different product models are assembled on the same 

line. 

2. Different production plans are executed on the same 

line. 

3. Quantities of each product assembled in every 

production plan within a time period are decided. 

4. The precedence diagram and combined precedence 

diagram of each type of product are defined. 

The assumptions and design problem of this model are as 

follows. 

2.1 Assumptions 

The assumptions of the model are as follows. 

1. Workers can complete several kinds of tasks. 
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2. Workers can use several types of tools. 

3. Combinations of a worker and tools which can 

complete each task are defined. 

4. The number of workers per type is defined. 

5. The number of tools per type is defined. 

6. The number of tools which each worker can use is 

defined. 

7. Time required to complete each task differs by the 

combination of workers and tools. 

8. Types of product are defined. 

9. Workers change their tools, if it is necessary. The 

exchange time is included to complete each task. 

10. The upper limit of time to complete all tasks in a 

station (ULT) is defined. The ULT assigned to 

stations are same. 

2.2 The Design Problem of Flexible Mixed-product 

Line

The design problem is defined as follows. 

Object: Design a line which has a minimum number of 

stations. 

Decision: Decide combinations of tasks and workers at 

each station. 

Constraints:  

1. Tasks completed at each station are decided to satisfy 

precedence relations. 

2. One worker is assigned to each station. 

3. The sum of workers assigned to each station is less 

than the number defined in assumption 4. 

4. The sum of tools assigned to each station is less than 

the number defined in assumption 5. 

5. The number of tools which are used at each station is 

less than the number defined in assumption 6. 

6. Time to complete all tasks assigned to the sth station in 

the jth production plan ( sjST ) satisfies the following 

expression. 

ULTNtST
sWk

ijikks

I

i

sj

1

, Ss ,,2,1  , Jj ,,2,1        Eq. (1) 

I: The number of production models. 

S: The number of stations. 

J: The number of production plans. 

sW : The identification number of tasks completed at the 

sth station. 

kst : The time to complete the kth task at the sth station. 

ik : Binary integer, defined as 1 if the kth task is needed 

to make the ith model, otherwise 0. 

ijN : The quantity of the ith model in the jth production 

plan.

3. THE FISSIPAROUS ALGORITHM 

The design problem of flexible mixed-product line has 

widely expanded search trees. Some algorithms are 

known to solve these large scale problems, but they 

usually take a long time to output optimal or suboptimal 

solutions and do not have practical usability. To solve 

these problems, we propose a new algorithm, the 

Fissiparous Algorithm (FA). The FA is one of the 

solution methods based on the idea of genetic 

engineering and also one of the Evolutionary Algorithm. 

The FA has the following features: 

1. Recombination is not done randomly but artificially. 

2. Recombinant operation is done by method imitated 

asexual reproduction.  

3. Crossover is not used.  

4. Mutation is not done.  

5. The selection is done based on the fitness. 

3.1 Encoding of Chromosome 

Chromosomes are composed of segments consisting of 

several loci. Functions or features that chromosomes 

have are represented by these segments. The number of 

loci in one segment is not always the same. All of the loci 

in one segment are not always occupied by genes. The 

consequences of genes in each segment decide how 

functions or features work. For example, if a segment 

does not have any gene in its loci, the function or the 

feature that is represented by this segment does not work 

in this chromosome. We basically express genes by 

numbers and encode chromosomes by a sequence of 

numbers. Identification numbers of loci are counted from 

the left locus to the right one. A sample is shown in 

figure 1. 

Chromosomes:

,SEG,,SEG,SEGCHRO 21 i

, ,3,2,1i                      Eq. (2) 

Segments:

,LOC,LOCSEG 1jji

, if 1i  then 1j  else 1SEG
1

1

i

l

lnj  Eq. (3) 

Locus:

,geneLOCk , ,3,2,1k               Eq. (4) 
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Figure1. A Sample Encoding of Chromosome in the FA 

Exist a gene(G) or  not( ) G G G G G G G G G … 

The number of Locus 1 2 3 4 5 6 7 8 9 10 11 12 … 

The number of segment 1 2 3 4 … 

Figure2. Samples of Basic Genetic Manipulations in the FA 

Shift

Exchange 

Remove 

Transplant 

3.2 Genetic Manipulation 

We do not use crossover and mutation operators used in 

the usual genetic algorithm because the FA is one of the 

solution methods based on the idea of genetic 

engineering. Recombination processes are operated by 

the following steps. 

Step1: Nominate loci as Targets 

We select some loci as Targets. Genes on each Target are 

moved to another locus, if possible. Both the number of 

Targets (U) and the method of selection are decided by a 

heuristic method in advance. These are able to differ in 

each problem. We consider that the number of selected 

loci needs to be large enough so to not be stuck in 

suboptimal solutions. The notations are as follows. 

U : The number of Targets 

uT  : The uth Target Uu ,,2,1

1Original 2 3 4 5 6 7 8 9 10 …

1Transfered 3 4 5 6 7 2 8 9 10 …

1Original 2 3 4 5 6 7 8 9 10 …

1Transfered 7 3 4 5 6 2 8 9 10 …

1Original 2 3 4 5 6 7 8 9 10 … Pools

1Transfered 3 4 5 6 7 8 9 10 … Pools 2

1Original 3 4 5 6 7 8 9 10 … Pools 21, 22, 23 

1Transfered 21 3 4 5 6 7 8 9 10 … Pools 22, 23 
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Figure3. A Sample Encoding of Chromosome in This Method 

The number of Task 1 6 3 2 4 8 7 5 11 9 10 15 … 

The number of Locus 1 2 3 4 5 6 7 8 9 10 11 12 … 

The number of station 1 2 3 4 … 

Step2: Transfer genes 

We change the order of genes by the evolutionary 

algorithm imitated fissiparous operations. 

Step2.1: Copy chromosomes 

We copy chromosomes and operate steps 2.2 and 2.3 on 

only these copies. The notations are as follows. 

C(u) : The population of chromosomes operated in 

step2. 

Step2.2: Find loci that genes on Targets can transfer 

We find loci, where genes on Targets can move, by some 

rules that were decided in advance. If several loci are 

found, we select one locus among them by some rules 

that were decided in advance. If no locus is found, we 

skip step 2.3 and accept this copy that has the same order 

of the original chromosome into C(u). We should make 

these rules adjusted to each problem in advance.  

Step2.3: Transfer genes on Targets 

In the FA, we have four types of basic genetic 

manipulations shown in figure 2. Chromosomes 

transferred genes are accepted into C(u).

Step3: Selection 

We select some chromosomes based on the fitness of 

each problem. We have to decide the measure of fitness 

and the number of chromosomes which selected in step 3 

in advance. 

3.3 Encoding of Chromosome for the Design of 

Flexible Mixed-product Lines 

We represented a gene by a task and encode 

chromosomes by the number of task. We assign each 

station to each segment. Stations are arranged from the 

first station to the last station in a chromosome. Tasks are 

arranged to all loci in each station in which they are 

completed. A sample is shown in figure 3. 

4. THE REDESIGN PROBLEM OF 

FLEXIBLE MIXED-PRODUCT LINES 

This paper considers the redesign problem as the design 

of flexible mixed-product lines adjusted to the change of 

the production ratio after that lines have worked. We 

made some changes in our current design method by FA. 

The assumptions and constrains are as follows. 

4.1 Assumptions 

In the redesign procedure, the assumptions are added to 

assumptions defined in 2.1. 

1. Some workers might be fixed. 

2. Some tools might be fixed. 

3. Some tasks might be fixed. 

4. Some stations might be prohibited to use. 

4.2 Constraints 

In the redesign procedure, constrains are added to 

constrains defined in 2.2. 

1. The number of stations, including stations prohibited 

to use, in the existing line is fixed. 

2. The arrangement of stations does not change. 

3. Do not add new workers and tools. 

4. Do not move fixed workers, tools and tasks. 

5. Do not assign tasks to stations prohibited to use. 

5. NUMERICAL EXAMPLE 

We solved several types of hypothetical problems to 

confirm the effectiveness of the proposed multi-purpose 

design method. We show numerical examples. 

Parameters of hypothetical problems are defined as 

follows. 

The number of tasks : 520 

The number of production models : 5 

The number of production plans : 10 

The number of workers : 10 (1 per type) 

The number of tool types : 20 

The number of stations in the existing production 

line : 10 

[ Problem 1 : Redesign the flexible mixed-product line 

to reduce stations ] 
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The number of stations to reduce : 1 

Result ( the number of stations in the new production 

line ) : 9 

[ Problem 2 : Redesign the flexible mixed-product line 

to extend stations in succession to a part 

of the structure of the existing line. ] 

The number of stations to extend to the existing 

production line : 2 

Places to be able to install extending stations ( P*):  

P11 S1 S2 P12 P13 S3 S4 P14 S5 S6 P15 S7 S8 P16 

S9 P17 S10 P18

( S* means existing stations ) 

Result ( the number of stations in the new production 

line ) : 12 

6. CONCLUSIONS 

In this paper, we present a multi-purpose design method 

for flexible mixed-product lines. The effectiveness of our 

design method which uses the Fissiparous Algorithm was 

confirmed by solving hypothetical problems. 
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ABSTRACT

A small-scale vertical axis wind turbine (VAWT) is
developed for use in areas lacking adequate energy in-
frastructure; the materials and methods of construc-
tion are selected to minimize cost as much as possible.
In order to overcome the self-starting issues associ-
ated with VAWTs and low tip speed ratios, solutions
such as high solidity, guide vanes, and drag tubes are
considered. A computer simulation is written to pre-
dict the performance of turbines incorporating these
features, and the trends are compared to those from
the literature. The mechanics and feasibility of drive
systems using motor-generators and bicycles are also
examined.

Keywords: Design, Model, Multiple Streamtube
Theory, Simulation, VAWT, and Vertical Axis Wind
Turbine.

NOMENCLATURE

At swept area
c chord
cd section drag coefficient
cl section lift coefficient
CP power coefficient
Ct tangential coefficient
h height
N number of teeth
Nb number of blades
P power
r radius
Re Reynolds number
T torque
Ut tangential velocity
U∞ or V freestream velocity

αb blade angle of attack
βb blade inclination from horizontal
θ angular position
θb blade azimuth angle
λ tip speed ratio
ρ density
σ solidity
ω angular velocity

1 INTRODUCTION

In recent years there has been a large push toward
clean sources of energy; this in conjunction with the
advent of the “smart grid” has created an incentive
to develop renewable energy technologies scaled for
single households. However, these concepts have also
found favor in developing nations and areas otherwise
detached from an electric grid due to their small scale
and autonomy. In particular, vertical axis wind tur-
bines present one promising option and have a num-
ber of advantages over the traditional horizontal axis
wind turbine. For example, they operate the same
regardless of wind direction, and they can be located
closer to the ground for easier maintenance. Further-
more, the blades do not require any twist and thus are
simpler to manufacture. On the other hand, VAWTs
tend to have “dead zones” where the orientation of the
blades causes cancellation of forces in the tangential
direction, meaning there is no net torque. These are
especially an issue when a turbine operates at low tip
speed ratios, since it may not be spinning fast enough
to escape them. The tip speed ratio λ is the blade
tangential velocity divided by the freestream velocity,
as shown in Eq. (1):

λ =
Ut
U∞

=
rω

U∞
(1)
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To prevent the turbine from becoming stuck in these
dead zones, it is advantageous to increase the overall
torque. Then, if the turbine has sufficient momen-
tum, it will be able to spin through the short bands
where the net torque is zero [4]. Guide vanes can be
used to change the angle of attack seen by a blade
at strategic points along its revolution. By modify-
ing the angle of attack, the tangential force coefficient
and consequently net torque can again be increased.
In addition, drag tubes may be helpful in starting the
turbine when wind speeds are low: Since they are ca-
pable of producing a high starting torque, they can
accelerate the turbine until the blades take over in
providing most of the torque.

Kirke [4] notes that “[s]elf-starting problems can be
overcome electrically if the load is a synchronous al-
ternator or a DC generator which can function as
a motor and can be used to drive the turbine up
to operating speed,” although this is more common
in grid-connected wind turbines than micro VAWTs.
Nonetheless, motor-generators remain a viable option
for tackling the self-starting issue and can be replaced
with other forms of energy addition, such as a pedal-
powered system.

2 CONSTRUCTION

The Georgia Tech VAWT is a scaled-up version
of models built by the Experimental Aerodynamics
Group and has a diameter of 6 ft. Like previous iter-
ations, it has three arms, each with a pair of straight
blades. Those parts which rotate are constructed from
aluminum in order to reduce loading on the arms, but
the static frame has been built out of steel so as to
keep costs low.

The design and construction of the blades are also in-
tegral to building a vertical axis wind turbine. The
blades should be light and easy to make yet strong
enough to withstand high winds. In order to meet
these criteria, the blades of the Georgia Tech VAWT
have a fiberglass skin and spars as well as foam
ribs due to these materials’ strength and low weight.
Epoxy resin was used to bond the skin, spars, and ribs
to each other as is common in the manufacture of com-
posite blades. In choosing an airfoil, a NACA 0015
was decided upon due to its symmetry and widespread
use.

3 SIMULATION

To assist in the initial sizing of a vertical axis wind
turbine, a simulation based on Strickland’s multi-
ple streamtube theory [6] was written. In multi-
ple streamtube theory, the turbine is split into sev-
eral streamtubes along the horizontal and vertical
axes. The streamwise forces on the blade elements
are equated to the changes in fluid momentum, and
an induction factor is found for each streamtube which
describes how the blades slow the air moving through
the turbine. A local power coefficient is then com-
puted based on Eq. (2) for each streamtube; these are
averaged to determine the overall power coefficient of
the turbine. The numerator represents the power pro-
duced by the turbine, whereas the denominator rep-
resents the total wind power available to the turbine.

CP =
P

1
2ρAtU

3
∞

(2)

In addition to simply providing the user with a power
curve for a given set of dimensions, the simulation
gives insight into how changing these parameters can
affect turbine efficiency. Though much of the code is
adapted from Strickland’s DARrieus Turbine (DART)
model [6], it is also capable of incorporating the effects
of straight blades, variations in Reynolds number, and
drag tubes.

Figure 1 shows that for a turbine with curved NACA
0012 blades and a solidity of 0.27, the simulation is
in good agreement with Sandia’s performance predic-
tions [6]. Similarly, Figure 2 overlays the Georgia
Tech performance predictions onto Sandia’s perfor-
mance predictions for a turbine with a solidity of 0.18.
The simulation uses the same airfoil data as Sandia’s
code (that from Jacobs and Sherman [3]); nonetheless,
it slightly overpredicts the power coefficient at low tip
speed ratios and underpredicts it at higher tip speed
ratios. When Reynolds number effects are taken into
account, the power coefficient drops as expected: The
actual Reynolds number values are for the most part
lower than that assumed for the blue curve, so aero-
dynamic stall would occur earlier [6]. However, the
simulation also tends to underpredict the power coef-
ficient when incorporating Reynolds number effects.

The gaps in the green curve result from a lack of avail-
able airfoil data at Reynolds numbers below 10,000.
These lift and drag coefficients were obtained from
Sheldahl and Klimas [5] and at present appear to be
the most comprehensive compilation of airfoil data
ranging over different Reynolds numbers. However,
as not all of this data was obtained experimentally—
coefficients at Reynolds numbers below 360,000 were
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Figure 1: Comparison of Georgia Tech and Sandia
performance predictions at a solidity of 0.27.

Figure 2: Comparison of Georgia Tech and Sandia
performance predictions at a solidity of 0.18.

extrapolated by Sheldahl and Klimas using their own
computer program—there are several errors which call
into question the validity of the data. In particular,
some sets of data for lower Reynolds numbers give a
negative lift coefficient at the dip after stall. In any
case, Kirke [4] states the “discrepancies between [Ja-
cob’s and Sheldahl’s] data for the same section under
supposedly similar conditions show that it is danger-
ous to look for trends by comparing the performance
of different aerofoil sections at low Re using data from
different sources.”

Solidity Effects

One extremely important parameter for self-starting
is the solidity σ, a measure of the volume being swept
by the rotor. This value is calculated as shown in
Eq. (3):

σ =
Nbc

r
(3)

By adjusting the number of blades, chord length, and
radius in the graphical user interface, one can see that
increasing the solidity pushes the maximum power co-
efficient to lower tip speed ratios (Figure 3). This is
desirable in the case of VAWTs, which often oper-
ate at angular velocities lower than those of horizon-
tal axis wind turbines. On the other hand, the plot
suggests that increasing solidity too much not only
causes the maximum power coefficient to drop but also
causes the power curve to have a sharper peak, mean-
ing the turbine efficiency is more sensitive to changes
in wind speed. Nonetheless, Templin [7] states, “Al-
though lower values of solidity may widen the useful
operating range of the turbine, in terms of the veloc-
ity ratio Rω/V , they also reduce maximum available
power. Blade centrifugal stresses, will also tend to in-
crease at low solidity, because of the high rotational
speeds.”

Figure 3 applies to straight-bladed VAWTs using
NACA 0015 airfoils, similar to the one built by Geor-
gia Tech. Strickland’s DART code has been modified
to allow for straight blades by changing the variable
βb in Eq. (4) to a constant π

2 rad. Here βb is the angle
of a blade segment with respect to the horizontal, h is
the height of the blade segment, r is the local radius,
and θb is the azimuth angle.

βb = tan−1
∆h

r∆θb sin θb
(4)

Comparing Figures 1 and 2 to Figure 3, it is inter-
esting to note that the power curves for the straight-
bladed VAWT are generally sharper than those for a
turbine with curved blades.
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Figure 3: Power coefficient vs. tip speed ratio for
various solidities.

Figure 4: Torque vs. blade azimuth angle.

Guide Vanes

As was mentioned previously, guide vanes can also be
used to address the problem of self-starting. Since the
torque on a single blade is actually negative for a sig-
nificant portion of each revolution (Figure 4), it would
be beneficial to create positive torque through the in-
telligent placement of guide vanes. Indeed, not only
does a positive torque mean the turbine will accelerate
faster in the desired direction, but according to Islam,
Ting, and Fartaj [2], if the net torque is also made to
be positive for all tip speed ratios up to the operating
speed, then this should be sufficient for self-starting.

The tangential coefficient is calculated in Eq. (5). In
Figure 5, this value is plotted for a NACA 0015 airfoil
at various angles of attack; here it can be seen that the
tangential coefficient is maximized when the angle of

Figure 5: Tangential coefficient vs. blade angle of
attack for a NACA 0015 airfoil.

attack is approximately 12◦. Theoretically, the guide
vanes can also be used to give the airfoils an angle of
attack between approximately 100◦ and 160◦—here
the tangential coefficient is somewhat lower, but it
stays relatively high for a wider range of values. How-
ever, the blades typically do not approach this range
by themselves.

Ct = cl sinαb − cd cosαb (5)

Guide vanes will need to be placed to the sides of the
turbine and at azimuth angles where their necessary
angle of attack is minimized in order to reduce drag
losses. Looking at Figure 4, the greatest benefit will
be realized for guide vanes at azimuth angles between
33◦ and 180◦, since torque is either negative or very
small in this range.

Drag Tubes

Drag tubes (which operate on the same principle as
Savonius rotors) are another potential method of im-
proving VAWTs’ self-starting capability and are most
effective at low tip speed ratios. Since Savonius ro-
tors are always self-starting if there are at least two
scoops at different angles, it is tempting to think of
drag tubes as the perfect solution for the self-starting
problem. However, according to Kirke [4], a drag tube
rotor is only adequate for this job if:

• Its radius is “compatible with that of the Dar-
rieus, so that it not only starts the rotor but con-
tinues to provide torque until the Darrieus can
take over, and does not then produce negative
torque which would reduce the overall efficiency
of the turbine in its optimum operating range.”
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• It is “big enough to produce ‘enough’ starting
torque.”

It is apparent that in order to determine whether an
auxiliary Savonius rotor is appropriate for a particular
VAWT, the effects of the drag tubes must be examined
in detail. The simulation assumes that the drag tubes
are relatively long with a semicircular cross section,
although other shapes can be used.

Whereas the lift and drag coefficients of different air-
foils are generally well-documented, it is difficult to
find this data tabulated against angle of attack for
other geometries. It is known from Hoerner [1] that
the drag coefficient of the semicircular tube is 2.30
when it is facing the wind and 1.20 when it is turned
away, but this same information is not readily avail-
able for other angles of attack. Since it is mainly the
drag of the tubes that produces torque, lift effects were
neglected. (In any case, there was no lift data to be
found, presumably because it is rare to generate lift
using shapes other than airfoils.)

Curve fitting was utilized to generate drag data for
one full rotation. The curve was assumed to be a sine
wave of the form in Eq. (6) since the drag coefficient
is minimized when αb is 0◦ and maximized when αb
is 180◦; A and D are constants.

cd = A sinαb +D (6)

4 MOTOR-GENERATOR
DRIVE

If the turbine is being used for electricity generation,
a motor-generator may be attached for the purpose of
spinning it up to operating speed. A motor-generator
with high current, high voltage, and low “cut in” rpm
is desirable since the turbine should produce a useful
amount of power despite operating at a relatively low
rpm. The battery used should be of the deep cycle
variety, deep cycle batteries being better suited than
car batteries for repetitive charging and discharging.
Since intense fluctuations in voltage due to variations
in wind speed can damage the battery, a charge con-
troller is also necessary to regulate the voltage used
to charge the battery. On the other hand, the current
should bypass the charge controller when the battery
is driving the turbine, as the battery should output a
constant voltage.

Since it is assumed the VAWT is too large and heavy
to start using wind alone, it can be started by initiat-
ing a charge or “kick” from a PIC for several seconds

Figure 6: Circuit diagram.

which will run through a MOSFET and into an elec-
trical relay. There, the coil in the relay will guide the
charge through the “not closed” and “common” ter-
minals to the battery and motor. This will charge the
battery and supply the motor with initial energy to
power the turbine. Then, the charge will go all the
way around through the battery, through a regula-
tor, and around the PIC back through a diode before
reaching the relay once again. Here, the relay will read
it in the “not open” and “common” terminal which
will then charge the battery and disengage from the
motor so that the wind turbine will now be powering
the battery. It is important to note that the relay and
the motor have to match in terms of maximum volt-
age and current, and the charge controller has to be
hooked up properly. Figure 6 shows this arrangement
more clearly.

5 BICYCLE DRIVE

Since one of the main goals of Georgia Tech’s turbine
is to be used in developing nations, a bicycle drive
could provide a cheaper, human-powered solution to
self-starting if the mechanism is kept as simple as pos-
sible. In conjunction with the simulation and other
research on human factors, the goal is to determine
how a human can, without excessive exertion, drive
the turbine up to speed by pedaling on a bike held in
place. Bicycle parts provide the advantage of being
relatively cheap and easy to obtain, but challenges to
be overcome include transferring power between two
different axes (that of the bicycle’s wheels and that
of the VAWT), optimum gear ratios, whether or not
gear shifting will be necessary (and if so, how to ac-
complish this), and how to disengage the bike from
the turbine once it has spun up to speed.

Using only the gears already present on the bicycle
frame, it is proven that the operator should be able to
switch gears as needed to pedal the turbine up to the
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required tip speed ratio. From the gear relations given
in Eq. (7) and Eq. (8), one can find the rpm that can
be achieved at the rear tire where the assembly will
be attached. Here θ is the angular deflection of the
gear, r is the radius, N is the number of teeth, and T
is the torque.

θ2
θ1

=
r1
r2

=
N1

N2
(7)

T2
T1

=
θ1
θ2

=
N2

N1
(8)

Assuming a gear ratio Nrear

Nfront
of 14

52 and an average

cycling cadence of 60 rpm, the maximum achievable
rpm at the rear will be 222.86 rpm. On the other end
of the spectrum, a gear ratio of 28

39 results in a rear
angular velocity of 83.57 rpm.

6 CONCLUSION

It has been demonstrated that computer modeling
can be a powerful tool for VAWT design, as it is
cheaper than building multiple iterations of a turbine
and makes it easier to visualize trends. The current
state of simulation also shows the need for reliable
airfoil data at low Reynolds numbers. A vertical axis
wind turbine which is to operate for low tip speed ra-
tios should have a relatively high solidity, but it should
not be so high as to compromise its efficiency. It may
also benefit from drag tubes and guide vanes, which
can serve to increase the net torque or the torque of a
single blade when it is in a dead band.

Finally, electrical or mechanical power provides an
easy method of ensuring the turbine can start (though
at the cost of autonomy). Either the circuit must
sense when the turbine is not spinning at its operat-
ing speed, or someone must watch the turbine to see
if it needs to be pedalled up to speed. Even so, both
drive systems are capable of adding the necessary en-
ergy for a small-scale VAWT.
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Abstract –The research project “Digital Prototyping – RoboCAP” 
involves studying, modeling and preparing proposals for the robot 
development process in a mechatronic project, aiming at project 
development using two different types of computer software, in order 
to choose the software most appropriate for the development and 
simulation of mechatronic projects. The research project considers 
concepts and techniques of tridimensional simulation with digital 
prototyping to evaluate and optimize project levels before beginning 
real robot construction and assembly. It outlines a tridimensional 
simulation of the RoboCAP team’s robot, created by the Robotics 
Team of the Alto Paraopeba Campus, in the Federal University of 
São João del-Rei, located in the city of Ouro Branco, Minas Gerais, 
Brazil. The robotics team is divided into groups with different 
development phases of the RoboCAP assembly - a robot built and 
designed for robot competitions. During research, simulations, 
studies and calculations were performed using the tridimensional 
model with the objective of applying engineering and design project 
concepts to the tridimensional model. In making the RoboCAP 
prototype, a thorough analysis was carried out to compare the two 
types of specialist software - SolidWorks and Autodesk Inventor – as 
well as the use of AutoCAD. The analysis method is based on the 
comparison of temporal metrics and commands, thereby obtaining a 
relation of the system response to the user in the modeling, assembly 
and simulation of finite elements. Both types of software are similar 
when starting to create the piece, whereby they establish the Basic 
profile and offer specific functions for tridimensional modeling and 
simulation. By means of prototyping, it was possible to detect an 
error in the project design that corresponded to the weapons system, 
which showed a deformity in the screw coupling. After the anomaly 
was detected, the weapons shaft and toothed wheel parts were 
modified and adjusted to an equivalent diameter – concomitantly, the 
screw was adjusted to a different specification. The types of software 
analyzed have advanced tridimensional modeling resources for the 
development of robotics projects, with graphic computing technology 
linked to the database. The tridimensional simulation of RoboCAP 
with graphic computing resources allows for the use of complex 
models and calculations to simulate the design and monitoring of the 
robot, providing for the reduction of errors and an optimized 
management of processes that involve construction. The benefits of 
digital prototyping with the tridimensional simulation of the 
engineering project design are the economy of finances and time. The 
considerations on the optimization of robot construction have long 
term benefits that include technological enhancement and economy 
of resources.1. 

                                                        
1 This work is partially supported by Fundação de Amparo à 
Pesquisa do Estado de Minas Gerais (FAPEMIG), Governo do 
Estado de Minas Gerais, Brazil, Rua Raul Pompéia, nº101 - 
São Pedro, Belo Horizonte, MG, 30.330-080, Brazil. 

Computer graphics, digital prototyping, 3D simulation, three-
dimensional modeling, engineering design, robot. 

I. INTRODUCTION  

The research project "Digital Prototyping - RoboCAP" 
involves studying and development model and tridimensional 
simulation of the robot conceptualized by RoboCAP team´s 
(Team of the Robotics Mechatronics Course Campus Alto 
Paraopeba, in the Federal University of Säo Joäo del Rei - 
UFSJ). 

The RoboCAP team´s, a group which studies and 
researches robotics, was established in 2009 and consists of 
teachers and students of UFSJ, Mechatronics Engineering. This 
group was formed to develop projects and participate in 
robotics competitions and plans to participate internatoinally in 
"Robot Wars",  organized by ROBOCORE - and at a national 
level Robot Games – the National Meeting of Control 
Engineering and Automation - ENECA 2012.  Currently the 
focus is to combat the competition, where the team participated 
in the category with robots that may weigh up to 13 Kg. In 
competitions of "Robot War", two opposing radio-controlled 
robots compete in a specially designed arena  for a 3 minute 
round, or until one of two participants destroys or immobilizes 
the other by means of mechanical force. The robots are 
subjected to extreme conditions to promote emerging 
technologies capable of operating under various circumstances. 
The arena supports large impacts, ensuring the safety of all 
spectators. 

The evolution of computers and processing software 
focused on simulation and prototyping in virtual media become 
increasingly available and is frequently used. Among them, 
two engineering platforms, SolidWorks and AutoDesk Inventor 
are used nationally and internationally. The project aimed to 
evaluate the development of the project using the two different 
computer graphics software, and to develop simulation and 
tests in the virtual RoboCAP product before it is produced. The 
goal is to measure in detail the differences in inherent usability, 
quality, efficiency and applicability of the two software types 
in contrast to one another. Both software are derived from 
earlier models of Computer Aided Design - CAD, and both 
were used in parallel to develop the robot prototype with team 
RoboCAP. 

Development of the project included modeling techniques, 
simulation of mechanical and electrical systems,  and 
implementation and the optimization of control algorithms. The 
research project considered concepts and techniques of three-
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dimensional simulation with digital prototyping to evaluate and 
optimize various levels of the project before starting the 
execution of construction and assembly of the robot. The three-
dimensional simulation of engineering using computer graphics 
allows the use of complex models and calculations to simulate 
the design and monitoring of robot construction providing for 
fewer errors and optimized management processes that involve 
the construction, including a class of analysis tools, integrated 
design, and associated systems based on solid modelers. 

The robot is composed of several elements including the 
wheels, motors, bearings, and the structure of the robot itself. 
This structure, basically composed of two steel plates to reduce 
the number of fasteners and welding points, which are large 
voltage concentrators. One of the plates, which forms the base 
of the robot, has a thickness of 5mm, and is where all the other 
preceding  elements of the robot  are attached. 

The following goals have been achieved: perform the 
simulation of the robot as it would enter competitions, 
suggesting changes to improve the competitive robot, analyze 
two software experts in the field of Robotics-Mechatronics 
Engineering; Autodesk Inventor and Solidworks; record a 
comparison of time and requirements of each software model 
as it applies to the modeling and prototyping, use finite element 
analysis to simulate forces and tensions in order to make the 
robot more competitive for the robot war, develop a practical 
application of topics in the course of Mechatronic Engineering 
School of Engineering with a UFSJ with a interdisciplinary 
project involving teachers and students. 

The research questions were presented, "Investigating 
between different digital prototyping software which are the 
most relevant characteristics of each?" and "How the prototype 
can be used to speed up implementation and to avoid design 
errors of the robot in order to win the competition?". 

Using the simulation it was possible to detect errors in the 
design of RoboCAP, then rebuild and test new options, 
resulting in a robot able to participate in competitions. 

The benefits of Digital Prototyping with three-dimensional 
simulation of engineering design involve the economization  of 
finance and time. The considers optimizing building robots, 
which bring long term benefits that include technological 
improvement and resource savings. 

Currently, it is necessary to develop technologies and 
products that are increasingly better and more advanced and 
complex. The digital prototyping stages of construction 
provides the product construction, directly influencing the 
choice of production process and logistics industry, and reduce 
design errors, often unanticipated by the designers.   

II. LITERATURE REVIEW 

With the need to increase efficiency and profitability of 
production, increases the use of software for Computer Aided 
Design - CAD integrated with the database by expanding the 
concept of digital prototyping. 

CAD software emerged for the development of two-
dimensional designs - 2D, moving to the possibility of creating 
three-dimensional models - 3D. Then came more advanced 
platforms, simpler interfaces, more usable, capable of 

generating real images, structural analysis and dynamic 
analysis, enabling the testing of the behavior of the prototype in 
real conditions. 
 

The software available enables the construction of two-
dimensional models or three-dimensional models using the 
following: real imaging features, finite element analysis, 
motion simulation with database integration. These combined 
features make it possible to perform tests and trials on the 
behavior of the prototype in real conditions. 

Autodesk Inventor software provides a set of development 
tools for mechanical design. During construction of the project 
is possible to integrate the property of pieces, with restrictions 
on insert data from a single digital design, [1]. 

SolidWorks is a design tool that uses parametric solid 
modeling, based on the characteristics and properties of each 
element and action, and these properties can be changed at any 
time of the modeling process, making adjustments to the 
project. SolidWorks is a CAD software, developed by 
SolidWorks Corporation, acquired in 1997 by Dassault 
Systemes SA, [2]. 

The concept of digital prototyping represents the ability to 
virtually explore a product before manufacturaing becomes 
reality. It allows you to create, simulate, validate and manage 
projects from initial concept to final product, [3] [4]. 

Digital Prototyping involves the techniques of prototyping in 
virtual environment which allows changes and optimizes the 
cost of production.   According to H. B. Marri the planning 
process depends on the processes and decide which machines 
should be used from beginning to end manufacturing of the 
product, [5]. 

There is a consensus of the importance of planning before 
production. The objective of planning is to determine the 
dimensions, capturing the designer's intent and to simulate the 
prototype of the easy modification of the model [6]. 

The Digital Prototyping helps companies design better 
products, reduce development costs and get to market faster, 
[1]. 

Currently, robotics competitions have reached a nearly 
professional level with national competitions are organized by 
RoboCore, and international competitions organized by 
RoboGames, which occur annually [7]. The robotics 
competitions held by RoboCore are divided into four categories 
that explore and enhance the knowledge in programming, 
artificial intelligence, electronic, mechanical, electrical 
resistance of materials, among others. 

The categories are: Follow Line: autonomous robots must 
follow a predetermined path, a line drawn on the ground, in the 
shortest possible time. This objective can be accomplished in 
different ways, allowing the participation of beginners and 
experts; Hockey Robot: teams of three radio-controlled robots 
fight for a match in which the goal is to score as many pointsas 
possible within a time limit, achieved through number of goals 
scored with a hockey puck into a net by means of robotic 
mechanic force; Sumo: Based on ancient Japanese wrestling, 
robots have to identify it’s opponent and push it out of the 
arena. This robot may be radio-controlled, autonomous, or 
even assembled from Lego ® kits dedicated to learning 
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robotics; Combat: the category that attracts more public interest 
in general, strickly uses radio-controlled robots which face off 
in a specially designed arena until one of the participants is 
destroyed or immobilized. The projects developed are 
subjected to extreme conditions, so that emerging technologies 
capable of operating under various circumstances can be 
developed. Battles are conducted in rounds of three minutes 
each. The arena is built to withstand severe impacts, ensuring 
the safety of spectators.  

Finite Element Method - FEM is to divide the structure to be 
analyzed in different parts or elements. Each element has the 
form of a specific structure which is connected to adjacent 
elements, called nodal points or nodes, which are generated 
equations for each element. The behavior of the structure as a 
whole is calculated from the sum of the behavior of the various 
elements existing, thus obtaining a complete analysis of 
structure. The FEM is a technique for solving partial 
differential equations that arise from these nodes, [8]. 

 

III. METHODOLOGY 

The methodology consists of three-dimensional modeling, 
simulation and analysis of RoboCAP developed 
simultaneously in two specialist software AutoDesk Inventor 
and SolidWorks, for engineering applications, [9] [10] [11]. 

The first step is the modeling of each part of the robot 
separately, measuring and calculating with each of the  
different development software. After, there is a table 
presenting the comparison of modeling in the software. 

The combat robot designed by the team RoboCap is 
composed of several parts: Pulleys: Pulleys are a part of so-
called lifting machinery and transportation. The electric motors 
usually have a fixed frequency of rotation, however, often the 
machines are driven by them and need to develop different 
frequencies of rotation. Because of this, the robots use coupling 
pulleys, and driven conductive, gears,or bearings. These 
machine elements have wide responsibility in supporting the 
robotic equipment. Although the constructive aspect of 
bearings and springs are very different and have different 
applications as well, no use of certain equipment could be  
compromised; Box Reduction: Reducing the speed machines 
are used to achieve large reductions in transmission, steel 
structures, plates make up the steel structure or outer shell of 
the robot, also acting as an armor, so are the parts of the robot 
more susceptible to impacts. Basically composed of four parts, 
the plates back, bottom, front and side that supports the 
locomotion systems and the weapon. 

The second step of the modeling process was comparing 
the use of two different software, Autodesk Inventor and 
Solidworks, for the modeling process of the RoboCAP robot. 
Temporal metrics were used to count the number of clicks for 
each command executed by the program Refog Keylogger. The 
program was used to count and calculate the total time counter 
via keystroke. This measure defines the time of use of controls 
that reflect the performance of use. 

The step comprises assembling the robot by combining 
pieces modeled. During the development of this step it became 
necessary to amend the initial project because an overlapping 

system of weaponry was detected that was decreasing the 
efficiency of the robot, which would directly impact the 
performance of the robot during the competition. Changes were 
made and the design by RoboCAP was modified. 

The fourth step concerns the analysis of the dynamic forces 
that act on the system. With the insertion forces on each part of 
the system generates a graph showing the behavior of the 
forces. A simulation with video and animation was produced. 
The simulations showed that the cover design does not support 
a force with an intensity higher than 4000N, causing plastic 
deformation and shearing the structure of the front screw. 

The fifth stage was the finite element analysis with 
application software to test the design of the robot. After 
defining the material, simulated attack situations were made. 

IV. DEVELOPMENT 

The structure is composed of two steel sheets, Sheet 1 - 
contoured so as to form the upper case - that it is 2mm thick in 
reduce welds and fasteners; Sheet 2 - constitutes the base of the 
robot, where they are connected to all other elements of the 
robot - 5 mm thick. 

Front Sheet - Using SolidWorks software, the design of 
front plate contains the following steps and the result is shown 
in Figure 1: created a new project or piece; Sketch 2D 
command of the profile of sheet with dimensions 220x335 
(mm) as the Sketch of the hole where it will be located the 
weapon of robot and flanges to be bent; Base Flange Sheet 
command - thickness of 5 mm; Edge Flang command is passed 
to the flange sheet to be bent with pre-defined geometry, the 
bending angle of 35 ° and confirms the creation of the fold. 

    

Figure 1 - Front Sheet (SolidWorks) 
Source: Developed by author 

 

In Autodesk Inventor, the design of the front sheet contains 
the following steps and the result is shown in Figure 2: First 
open a new file SheetMetal (mm). ipt; Sketch 2D command 
rectangular profile with dimensions 220x335 (mm) and the 
diameter of the weapon system; Face command for the creation 
of the sheet (thickness, shape of the bending, angle is defined 
in advance); Flange command sets the angle of 35 ° and size 
187.297mm; Chanfre command to the folds. 

 
Figura 2 - Front Sheet (Autodesk Inventor) 

Source: Developed by author 
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Wheels - The wheels used in the project are rubber, except 

for the part where the shaft is fitted (fitting type key), made of 
plastic. The wheel is divided into external structure of rubber 
and internal structure of plastic (Figure 3). 

 

 

Figura 3 - Wheels (SolidWorks) 
Source: Developed by author 

 
Bearing - The bearings also are made of steel (Figure 4). 

The “Extrude” command sets the width of the bearing and 
confirms the command for the creation of the piece in 3D; It 
created an outline of the hole and used the Extrude Cut 
command, which "subtracts" the created part of the bearing, 
thus creating the hole. 

 

Figure 4 - Bearing (SolidWorks) 
Source: Developed by author 

 
Identation Discs - Weapon - The disks are made of steel of 

high durability to withstand the impact generated by the 
reaction of attacking an opponent robot. First, a new project or 
piece was created; Then the plan of the piece was chosen; 
Sketch 2D command - profile piece, and the central hole 
through which the shaft and the teeth; Followed by Extrude 
command - which defines the thickness of the disc and 
confirms the  command to create the piece (Figure 5). 

 

 

Figura 5 - Identations Discs - Weapon (SolidWorks) 
Source: Developed by author 

 

Front Bearing Locomotion - Bearing was used to compose 
the three supports of the robot and which  enable locomotion. 
The bearing is made of steel (Figure 6). First, a new project or 
piece was created; then Sketch 2D command - profile piece, 
two concentric semi-circles of radio 25 mm, 30 mm, semi-
circle of 50 mm; finally, Revolve command to create the piece 
in 3D. 

 

 

Figure 6 - Front Bearing Locomotion (SolidWorks) 
Source: Developed by author 

 

Clamp - SolidWorks software, the design of the clamp 
contains the following steps and the result is shown in Figure 
7: First, a new project or piece was created; then Sketch 2D 
command - profile piece; followed by Extrude command for 
creating in 3D; and finally, created an outline of the hole and 
used the Extrude Cut command, thus creating the hole. 

           

                                

Figura 7 - Clamp (SolidWorks) 
Source: Developed by author 

 

Gearbox - SolidWorks software, the design of the gearbox 
contains the following steps and the result is shown in Figure 
8:  First a new project or piece was created; then Sketch 2D 
command - profile piece; followed by Extrude command for 
creating in 3D; and finally, Extrude Cut command to create the 
details and contours of the piece. 
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Figura 8 - Gearbox (SolidWorks) 
Source: Developed by author 

 

Structure - Single Block - After modeling the structure on 
several sheets, the simulation was performed using a single 
sheet, the folds being applied only (Figure 9). The steps for 
construction of the piece is described below. 

 

 

Figure 9 - Structure - Single Block (SolidWorks) 
Source: Developed by author 

 

After the first model, the single block design was modified 
after the development of resistance testing and finite elements. 

 

 
Figure 10 - Carcass (Autodesk Inventor) 

Source: Developed by author 

Assembly - SolidWorks has its own kind of assembly files - 
*.asm. It offers a range of options for the complete assembly, 
as there are several ways of positioning of parts and correlation 
between the parties. When creating a new assembly is 
necessary to assign the parts related to assembly. Then, the 
pieces must be pre-positioned so as to facilitate coupling 
between them, either by a flat, straight section, among others. 
Thus, it is possible to establish the correlation between 
geometric elements such as elements that are parallel, 
concentric, orthogonal coincident, among others (Figure 11). 

Autodesk Inventor has a propriatary format for the 
assembly environment *.iam . Using the *.iam file, the 
interface of the software provides tools for assembling the parts 
in *.ipt. The modeling options are restricted, but the options for 

positioning parts are complete. When inserting parts in the 
assembly environment, the browser toolbar adds their physical 
characteristics, as well as plans for the construction of each 
piece. Even after assembling, if a single parts is changed, it is 
updated. 

 

 

Figure 11 - Carcass (Autodesk Inventor) 
Source: Developed by author 

 

V. RESULTS 

During the assembly process of the RoboCAP, a a video  
with the dynamic simulation of the assembly was developed. 
The sequence of images taken from the video are shown in 
Figure 12. 

 

 
Figure 12 - Sequence of images taken from the video - Part 1 

 Source: Developed by author 
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The prototyping process using AutoDesk Inventor and 
SolidWorks are similar. Both softwares has similarity to start 
creating the piece, which first establishes the Basic Profile 
(Sketch). On this platform the size of the figure are established 
only in 2D format, create the outline of the project without the 
help of measures, since they are inserted only at the end of the 
process. The modeling begins after the construction of the 
Sketch 2D. The 3D modeling tools allow the construction of 
the piece in 3D and it is available from the menu bar. 
Sometimes, a user needs to create another profile 2D  model on 
a 3D model in order to achieve the goal of the modeling. The  
process of alternating modeling between modules of Sketch 2D 
and Modeling 3D  happens in accordance with requests made 
by the user, from the tool bar in both programs.  

A comparison was made of the modeling performed by 
SolidWorks and Autodesk Inventor to make a thorough 
comparison of metric advantages and disadvantages inherent in 
the clash between these two softwares. This research used a 
careful comparison measures between the use of the two 
software to perform the same task, such as to "draw" one of the 
wheels of the robot. Table 1 shows the metric temporal 
comparison of execution time of each piece in each software. 
The first column shows the components of RoboCAP, the 
second column shows the parts, the third column contains the 
used software (SolidWorks - SW and Autodesk Inventor - 
INVENTOR), the fourth column shows the time taken to 
complete the task in each software [12], [13]. 

Table 1 - Comparison of run time on each software 
 

COMPONENT PART SOFTWARE TIME 

STRUCTURE 

Structure 1 

SW 00:03:53 

Inventor 00:16:53 

Structure 2 

SW 00:03:25 

Inventor 00:09:15 

Structure 3 

SW 00:02:19 

Inventor 00:10:38 

Base 

SW 00:03:28 

Inventor 00:04:41 

Locking bar 

SW 00:00:56 

Inventor 00:00:34 

Weapon System 

Bushing 

SW 00:04:38 

Inventor 00:04:32 

Axis 

SW 00:00:28 

Inventor 00:00:24 

Disk 

SW Biblioteca 

Inventor Biblioteca 

Collar 

SW 00:00:45 

Inventor 00:00:51 

 
 

VI. CONCLUSION 

The research objectives were achieved with the 
development of modeling, prototyping and simulation 
RoboCAP. It was possible to test, improve the design and 
performance of the robot in addition to finalizing the design for 
the production team. During assembly of the RoboCap there 
was an error in the project because the weapons system had a 

deformity in the docking of the screw. The error was detected 
during the stage of assembly. Parts of the axis of weapons and 
gear were modified to have an equivalent diameter.  

Both programs have specific functions for creating sheet 
metal. The SolidWorks provided easy usability and is very 
versatile as to their commands and tools. Autodesk Inventor 
has a privileged view to access the project and their respective 
bars and tools. The comparison between the two software 
presented the specifics of each software and the similarity of 
the modeling process. This fact confirms that the concept of 
three-dimensional modeling which can be implemented in 
different software companies leads to the same result. 

Digital prototyping made possible a way to simulate real 
combat situations, find design flaws, make changes and 
corrections in the design, thereby reducing costs and 
production errors. The errors found were solved before the 
production stage and showed direct evidence of increased 
speed and competitiveness of the robot. 

The implementation of this research, involving theoretical 
and practical application, was a motivator for the team to 
attempt to rank high in robotic competitions. The development 
of a mobile robotic system of this type involves technological 
process, practical and theoretical, which develop a culture of 
innovation in the team involved in the project. 
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ABSTRACT 

 

Building Information Modeling (BIM) needs to be 

placed in a larger architectural context with data 

modeling, geography, web infrastructures, public 

safety, and real estate.  A common reference system 

is needed to ensure fundamental characteristics of 

building interiors are understood in affiliated 

software and services.  Only a few data need hooks, 

for example footprints, entrances, floors, circulation, 

occupancy, spaces and specified contents.  

Implementation of successful BIM web services will 

be a symphony of the following: a Data Model 

(isolate certain International Foundation Classes); a 

Dictionary (APIs with the buildingSMART Data 

Dictionary); classification and taxonomies 

(OmniClass); and Process Descriptions (Information 

Delivery Manuals and Model View Definitions).  A 

kit of parts, including metadata organization and 

rules for what is discoverable in registries and 

repositories, needs to conform to Simple Object 

Access Protocol (SOAP), Representational State 

Transfer (REST), Web Services Description 

Language (WSDL), and new Internet technologies as 

they are invented.  The whole system could benefit 

from a collection of Tiny Ontologies All Stitched 

Together (TOAST) branching out from a common 

core.  The US National Information Exchange Model 

(NIEM) is an ideal home for elements related to 

justice, emergency management, health and family 

services - many people could benefit from this work. 
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INTRODUCTION 

 

As timely and practical as Building Information 

Modeling (BIM) is, the greatest use may be via web 

services.  For example, to achieve President Obama's 

2011 goal for "...a firefighter to download the design 

of a burning building onto a handheld device"  

several applications, networks, policies, and Internet 

layers need to work together [Figure 1].  While this 

might be possible in a closed environment today, for 

any firefighter to access up-to-date information, 

BIMs need to be placed in a larger architectural 

context with data modeling, geography, web 

infrastructures, public safety, and real estate. 

 

Current BIMs are not scalable to thousands of 

simultaneous users focused on specific buildings 

during an emergency, or to seamlessly navigate 

indoor and outdoor locations.  A common reference 

system is needed to ensure fundamental 

characteristics of building interiors are understood in 

affiliated software and services.  Only a few pieces 

of data need hooks, for example footprints, 

entrances, floors, circulation, occupancy, spaces and 

specified contents.  

 

 

Figure 1- Software, Networks, and Internet Architecture, by Deborah MacPherson 
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Figure 2 - CityGML, by LiDAR News 

 

OPEN ARCHITECTURE 

 

Standards Development Organizations (SDOs) and 

vendors should have a summit to understand what 

everyone else is doing relative to themselves.  

Significant results could be achieved quickly.  

Everyone is in a better position to do this now, most 

Memorandums of Understanding (MOUs) are 

already in place.  Shared concepts, software 

interfaces, service interfaces, and data structures can 

be extended in more detail by each stakeholder to 

understand interrelationships of shared building 

information through their own data, systems, and 

viewpoints. 

 

 
 

Figure 3 - Two Different Buildings Sharing the 

Same Layout Colors, by Cannon Design 

 

Different parts of an open architecture for BIM and 

related technologies will originate, and need to be 

maintained, by diverse professional organizations.  

Senders and receivers need to agree on exactly which 

information to exchange and what it should look like.  

The whole system needs to be dynamic and cyclical, 

updating with continuous improvements and strict 

version control.  Defining where each part belongs in 

the whole world's digital infrastructure will ensure 

each part is worth doing, will be sustainable, 

published openly, and owned by people that care 

about what the information means.  The results will 

not be duplication - but harmonization and increased 

customer satisfaction.  

 

 
 

Figure 4 - A Brief History of Facilities Data and 

Web Standards, by Deborah MacPherson 

 

WEB SERVICES 

 

Web Services are automated machine-to-machine 

exchanges and data integration processes using open 

standards over the Internet to simplify complex data 

into messages. 

 

Successful web services for BIM requires the 

following: a Data Model (isolate certain International 

Foundation Classes); a Dictionary (APIs with the 

International Framework for Dictionaries); 

classification and taxonomies (OmniClass); and 

Process Descriptions (Information Delivery Manuals 

and Model View Definitions).  A kit of parts, 

including metadata organization and rules for what is 

discoverable in registries and repositories, needs to 

conform to Simple Object Access Protocol (SOAP), 

Representational State Transfer (REST), Web 

Services Description Language (WSDL) and new 

Internet technologies as they are invented. 

 

Leveraging existing work by others will require 

specified sets of building data to stay bound together 

in messages.  Message types will define the order 

data are presented, beginning with the most 

important sets first, then compiling more detail 

depending on the contracted web service.  
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Figure 5 - Facility and Site Packages from 

NBIMSv2 Proposed Reference Architecture, 

by Deborah MacPherson and Louis Hecht 

 

 

ONTOLOGIES 

 

Ontologies are often used for search, decision 

support, and software design.  Matthew West defines 

ontologies simply as "The things there are and the 

rules that govern them."  BIM ontologies need to be 

web-based to support workflow functions, provide 

overviews, relationship structures, necessary 

attributes, reminders about information to include, 

and consistency across integration models used with 

master and reference data.  Ronald Reck suggests a 

collection of Tiny Ontologies All Stitched Together 

(TOAST) branching out from a common core.  The 

US National Information Exchange Model (NIEM), 

a data model for data exchanges using a common 

core, is an ideal home for facility data elements 

related to emergencies, justice, health, and family 

services - many people could benefit from a focused 

collaborative effort. 

 

Large complex models like NIEM and the Open 

Geospatial Consortium (OGC)'s CityGML are made 

for different reasons.  Ontologies drawing from them 

can be leaner and fit for purpose.  Maintaining 

linkages between and among data assets, keeping 

specific data types bound together, and resolving 

multiple records describing the same assets needs 

ontologies to tell machines how to interpret the 

information, what to do with it, and what level of 

detail to store in each environment without restating 

the same instructions for each web service or 

affecting other data models internal structures. 

 

 

 

 

 

LINKED DATA 

 

Changing a published building layout or occupancy 

should be able to tap back into open floor plans, 

linked databases, and public records.  Exporting 

heavy files like typical BIMs are today sends more 

information than needed and too many copies are 

generated.  Using a Service Oriented Architecture 

(SOA) approach instead, data remains with one 

application for reference or modification in other 

applications by maintaining links and mutually 

supportive artifacts.  Shared elements and a 

messaging structure created for BIM going outwards 

could also benefit BIM going deeper into the design 

process at Architecture/Engineering firms.  Some 

typical software such as BIM and specification 

writing programs can maintain rolling associations, 

but they are only two of many [Figure 2].  If web 

services and ontologies could be used to establish 

semantic connections rather than just software 

connections, archival flows could extend to 

knowledge management systems so a critical mass 

can be reached within firms and across the industry.  

The number of known answers to repeated questions  

 

 
 

Figure 6 - Real Property Unique ID (RPUID), by 

the Open Standards for Real Estate Consortium 

(OSCRE) 

 

and combinatorial complexity of geometric objects 

can be reduced using thematic and logical 

restrictions.  When an OmniClass type usually has a 

limited range of typically associated components, it 

will get easier to link back and forth between 

applications and resources.  Repeated instances of 

OmniClass types, and formulaic buildings like 

dormitories, will be especially adaptable.  
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BENEFITS 

 

Live data could be automatically captured in 

compliance with policy constraints to flow through 

to first responders, maintenance contractors, real 

estate agents, energy auditors, financial agents, and 

other authorized users without duplication and 

potential human error.  Real-time information 

compared to historical trends will let machines keep 

track of minutiae and fastest routes to improve 

scheduling, perform analysis, and assess scenarios.  

 

Several initiatives need to converge so the results 

will begin showing up in software.  Defining a core 

set of elements with relationships between them and 

the outside world will let users, or machines on their 

behalf, periodically submit questions such as "have 

the regulations for chlorine storage changed in 

Arlington County?" and get an answer from the local 

jurisdiction or other authoritative data source.   

 
Figure 8 - NIEM Groupings, D. MacPherson 

Figure 7 - Typical A/E Software, D. MacPherson 

 

 

Each user and their machine would only receive the 

information they need, or are allowed to access, 

rather than an unwieldy batch of data to extract an 

answer.  The extraction is performed via web  

services.  Invasion of privacy and terrorist planning 

can be prevented by limiting distribution to public 

information or authorized web services with 

elemental traceability.  Some web services and 

ontologies will be free for the general public, some 

will cost a lot of money.  The first and most 

collaborative versions should be for public safety in 

public buildings such as schools, hospitals, 

courthouses, stadiums, airports, hotels, and shopping 

malls.  These are also buildings where anyone may 

want to look up their current location on a handheld 

device so consumer demand and Internet service 

providers can help speed development. 

 

CONCLUSION 

 

Web services and ontologies are progressive; there 

will never be a final version, finite set of questions 

and answers, or set of dots to connect.  A shared 

reference architecture needs to celebrate complexity 

in the world, not dull it down, or the results will not 

be realistic and effective. 
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ABSTRACT

In  recent  decades it  has been  detected in  Italy a decrease  in
enrollment  in  basic  sciences,  i.e.  Mathematics,  Physics  and
Chemistry.  The  increase  in  specific  orientation in  Chemistry,
Physics,  Mathematics  and  Materials  Science,  is  strategically
crucial  to achieve the goal  of  maintaining and increasing the
number of motivated and capable students who enroll in these
and other courses scientific degree.
In 2005 the government launched the Scientific Degree Project
in  which  many  Italian  Universities  were  involved  in
implementing activities focused  to enhance the interest of high
school  students towards sciences and scientific degrees.  With
the purpose of increasing scientific vocations, workshops were
organized  in  high  schools  and  teachers  were  involved  in
planning  and  implementation  of  laboratories,  conferences  for
scientific  outreach,  thematic  exhibitions,  guided  tours  of
research laboratories, summer's schools for students and courses
for  teachers  were  realized  for  developing  a  cultural
enhancement in teaching  basic sciences.  Initially,  the project
had been funded for four years, then was refinanced in 2010 and
became the National Plan for Science Degree, with the aim of
stabilizing the most  significant activities and promoting them
throughout  the country.  Particularly significant  is  the  case  of
activities  organized  by  the  Department  of  Physics  of  the
University  of  Siena  for  students  and  teachers  in  Southern
Tuscany.  The  methods   used  in  cultural   enhancement   of
teachers   and  activities   designed  to  support   schools  with
limited   laboratory  facilities,   together   with   stimulating
activities  for  the  more  motivated  and talented  students  are
allowed  to  take  root  for  some  good  practices  in  physics
teaching  and orientation to scientific degrees. The project was
born in Siena only for Physics in 2005, adding the project for
Chemistry  in  2007  and  in  2009  also  the  Department  of
Mathematical  Sciences  launches  its   project.   Beyond
describing  the  main  activities  for orientation  to  Physics,
activities   done  in  partnership with  chemists,  biologists  and
geologists  are  reported,  as  well  as  an  activity  in  which  the
Departments  of Mathematical  Sciences   and Physics  are  both
involved  in  looking  for   introducing  new   interdisciplinary
methodologies  to  increase  students'  understanding  in  high
school  of  some selected topics  in which both Mathematics
and  Physics   give  a   contribution  in  the  construction  of
important  and mutually reinforcing basic concepts of the two
disciplines.

Keywords:  Higher  education,  Science  enrollment  trends,
Student  motivation,  Orienting, Continuous  learning,  Physics
laboratory,  Teaching  methods  and  strategies,  Professional
development.

1. INTRODUCTION

The  enrollment  in  Physics,  Mathematics  and  Chemistry  has
declined  dramatically  almost  everywhere  in  the  world  [1-5].
The interest of students in learning these disciplines decreases
and  consequently  the  results  achieved  in  schools  and

universities  are  disappointing. On  the  other  side,  the  goal  of
maintaining and increasing the number of motivated and talented
students  who  enroll  in  courses  scientific  degrees  is  crucial  in
order to achieve a knowledge-based economy more competitive
and dynamic capable of sustainable economic growth with more
and better jobs and greater social cohesion.

Italy  is  active  since  2005  with  a  large  and  detailed  plan  to
remedy this problem funded by the Ministry of Education and
Scientific  Research  [6].  The  main  purpose  is  to  provide
opportunity for students in the last years of high school to learn
about issues, problems and processes characteristic of scientific
knowledge,  also  in  relation  to  the  areas  of  labor  and  the
professions,  in  order  to  identify  specific  interests  and
requirements,  making  informed  and  suitable   choices  in
connection to their personal project. Another key objective is to
improve  the  disciplinary  and  interdisciplinary  knowledge  of
teachers  and  their  ability  to  interest  and  motivate  students  in
learning  science,  and  to  support  them  in pre-university
orientation process.

In paragraph 2, the enrollment trend in Italy is presented. Actions
for  inverting  this  trend  are  described  with  a  special  care  to
strategy and adopted methodologies.  In the next paragraph, the
case of southern Tuscany is  discussed in detail. Many designed
and realized  activities are reported.  In  particular,  a summer's
school for students is described. Its purpose is to orient students
towards physics and to improve teacher practice.

Figure 1: Enrollment in Italian universities before actions were
performed for inverting the negative trend [7]

Finally,  for  teacher  professional  development,  an  activity for
teachers of physics and mathematics on modeling is presented. A
brief  account  of  the  effect  of these  actions on the  enrollment
trend concludes this article.

2. ACTIONS FOR SCIENCE DEGREE IN ITALY

In recent decades it has been detected almost everywhere in the
world a consistent decrease in enrollment in basic sciences, i.e.

Chemistry Physics MathematicsChemistry Physics Mathematics

Chemistry Physics MathematicsChemistry Physics Mathematics
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Mathematics, Physics and Chemistry. The main consequence is
a decreasing of graduates in science disciplines.

The  situation  in  Italy  was  dramatic:  Figure  1  shows  that
enrollments in basic sciences are more than halved in few years.
Since  there  is  a  clear  association  between  economic
performance  and  the  numbers  of  engineers  and  scientists
produced by a society, the Ministry of Education and Scientific
Research promoted a wide project in order to reverse this trend.

Starting at the end of 2005, the project was named Scientific
Degree Project ( Progetto nazionale per le Lauree Scientifiche,
i.e. PLS) and was financed for four years. During this period
and at the end of the project, a large monitoring of all activities
was  realized  in  order  to  identify  what  actions  were  more
effective and incisive. In 2009 it  was launched the National
Plan  for  Science  Degree  (the  same  acronym remains:   PLS)
where some of the most effective methodological aspects were
emphasized in new guidelines.

Scientific Degree
Project

2006 - 2009

National Plan
for Science Degree

2010 - 2012

funds from
Ministry 8,5 M€ 4,8 M€

funds from
Universities 2,7 M€ 0,5 M€

Universities 33 42

Table 1: Financial support in Italy from 2006 to 2012 and
universities involved  in contrasting decreasing of scientific

vocations.

The  source  of  main  financial  support    for   both  actions  is
showed in Table 1, together with the participating universities.

Scientific Degree Project 2006 - 2009
The  project  stems  from  a  collaboration  of  the Ministry  of
Education and Scientific Research, the National Conference of
Deans of Science and Technology and Confindustria, the main
organisation  representing  Italian  manufacturing  and  services
companies,   and  was  designed  in  2004  with  the  initial
motivation to increase the number of students on degree courses
in Chemistry, Physics, Mathematics and Science of materials.

The  project  focused on  three  main  objectives  [6]:
 -  improving knowledge and awareness of  science degree in
secondary school,  offering students in  the  last  three  years of
school  to  participate  in  stimulating  and  engaging  laboratory
activities curricular and extra curricular;
 - starting  a  process  of  professional  development  of  science
teachers  in  service  in  the Secondary School  from joint  work
between  the  School  and  University  for  the  design,
implementation,  documentation  and  evaluation  of  the
laboratories mentioned above;
- promote  alignment  and  optimization  of  training  from the

University and the  University  School  for  the  working world,
strengthening and stimulating activities and training workshops
at  universities,  research  institutions,  public  and  private
companies engaged in Research and Development.

The action for student integrated witn training of teachers was
made  through  more  than  100  sub-projects  under  the
responsibility  of  local  referents,  located  in  33  universities,
became 38 in the last period, spread all over the country and

organized into four areas of national projects [7], as shown in
Figure 2.

Figure 2: Universities in the national project. For each
university the activated areas of the project are shown: materials

science, physics, mathematics and chemistry  (clockwise)

The main novelty compared to previous actions consists in using
the  same  organizational  model  coordinated  at  national  level,
introducing a new model of collaboration between universities
and secondary schools and the involvement of new actors in the
activity of connecting university – school.

Figure 3: Universities and schools involved in disciplinary
projects,  starting from smaller, science of materials, chemistry,

physics and  mathematics (clockwise)

Educational institutions involved  in disciplinary projects [7]. are
shown at the end of fist biennial period in Figure 3.

National Plan for Science Degree 2010 - 2012
The  plan  maintains  the  same  purposes  of  increasing  the
enrollment in science degrees to which is added the necessity to
revise  the  content  and  methods  of  teaching  and  learning  of
science  in  all  grades  of  school,  taking  into  account  the  new
national guidelines for  first  and second cycle contained in the
recent Italian reform of the educational system.

Strategy and methodologies: In order to achieve the
above purposes, the Plan pursuits  fundamental ideas that have
proved effective in trials 2005-2009 [6]:

- orientation does not conceive how a teaching path given to
student,  but  as  an  action  that  the  student  is  doing,  from
meaningful activities that allow to compare problems, issues and
ideas of science;

-  designing  the  training  of  teachers  in  service  by  involving
teachers  in  solving  concrete  problems,  developing design  and
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implementation  of  educational  activities  and  through
comparison with peers and experts;
- pursuing  and  achieving  at  the  same  time  the  student

orientation and training of teachers  through the planning and
joint  implementation  by  school  teachers  and  university
laboratories for students, thus developing also relations between
the school system and the University;

Furthermore,  a  new  idea  adds: connecting  consciously  the
activities  of  the  Plan  with  the  innovation  of  curricula  and
teaching methods adopted in  schools,  and other contents  and
methods of teacher training (initial and in-service), for the first
and second cycle.

In other words, the main road consists in considering laboratory
as a  method,  not  as a place,  students must  become the main
character  of  learning  and  joint  planning  by  teachers  and
university is a mandatory step.

More attention to laboratory  is required and different type of
laboratory PLS can be proposed:
 -  laboratories  which  approach  the  discipline  and  develop
vocations,
 -  self-assessment  laboratories  for  improving  the  standard
required by graduate courses,
  -  deepening laboratory for motivated and talented students.

3. ACTIONS IN SOUTHERN TUSCANY

During the last decade, the Department of Physics is active in
orienting students towards Physics and in teachers training in
Physics and Mathematics. Our activities are directed to students
and teachers living in  the provinces  of Arezzo,  Grosseto and
Siena, showed in Figure 4.

Figure 4: the area in Tuscany where Department of Physics
performs its activities of orienting and teacher professional

training and development.

Early activities
Since  2000,  the  Department  of  Physics  is  engaged  in  many
activities aimed at students and teachers of high schools, such as
initial teacher training in the Advanced School for Teaching in
Secondary  School  of  Tuscany  and  various  activities  for

orienting students  towards  Physics.  Furthermore,  an  advanced
courses for  teachers of Physics and Mathematics  was held. In
this course, teachers were engaged in designing learning paths
with a particular attention to relationship between physics and
mathematics. Physicists (E. Mariotti, V. Millucci, V. Montalbano,
S. Veronesi) and expert teachers (R. Benedetti, A. Porri, E. Papi)
worked  together  at  that  time  in  order  to  improve  teaching
strategy and methodologies in these disciplines..

Scientific Degree Project
The project started in Siena only for Physics in late 2005 with 11
school  involved, while the project for Chemistry began in 2007.
Physics  project  was  named Trying  and  trying  again for
remembering to everyone that main activities were focused on
laboratories  directly  performed  by students  or  teachers  in  the
case  of  professional  development.  Two  main  actions,
professional development for teachers and orientation to physics
for  students,  were  implemented  and  in  the  following  few
examples of both are given.

Advanced  course for professional development: We
continued  a previous experience by designing an annual course
for teachers titled Learning Paths in Physics and Mathematics:
Models, Experimental checks, Statistics. The course was active
in Siena from  2005/2006 to  2007/2008 and was  attended by
thirty teachers.

Updating  course for professional development: In
the last year of the project, we preferred to realize an updating
course for teachers in Arezzo at the local high school titled The
nature of light: from classical physics to quantum physics. In this
course,  17  teachers  were  enrolled  and  more  than  an  half  of
scheduled time was spent in physics laboratory.

Orienting  laboratory  for  classrooms: Didactic
laboratories of the  department  became available  for  entire
classes to perform some experiments in mechanics, optics and
electromagnetism,  after  a  joint  programming  activity  with
teachers, to support schools where there are no laboratories or
where  physical  experiences  can  be performed  by teachers  for
demonstrations  but  not  by  students  for  lack  of  space  and
resources. The activity took place at the department for schools
in the Siena sorrounding, while for the others,  activities at the
school were performed by using the equipment borrowed from
the department.

Laboratory of excellence: The laboratory is designed
for developing  and strengthening  the interest and curiosity in
the physics through paths in physics lab  (construction and/or
characterization of an experimental apparatus), not suitable for
teaching  in  the  classroom.  Teachers  identified  among  their
students a group of suitable work and proposed or chose between
our proposed project,  that includes realisation and, if possible,
the design of an experiment in elementary physics. Small groups
of  students  especially  motivated  worked  in  an  experimental
project coordinated by the teacher out of usual time for school.
The activity took place over a period of several months and can
also  be  concluded  with  the  presentation  of  results  in  the
classroom,  or  on  the  day of orientation  of  the  department  of
physics.

Pigelleto’s  summer  school  of  Physics: The
department took the opportunity of using the accommodation in
the  natural  reserve  of  Pigelleto  in  Piancastagnaio  on  Mount
Amiata,  thanks  to  financial  support  from  the  Provincial
Administration of Siena and the contribution of the Fondazione
Monte dei Paschi, to host a select group of students in third and
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fourth  classes.  The  short  training period  in  the  beginning  of
September  included  intensive  work  with  the  purpose  of
orientation  to  physics.  Laboratories,  problem  solving,  expert
seminars with the aim above all of intriguing, ask questions, be
fascinated by the discovery of nature and its laws.

Under the starry sky: This laboratory is addressed to
students  and  teachers  of  secondary  schools  of  the  first  and
second  cycle.  The primary goal  is  to  allow children  to  have
direct knowledge of the scientific method and its fundamental
aspects,  through  experiences  in  practical  astronomy:
observation, collection of data, its processing, the formulation
of  hypothesis  on  mathematical  models,  the  prediction  of
observable effects and their verification. All that is achieved  by
activities performed by night at the astronomical observatory of
the department.

Physics  Olympiads: A preparatory  course  for
preparing  interested  students  to  physics  olympics,  scholastic
competition, was held in two schools involved in the project.
The  department  hosted  the  provincial  selection  of
physics olimpiads.

Conferences  and  exhibitions: Conferences  on
physics  and  surroundings  realized  in  local  schools  to  arouse
curiosity  and  attract  attention  to  the  physics  and  PLS.  They
were  often  arranged  so  that  many  classes  can  be  present.
Exibitions  on  physics  topics  were  organized  in  the  area  and
young physicists guided students in descovering the activities.

Orientation  day  in  the  Department  of  Physics:
Teachers were invited to bring their class or part of them at the
openday for orientation. A full day in the department, starting
with some talk on research and the profession of physicist as
academic  or  freelance  scientist  in  industry.  In  the  afternoon,
students  were  guided  in  a  visit  in  didactic  and  research
laboratories.

National Plan for Science Degree
In the passage from project to plan many activities have been
maintained, particularly those which were already organized as
PLS  laboratories. The request of the Ministry was that, in the
first  two  years  of  the  plan,  every  local  headquarters  would
organize at least a laboratory of this kind.

The performed PLS laboratories grouped by type are shown in
Table 2. More information can be found, such as where they
were held and the origins of the students if different from the
place of execution,  responsible and main contributors in their
design  and  implementation.  It  is  important  to  underline  that
there  was  a complete sharing of responsibilities and working
with teachers. The schools inserted in the plan during these two
years have been 18.

PLS laboratories can be for entire class or for small groups of
students,  curricular  or  extracurricular,  realized  in  school
timetable or not. Every year, several hundreds of students and
many tenths of teachers are involved in one or more of such
laboratories.

The most successful laboratory is the Pigelleto's summer school
of Physics,  described  in details in the next sub-subheadings. In
2011, the Ministry asked to every Regional Scholastic Office to
select the best practice in their region for each disciplinary area
of  the  plan.  In  Tuscany,  the  best  practice  for  Physics  is
Pigelleto's summer school.

PLS LABORATORIES Responsible

Faculty
members and
expert teachers
involved in
designing and
implementation

Trying and trying again:
laboratories in classroom curricular

Measures of natural
radioactivity Quattrini* Montalbano

A learning path on heat in
vocational schools Montalbano

De Nicola*
Di Renzone*
Frati*

Physics in  winery Benedetti* Mariotti
Montalbano

Laboratories for
approaching the discipline
and developing vocations

extracurricular

Under the starry sky
Siena, Grosseto, Arezzo Millucci Marchini

Toys and physics
Arezzo Porri* Mariotti

Energy from wind
Siena Montalbano Valentini*

Di Renzone*

Deepening laboratory for
motivated and talented
students

extracurricular

Detection and measurement
of light curves of
astronomical images
Siena (from Grosseto)

Marchini Porri*
Millucci

Waves and energy
Siena (from Grosseto) Montalbano Di Renzone*

Frati*

A learning path on
spectroscopy
Siena (from Grosseto)

Mariotti Di Renzone*

Sound and surrounding
Siena (from Grosseto) Montalbano Di Renzone*

Frati*

Pigelleto’s Summer School
of Physics
selected like first best
practice 2011 for
PLS laboratories  in
Tuscany for physics area
(from all provinces)

Organizing
commetee extracurricular

Benedetti*
Mariotti
Montalbano
Porri*

Gargani*
Quattrini*

5-10 teachers
active in lab

Table 2: PLS laboratories implemented in National Plan for
Physics in southern Tuscany are presented grouped for type,

where stars indicate teachers.

Some interdisciplinary activities have been realized and a brief
description for each one is given in table 3. The most significant
interdisciplinary  experience,  in  my  opinion,  has  been  the
laboratory on modeling, whose legacy has been collected from a
up-dating course for teachers in which the issues were focused
on  learning  paths  in  which  the  teaching  of  mathematics  and
physics are strongly correlated and adapted to the demands of
the recent reform of Italian high school.
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Interdisciplinary Activities Responsible

Orienting laboratory of Science
Faculty: education and research

A. Donati
PLS Chemistry

Two-days full immersion stage for orienting students in
science degrees (collaboration with Chemistry and
Mathematics Plans)

Laboratory of Modeling E. Mariotti
PLS Physics

Workshop for teachers of physics and mathematics on
modeling, clarifying topics common to mathematics and
physics (collaboration with Mathematics Plans)

Master in Educational Innovation in
Physics and Orienting, University of
Udine

M. Michelini
(national)
PLS Physics Udine

V. Montalbano
(local)
PLS Physics Siena

Inter-university master for teachers in which 19 Universities
collaborate for giving courses in laboratory, often focused on a
laboratory performed in the National Plan for Science Degree

Teaching Mathematics and Physics in
reformed secondary school

M. A. Mariotti
PLS Mathematics

Updating Course for Teachers at School on adapting
mathematics and physics teaching in interdisciplinary
designed  learning paths for reformed vocational and high
schools (collaboration with Mathematics Plans)

Table 3: Interdisciplinary Activities implemented in National
Plan for Physics in southern Tuscany.

The  Pigelleto’s  Summer  School  of  Physics: The
summer school has reached the sixth edition and appears to be
the activity more interesting and enjoyable for students both for
form of organization that for contents.

Figure 5: Students perform an experiment on energy
transformation at Pigelleto's summer school.

Forty students from high school are selected to  attend at  full
immersion summer school of physics in the Pigelleto Natural
Reserve, on the south east side of Mount Amiata in the province
of Siena. The school begins usually in early of September and
last for four days. The 2011 edition was titled Thousand and
one  energy:  from sun  to  Fukushima, some  previous  editions
were Light, color, sky: how and why we see the world  ((2006),
Store,  convert,  save,  transfer,  measure  energy,  and  more…

(2007), The achievements of modern physics (2009), Exploring
the  physics  of  materials (2010).  Topics  are  chosen  so  that
students are involved in activities rarely pursued in high school,
relationship  with  society  are  outlined  and  discussed.  The
students are selected by their teachers in the network of schools
involved in the National Plan for Science Degree [8].

Figure 6: In the evening, the stars look down…and student are
watching them.

In  the  morning  lessons  are  proposed  in  which  the  necessary
background for the following activities in laboratory is given. In
the afternoon small groups of students from different schools and
classes are engaged in laboratories where are forced to take an
active role. All groups are supported by one or two teachers that
are available to discuss any idea.. Usually we propose different
laboratories  for  each group and the  task of  preparing a brief
presentation for other students is given  in order to share with
them  what  they  have  learned. After  dinner,  an  evening  of
astronomical observation of the sky is usually expected. If it is
cloudy, a problem solving evening is proposed.

Figure 7: A group of students present an experience on
mechanical and optical  properties of growing spheres

In  designing  summer  school  activities,  we  pay  attention  to
several aspects that can render more effective this action both for
teachers that for students. Let me give some example :
 -   the main topic is  related to  all  activities and must  be not
trivial;
 - when it is possible, laboratories are made with poor materials
or educational  devices provided by some schools in such way
that teachers can duplicate easily the lab in their school;
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 - almost all laboratories lead to at least  one measure and its
error valuation;
 - methodologies are discussed and selected with the teachers
involved in Physics Plan;
 - in order to have the best collaboration, students' groups are
inhomogeneous  and  formed  by  following  the  teachers
suggestions;
 -  usually  in  laboratory  an  expert  and  a  young  teacher  are
involved in order to improve teacher practise.

The  summer  school  is  a  full  interdisciplinary action  because
several different skills of students are engaged, such as physics
and mathematical ones, social behavior for collaborate actively
and efficiently with  other students, communicative ones for  a
good  transmission  of  information  between  groups  and  in
presentation for sharing  knowledge. Furthermore,   very often
the main topic is interdisciplinary from the very beginning, such
as materials science, or becomes so in discussing issues relevant
to society, for example in the case of energy sources or nuclear
energy.

Modeling Since  in  2009  also  the  Department  of
Mathematical Sciences of University of Siena launches its plan,
a  workshop  for  teachers  of  physics  and  mathematics  on
modeling was performed in collaboration with Physics Plan.

This  activity  is  inter-disciplinary  for  constructions  and  has
continued in an updating course for teachers in which selected
topics, named in the same way in both disciplines, are discussed
in order to design interdisciplinary learning paths. The purpose
is to  clarify these topics by using specific tools from physics
and  mathematics  and  to  outline  the  similarities  and  the
differences in both contexts.

We believe that this activity can be useful for students, which
can  acquire  a  more  profound  insight  on  some  fundamental
concepts, and for teacher professional development.

4.  CONCLUSIONS

The actions realized in these years in order to maintaining and
increasing the number of motivated and talented students who
enroll in courses scientific degrees in Italy are beginning to give
some result, as shown in figure 8.

Figure 8: Enrollment in Italian universities in basic sciences[7]

Furthermore, many teachers are interested in activities in which
new  interdisciplinary  methodologies  are  developed  for
increasing  students'  understanding  in  high  school  of  selected

topics  in  which  both  Mathematics  and  Physics  give  a
contribution  in  the  construction  of  important  and  mutually
reinforcing basic concepts of the two disciplines.

A goal achieved by the National Plan for Science Degree is that
a  network  of  schools  and  teachers has  established  and  it  is
permanently active in improving the teaching of sciences in high
school. A further result is that many teachers, even if forced by
the  recent  reform  of  the  secondary  school,  are  beginning  to
collaborate  actively  in  mathematics   and   physics  education
research.
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ABSTRACT

Service Oriented Architecture systems, despite 

the name, often do not include an intentional, 

overarching architecture.  This paper defines and 

describes a systematic, Model Based 

Engineering (MBE) approach for creating an 

optimal, mission-focused overarching 

architecture for systems or systems of systems 

with a Service Oriented Architecture (SOA) and 

developing services to realize them. 

Keywords: Service Oriented Architecture,

Model Based Engineering..

1. INTRODUCTION

A systematic MBE – Model Based Systems 

Engineering (MBSE) through Model Driven 

Software Development (MDSD) – approach for 

creating a mission-focused SOA and developing 

services to realize an optimal SOA at the system 

or system-of-systems (system is used throughout 

the rest of this paper to include system-of-

systems) level would result in architecture-

driven services rather than a services-driven 

architecture.  This paper focuses on software-

intensive systems where the primary disciplines 

are systems and software engineering, but the 

approach is extensible to systems involving other 

disciplines.  Deriving the architecture directly 

from customer needs would ensure that the 

services optimally supported the mission.  As 

discussed in Approach, a number of proven 

enablers are available, but need to be combined 

in a way that realizes and amplifies their 

potential. 

2. APPROACH

SOA is a de facto implementation for net-

centricity and the cloud for the Department of 

Defense (DoD) and federal civilian agencies in 

America.  SOA is often viewed as the 

architecture, not a way (style) to implement the 

architecture.  This view may lead to a services-

driven architecture rather than architecture-

driven services. The architecture is a key 

reference in determining the capability, 

granularity, and location of services, yet services 

are often developed without first having an 

overarching architecture for such reference.  

Ironically, there is often no “A” in “SOA.”  

This paper considers a spectrum of SOA 

approaches, with the market-based concept of 

SOA at one end and the internal enterprise SOA 

at the other.  The market-based concept of SOA 

depends on services that comply with open 

standards and the assumption that consumers will 

use a discovery service or service broker to find 

existing services that meet their needs, as 

specified in Service Level Agreements.  The 

consumer’s specific needs are assumed to be 

unknown to the service provider (or developer) 

and the provider unknown to the consumer.  The 

internal enterprise SOA consists of internally 

developed services or services obtained 

externally and tested for compliance with 

internal enterprise standards.

The nature of individual services often means 

they are coded in an ad hoc way.  Services are 

frequently written in isolation spatially and 

temporally, especially in the market-based 

approach, offering little or no opportunity to 

apply conventions for consistency across 

services solely through collaboration.  Even for 

internal enterprise SOA, completely new 

development of all services is unusual.  Partial or 
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complete legacy applications continue to operate 

as part of the system along with services 

(resulting in a SOA-based rather than a pure 

SOA system), some of which may be built with 

refactored legacy code.

Services may be developed by individuals or 

small firms that do not use MDSD tools or small 

groups within a large firm that hand code the 

services informally because development of an 

individual service does not warrant the firm’s

complex development processes.  In large firms, 

this reflects the lack of an internal enterprise 

environment with an overarching architecture 

within which the services could be developed as 

a large, formally managed project.  Large firms 

taking this informal, ad hoc approach are either 

using the market-based concept formally by 

requiring compliance with open standards or 

informally by not requiring such compliance.  

The result is code within the same system that 

reflects little standardization or systematic 

organization and architecture.

An overarching architecture serves as a reference 

for developing services in terms of their 

capability, granularity, and location.  Such an 

architecture provides the unifying guidance to 

systematically determine which capability is 

needed where and how much capability to 

include in each service. Such an architecture also 

serves as a means of capturing, communicating 

and transforming customer needs [see section 

??], whether in an internal enterprise 

environment or an external market-based 

environment.  Customer needs will drive, 

through use cases (use-case driven), the 

development of the architecture, which through 

Model Driven Software Development (MDSD), 

can be transformed into a running system.  The 

visual, animated models produced through 

MDSD serve as a means of communicating with 

the customer and other stakeholders through the 

entire lifecycle of the system.

In the market-based SOA environment 

contemplated by the Defense Information 

Systems Agency (DISA) of the DoD, the 

reference architecture is provided in terms of 

Grid Enterprise Services (GES) and open 

standards.  Developers must comply with both 

the GES and open standards.  Such compliance 

allows services to be developed in a consistent 

manner without knowing who all the consumers 

of a service are or how they may use the service, 

which may be as an element orchestrated with 

other services in an application.

In an internal enterprise environment, the 

enterprise can use the overarching architecture 

for its SOA applications to cover details of how 

services are developed beyond open standards, 

e.g., speed and reliability.  An inherently market-

based environment such as that created by DISA 

can also use the internal enterprise approach for 

mission critical services.  As mentioned above, 

enterprises that want to take advantage of the 

services available in the market-based 

environment as well as their primary internal 

SOA environment can do so by ensuring that 

their internal architecture requires services to 

comply with open standards.  The internal 

architecture would be one more standard with 

which services had to comply.  The enterprise’s 

governance program (e.g. The Open Group 

“SOA Governance Framework”) would ensure 

the compliance of both internally developed and 

externally acquired services. 

The Model Driven Architecture (MDA) 

specifications from the Object Management 

Group (OMG) provides guidance on how to 

develop a model driven architecture and 

implement it with services through the SoaML 

Profile, another OMG specification.  The 

approach proposed in this paper builds on the 

MDA-SoaML guidance by supplementing it with 

the following:

• A Service Identification and Selection 

Process (SISP)

• Use Case Realization and Development 

process

• Identification of Analysis Classes by 

Affinitizing Actions from use case sequences 

of actions

• SOA Foundation Reference Architecture

• Model driven code generation for the 

services
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3. A SERVICE IDENTIFICATION AND 

SELECTION PROCESS (SISP)

Determining useful services for a SOA is a 

complex tax.  Services must be identified, 

evaluated, categorized (e.g., processing, data 

management, security), and sized (granularity) in 

order to successfully implement a SOA.

• Identify candidate services

• Determine what services are needed to 

meet top-down requirements, e.g., from 

business domain analysis, new systems, 

or pursuits

• Determine what services are needed from 

a bottom-up view to support what is 

already being done by legacy 

applications and current services 

• Perform middle-out assessment to 

determine whether services are complete 

on the one hand (not enough services) or 

unnecessary on the other (too many 

services) in terms of whether they 

support organizational and mission goals 

– current, anticipated, or contingent).  

This is a validation of the top-down and 

bottom-up analysis.

• Evaluate services

• Business Characteristics 

• Must have business and/or 

operational benefit 

• Current

• Transitional

• Future

• Must have widespread usage 

(marketability) 

• Service Reusability (reusable 

across business organizations and 

enterprises) 

• Consumer indifferent because 

eventual users may be unknown 

at time of deploying service

• Ownership indifferent because 

consumers will not have the level 

of control that comes with

ownership

• Categorize services to aid in prioritizing them 

for selection.

• Determine the appropriate granularity
1

• Select services based on the priority 

determined from a combination of the above 

considerations.  Inter-category priorities need 

to be resolved based on considerations of 

cost, schedule, and interdependencies.  The 

granularity may need to be revised to lessen 

the interdependencies.

for 

each service, considering such things as the 

number of steps of a business process or the 

number of function points to include in a 

single service.

4. USE CASE REALIZATION AND

DEVELOPMENT PROCESS

This paper views a use case as the completed use 

case specification represented by any of the 

standard use case templates described in the 

literature and used with MDSD processes such as 

the Rational Unified Process.  The specification 

should be completed through the following steps:

• Identify use cases from the CONOPS or 

other high level description of the mission 

and input from subject matter experts (SMEs)

• Complete the specifications in the format of 

the use case template based on the available 

sources and continued input from SMEs

• Begin realizing the use cases by relating the 

use cases to each other (a high-level 

architecture) in use case diagrams within an 

MDSD tool

• Continue realizing use cases by transforming 

the textual flows of events in the use case 

specifications into activity diagrams (a 

standard diagram in the Unified Modeling 

Language [UML], another OMG 

specification)

• Continue the use case realization process by 

deriving any other UML or SoaML diagrams 

needed to fully describe the SOA system, 

including steps in the next section, 

1
Marks, Eric A. and Michael Bell. Service Oriented 

Architecture. Hoboken: John Wiley & Sons, 2006.
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Identification of Analysis Classes by 

Affinitizing Actions from Use Case 

Sequences of Actions

5. IDENTIFICATION OF ANALYSIS 

CLASSES BY AFFINITIZING ACTIONS 

FROM USE CASE SEQUENCES OF 

ACTIONS

The activity diagrams created during the Use 

Case Realization and Development Process form 

the basis of this next set of steps.

• Identify actions in the activity diagrams that 

have some degree of affinity, such as Post an 

Alert and Distribute Alerts

• Affinitive actions by creating Analysis 

Classes (high-level classes for decomposition 

into design-level classes) with 

responsibilities (to be decomposed into 

design-level operations) corresponding to 

actions with an affinity for each other

• Use the object (data) flows between actions 

to develop collaboration and class diagrams 

(UML diagrams) for the high-level data 

model (Data Information Viewpoint 1 or 2 in 

Version 2.0 of the DoD Architecture 

Framework)

• Complete the development of design classes 

and data classes for implementation using an 

MDSD tool environment

6.  SOA FOUNDATION 

REFERENCE ARCHITECTURE

The SOA Foundation Reference Architecture 

(SOAFRA) is based on the architecture of the 

DISA Enterprise Services.  The SOAFRA 

provides the infrastructure architectural 

components for the overarching architecture of a 

SOA system.

7.  MODEL DRIVEN CODE

GENERATION FOR THE SERVICES

When the overarching architecture is developed 

in an MDSD tool environment as described 

above, the tools will also generate the code for 

the services, ensuring that the code complies 

with the architecture.  During the lifecycle of 

the system, services can be modified or added at 

the model level rather than the software code 

level, maintaining the integrity of the 

architecture over time and greatly reducing 

development and maintenance costs.  The ad 

hoc nature of services, even when developed 

separately, will be avoided, both in terms of 

how they interact with other services (the 

architecture) and how the software code for the 

services is developed.

8.  CONCLUSIONS

The Model Based Engineering process described 

in this paper for developing SOA systems

provides the following benefits:

• An overarching, mission-focused, use-case 

driven architecture that derives from the 

problem space (CONOPS and customer 

needs)

• Analysis classes derived directly from the use 

cases that drove the architecture

• Services based on responsibilities for the 

analysis classes

• Responsibilities correspond to actions 

affinitized into analysis classes

• Assures that services reflect the 

overarching architecture

The resulting SOA system would consist of 

services that are tailored for the underlying 

architecture, which in turn captures the CONOPS 

and customer needs through use cases, rather 

than the bottom-up architecture that emerges 

from connecting otherwise unrelated services.  

The architecture will guide the capability, 

granularity and distribution of services, 

geographically, among servers, or in the cloud, 

implementing a system or system-of-systems 

with an optimal, mission-focused SOA.

Since the services themselves would be captured 

in a Platform Independent Model (PIM, part of 

the OMG MDA specification), they could readily 

evolve and be targeted for new platforms and 

technology, while not breaking the architecture.
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ABSTRACT 

 

Courses in computer science are often designed with a 
consideration of interesting topics and materials as well as with 
a significant amount of individual work. In order to encourage 
studies on complex exercises and projects, the aspects of 
competition and collaboration can be applied. Students are often 
motivated at the beginning of the course, but unfortunately their 
interest decreases as the semester continues.  In this paper we 
suggest a debt environment approach that keeps students in a 
continuous pace to meet deadlines, which effectively distributes 
motivation throughout the course. A study implementing the 
approach with other methodological aspects is provided in a 
bachelor computer science course. Students work in teams and 
also as individuals and compete for their final grade. Applied 
methodological aspects are discussed regards to students’ 
course evaluation. Evaluation of students’ feedback shows 
positive effect of the approach regards students’ motivation. As 
indicated in the feedback, our approach is significantly more 
motivating factor for students than competition. The approach 
can be applied as a complement to competitive and 
collaborative techniques to improve students’ motivation.  

 
Keywords: Competitive learning, Collaborative learning, Pace 
environment, Computer Science Education, Debt environment. 

 

1. INTRODUCTION 
 
Computer science experienced fast evolution in the last two 
decades. Many of it’s disciplines are relatively young and with a 
close relation to mathematics. The difference is that the 
knowledge, which students gained 5 years ago, may not seem 
sufficient enough nowadays.  Education in computer science 
should prepare experts in the field. They should learn to 
compete with each other in order to maintain and evolve their 
knowledge. The industry seeks for experts who, in addition to 
good technical knowledge, have the capability to build a team 
and compete with others. In addition, they need to manage pace 
environment, meet deadlines, handle stress, and use their time 
effectively. 

This paper aims to improve education for computer scientists 
and prepare them in order to be become experts in their field. 
Debt environment approach is presented as a complement to 

competition and collaboration. Students experience the need to 
meet deadlines and effectively use their time to avoid short-time 
debt, which may result in lower final grade or failure from the 
class. A case study employing such environment is provided in 
this paper. Evaluation of the study is concluded from students’ 
feedback. It is evident that students feel positive impact of the 
environment on their motivation. 

This paper is organized as follows. Section Related Work 
describes related research, such as competitive and 
collaborative learning, programming Olympiads and research in 
the area. Proposed environment is described in section Debt 
environment. Case Study section employs the debt environment 
in our course. The Study Evaluation discusses the students’ 
evaluation of the course. The last section concludes the paper. 

 

2. RELATED WORK 
 
Several researchers address improvements to education process. 
They focus mostly on students’ interaction, competition, 
collaboration and teamwork, students’ motivation and 
technological support. Their results and achievements are 
significant, but with the exception that the adoption of their 
results differs among various regions. For example, it is 
common for North American education system to have a strong 
competition among the students [7]. On the other hand in 
Central Europe the education focuses primarily on knowledge 
(content-driven) and on students as individuals [3].  

The way students interact with others and with the materials can 
be seen as communication patterns [7]. Teacher-student 
interaction is commonly used in courses but student-student 
interaction is often ignored. In fact, there are 3 patterns of 
student-student interaction: competition, individual work and 
cooperation. Competition [4] is a social process that takes place 
when rewards are given to people on the basis of their 
performances when compared to the performances of others 
doing the same task or participating in the same event. 
Competition interaction pattern can be seen as the key factor 
among student-student interaction [7], although under certain 
circumstances collaboration might be seen more productive. In 
fact, competition is often applied together with collaboration 
where student teams compete with each other [2]. The benefit 
that competition gives is seen in increased motivation in order 
to do better than others, self-confidence, larger workloads for 
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students, or simply a good preparation for future employment. 
This technique increases motivation for some, but not 
necessarily for others [13]. Motivation often relates to winners 
rather than losers [12]. That could on the other hand affect the 
results among the peers. 

Collaboration [4] is a social process through which performance 
is evaluated and rewarded in terms of the collective 
achievements of a group of people working together to reach a 
particular goal. Davis [5] states in his research that students who 
collaborate in a group seem to be more satisfied with their 
course as they feel more involved in their educational process. 
He suggests also that team collaboration should assign a role to 
each member. Cooperation with a large group may result in an 
inadequate separation of the assignments or imbalance in the 
workload among different members [13]. It is important that 
team members cooperate well, because it impacts the whole 
group. In order to indentify problems in cooperation, 
dysfunctional index (DFI) method can be used. This index is 
defined as the mean test score of the team divided by the 
standard deviation of team members’ test scores [6]. A team 
with a small DFI is likely to be dysfunctional. This allows the 
teacher to identify such a team and locate the issue.  Another 
way to avoid dysfunction [13] suggests that the teacher assign 
groups based on students’ availability to meet outside the class 
schedule. On the other hand Oakley et al. [11] see self-selection 
of members more effective as it does not cause interpersonal 
conflicts. Different approach to mitigate dysfunction of the 
cooperation is to build small teams. A small team has positive 
impact on individual accountability [7]. To encourage 
cooperation the teacher should reward students for the 
participation in a team [10]. Recognition for both to the 
individual member and to the whole team should be evident [2]. 
Team cooperation in a competitive business-like environment 
prepares students for professional employment [2]. “The team 
cooperation encourage each other to do the assigned work, and 
learn to work together regardless of ethnic backgrounds or 
whether they are male or female, bright or struggling, disabled 
or not” [7]. Collaborative learning suits well for problem 
solving and solving techniques [9], which for example is 
computer science. 

Both competition and collaboration techniques were 
successfully applied in the senior secondary school in the field 
of mathematics that was situated in Nigeria [8]. The results 
present the strategy of cooperative learning as more effective 
than competitive strategy. Furthermore, male students 
performed significantly better than female students in both 
learning strategies. Both techniques were also applied in 
bachelor class and the results were compared with the standard 
education [3]. From the research [3] students saw both 
competition and cooperation beneficial through motivation, 
concentration or increased attendance in voluntary lectures. 
Application of the techniques also supported active participation 
of students in the education process.  

The motivation for students is brought by competition as well as 
by collaboration. As next, additional factors to increase 
motivation should be applied. Students should always be 
rewarded for their good work. Furthermore, they should feel 
that they contribute to the education process, so that they can 
share their knowledge with the entire class, influence the topics, 
discussion or peer review others. In addition, motivation grows 
in pace environments.   

Another area besides educational institutions emerged 
impacting students’ skills and capabilities. This area focuses on 

competitions among schools. In these competitions the students 
compete with each other or within groups and in the end, the 
best results are rewarded. In the area of computer science, 
multiple countries organize Programming Olympiads [1], [15], 
[16]. Among them, the most known is the ACM International 
Collegiate Programming Contest (ICPC) [14]. In these 
competitions, students build teams and compete with other 
teams when solving small algorithmic problems. The team that 
solves the most problems within the shortest possible time is the 
winner. These competitions are very popular among the 
students. For example in ICPC, tens of thousands of students 
from around 2000 universities compete each year. In fact, these 
contests employ multiple techniques such as competition, 
collaboration, pace environment or problem solving. Student 
attendance in such contests shows that the techniques applied 
are successful and should be employed in educational system 
due to the fact that the students often invest their personal time 
to train and prepare for the competition to do better than others.  
In addition, students learn to solve programming problems on 
their own as part of a game, although their primary focus is not 
the education, but preparation for the competition. 

 

 

3. DEBT ENVIRONMENT 
 

In the previous section we introduced competition and 
collaboration techniques. These techniques work greatly for 
programming competitions and in education bring forward 
multiple benefits. There are additional factors that may 
influence the success of these techniques such as well-selected 
materials, topics, examples and assignments. Another influence 
is the size of the class. It is easy to motivate a small class, but 
hard to motivate a large class. In addition, we can often 
experience that students’ motivation decreases over time, 
mostly for large classes [13]. For example, students are greatly 
motivated the first month, but then they fall into a stereotype. 
Students who win competitions often keep up with motivation 
compared to the ones who are not doing well. As a result a 
certain subset of students loose their motivation and focus. 
Later in the course these students fail to deliver homework 
assignments and slow down the tempo of the rest. At the end of 
the course some of the students try to bring delayed work. 

In order to address the above issues we present a debt 
environment that distributes motivation throughout the 
semester, motivates students to submit their assignments on 
time and introduces fair reduction of the grade for students who 
do not deliver their work on time. This environment 
complements competitive and collaborative approaches and is 
suits well for large classes. 

The debt environment puts students or student groups into a role 
of profitable organization. This kind of an organization starts 
with no resources. Organization can gain capital by delivering 
assignments on time, passing the test, quizzes or submitting a 
project. The whole amount of the capital will be saved in a bank 
that holds the monopole and charges a large amount of capital 
for its services each month. The goal of every organization is to 
stay in positive balance and gain as much capital as necessary to 
survive the bank monthly charges. If an organization fails to pay 
charges, a loan is provided. A dept is placed on the 
organization, so that the loan doubles the forthcoming month. If 
the monthly loan is not covered the organization bankrupts.  
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Table 1. Imaginary dollars reward per assignment 
Task 
ID 

Task iDollars 
per task 

iDollars 
total 

Applies to 

a Presentation of a  
SW design pattern  

10 10 Team 

b Article on the  
SW design pattern 

10 10 Team 

c Architectural programs 4x3 12 Team 
d Architectural program 

documentation 
5 5 Team 

e A project applying  
SW patterns 

10 10 Team 

f SW Challenges  
(first solved wins) 

7x3 21 Team 

g Research paper  
discussion 

5x1 5 Individual 

h Tests/Exams  2x20 40 Individual 
 

The environment is complementing collaboration, as the 
organization can be a group of students. It also complements 
competition as the organization with the highest balance may 
gain the best grade. Each student (or a group) must properly 
manage his/her time and plan to deliver enough work in order to 
avoid debt. This also gives a student the benefit to make up 
poorly graded test or to plan his/her workload throughout the 
semester.  

 

4. CASE STUDY 
 

In order to evaluate our approach, we provide a study that 
employs competition, collaboration and other motivational 
techniques with debt environment. It is applied in a 6th semester 
eligible course of a bachelor degree. There were enrolled 36 
students in the course and out of all 32 passed the class. Course 
syllabus is designed in a way that the students work both 
individually and within a team. They solve tasks, assignments, 
projects and tests, which rewards them imaginary dollars 
(iDollars) instead of points. The final grading supports 
competition, the final grade is based on the total amount of 
iDollars in comparison with other students. Furthermore, each 
student has to earn at least 15 iDollars each month throughout 
the semester in order to cover bank service charges; this amount 
is deduced from his/her account. At the beginning of the 
semester students are given tasks that they can submit 
throughout the semester based on their strategy. Course tasks 
are described in Table 1. The only dates that are fixed are Tests 
(h), which take place in the middle and at the end of the course. 
Small programming challenges (f) applying current topics are 
sent once in two weeks and the first correct solution is rewarded 
with 3 iDollars, second with 2 and the third with 1. Discussion 
on research paper (g) follows every other week. Other tasks (a-
e) can be submitted at any time during the semester.  

In this study teamwork supports both collaboration and 
competition. Teams consist only of two members, which apply 
a team student-to-student interaction. Teams compete with each 
other in order to reach the highest amount of iDollars and to 
solve the most of the SW challenges (f), these are similar to the 
problems assigned in ICPC contests. Furthermore, it is up to a 
team to split or cooperate on tasks (a-f), to divide the load. 

Students take part of the education process as they present a 
design pattern (a) to the entire class and the others can influence 
their iDollars reward by direct feedback. This presentation 
broadens to student-to-many-student interaction with the 
feedback. Teams also learn to write a research article about the 
topic presented in the class (b) or to apply it in their project (e). 
A proceeding of submitted research papers (b) is published after 
the class that gives the students both reference and the first 
experience with publishing. The coursework contains a 
demonstration of architectural decisions with documentation (c-
d), where teacher-student interaction plays the primary role. 
Individual student approach is applied to the tests and 
discussions of the research paper. 

 

5. STUDY EVALUATION 
 

  After our study was applied and the grades distributed, we 
received students’ feedback on given techniques and tasks. 
Students who passed the course, and received a grade (Figure 
1), filled out a questionnaire, asking about their feelings toward 
specific techniques applied in the course, and particular tasks. 
Students could answer if a particular technique was useful, 
motivating for them or whether they liked a given task. Answers 
were in form of options and in form of short survey. Survey 
options were: “Certainly yes, rather yes, do not know, rather no, 
certainly no”.  

Figure 2 to Figure 6 show the response from the students on 
given aspects of the class. Graphs provide the amount of 
students divided by answer and grouped by the final grade. 
From responses can be seen that students rather like competition 
for the final grade, although they did not think that competition 
would increase their motivation level. Few students felt 
motivated by competition mostly because they were winners of 
SW challenges. Collaboration within a team was very well 
accepted, some students pointed out that it is better when the 
team is small rather than large, based on their experience from 
other classes. On the other hand, two students did not like team 
collaboration; the reason was an irresponsible team member. 
Students compared two motivation factors (Figure 5 and Figure 
6). They felt that the monthly charge and the possible debt 
motivated them to work more intensely throughout the semester 
rather than the competition. Not all students liked debt 
environment; these were the students who experienced a loan. 
Students accepted well the imaginary dollars in comparison to 
regular points. In comparison with the results of the competition 
and collaboration, the collaboration was better accepted. 

Particular tasks (a-h) from Table 1 are evaluated in Figure 7 to 
Figure 12. All tasks were well accepted. The most accepted was 
the contribution to student proceedings on SW design patterns. 
It could be understood that the students like to work on things 
that have a long-time value rather than shortly lived. There is 
almost no difference between a student attendance at practices 
and optional lectures, as shown in Figure 13 and Figure 14.  

It can be seen from the attendance that there is no significant 
impact on the final grade. What is the difference in motivation 
and task evaluation among students with different grades? 
Better-graded students like competition, and some of the best 
students also felt motivated by the competition. Better-graded 
students also like the imaginary dollars more than the others. 
Regards the tasks; worse-graded students seemed to like SW 
projects.  Better-graded students like to  influence  the education  
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Figure 1. Final grades distributed in the course                              

       

 
Figure 2. Do you think that iDollars are better than points? 

 

 

 
Figure 3. Did you like competition for the final grade? 

 

 
Figure 4. Did you like team collaboration? 

 
Figure 5. Did debt and monthly charges increase your 

motivation throughout the semester? 
 

 
Figure 6. Did competition increase your motivation 

throughout the semester? 
 

 
Figure 7. Did you like the option to influence education? (a) 
 

 
Figure 8. Did you like to contribute to student proceedings? 

(b) 
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Figure 9. Did you like team SW projects?  (c,d,e) 

 

 
Figure 10. Did you like small SW challenge competition? (f) 
 

 
Figure 11. Did you like to read research papers? (g) 

 

 
Figure 12. Did you like tests? (h) 

 
Figure 13. Participation at practices 

 

 
Figure 14. Participation at lectures 

 

and contribute with a presentation; they also like research 
papers and SW challenges.  Interesting is the feedback on tests, 
these are often not liked by students, but we must assume that a 
test in our environment is not understood as a verification of 
student knowledge, but as an opportunity to receive additional 
iDollars, which seems to be taken positively by students. 

6. CONCLUSION 
 

 This paper suggests a new method to increase motivation for 
students throughout the semester. It can complement 
competitive and collaborative learning and other approaches. 
The method suggests the use of imaginary dollars instead of 
points. These dollars are deposited in a bank that monthly 
deduces service charges. It pushes students to deliver work in 
fixed time frames in order to prevent low-balance and possible 
debt causing increased bank charges the forthcoming month. 
The method was applied in a 6th semester course in a bachelor 
program. The results from the students’ feedback show that this 
method motivates students more than competition. In our results 
competition seemed to be motivating small amount of students.  

Our future work will focus on the comparison of other 
motivational techniques with debt environment. As next, we 
may reduce the time interval between bank charges. The 
method should also be applied in different disciplines in order 
to receive its impact on different fields. It is possible that the 
method may not be successful for some disciplines, other 
cultures and on different goals. From our results, we believe 
that the method fits well to the area of problem solving, which 
applies to computer science. 
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Student-voted Multiple-round Elimination Team Projects
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ABSTRACT

We introduce a novel form of classroom environment
which offers the advantages of project-based classes,
which can scale to large sizes, while reducing instruc-
tor grading load dramatically. This form of classroom
environment functions well when students of differ-
ent disciplines are able to enroll in the same section
of this class, thus allowing the project teams to lever-
age off of the unique contributions that the different
students can offer, both as individuals and as repre-
sentatives of different disciplines. As such, this form
of classroom environment is ideal for testing theories
regarding how interdisciplinary interaction between
students should be taught and practiced within an ed-
ucational project context.

Keywords: Interdisciplinary, Team, Project, Educa-
tion, Collaborative Learning

1. INTRODUCTION

The approach described in this paper was used to
teach a game development class in which students
from various disciplines, including computing, graph-
ics, music, film, psychology, history, art, and others,
were encouraged to enroll. This paper will consist
mainly of a description of how the class was struc-
tured, along with some description of how the class
turned out, and what might be done differently the
next time this model of class is employed.

2. HOW THE CLASS WAS
STRUCTURED

Students each pitched a game concept to the class.
The class as a whole voted. Those with higher scores
had their concept survive, and those with lower scores
became available for selection as partners to work
with on the surviving game concepts. This process
repeated through several rounds of voting, elimina-
tion, and additional partner selection. The number
of rounds that students were on a game concept that
survived to the next round was the single largest part
(although not a majority) of their grade in the class.
Teams could voluntarily give up on their current
project effort, and let all of their members become
available for selection on the next round. Teams could
eliminate (”fire”) someone from their team, if every-
one else on the team agreed (or at least didn’t object).
Smaller teams got to select new members (”hire”) be-
fore larger teams, and higher-scoring teams got to hire
before lower-scoring teams of the same size.

This model addressed many contemporary issues.
It scales to larger class sizes (and certain phenom-
ena, such as small voting alliances, are rendered less
significant the larger the class size is). It does not
suffer the same scaling issues as large lecture classes
do. This model leverages student interest in game de-
velopment and reality television shows such as ”Sur-
vivor”, as well as the students’ knowledge and abil-
ity to evaluate and critique games (which they likely
already practice, as consumers of games, given their
interest in game development), but could be extended
to other classes involving production of media that
students typically consume (such as mobile or web
applications, social media content, etc.).
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3. CLASS ORGANIZATION
DETAILS

The grade breakdown was as follows:

• 30% Survival Rate (curved)

• 10% Class participation, as measured through
both quantity and quality of online contributions

• 10% Instructor Evaluation of Presentations

• 10% Evaluation of Presentations by surprise
guests

• 10% Peer Feedback

• 10% Peer Evaluation of Final Game Product

• 10% Instructor Evaluation of Final Game Prod-
uct

• 10% Presentations on Design Decisions

The survival rate was curved according to an expo-
nential curve. Specifically, the number of percent lost
was (2n − 1), up to the limit of 30%, where n was
the number of rounds that a student was fired or on a
losing team.

For non-computer games, provisioning of the phys-
ical materials was the responsibility of the students.
For computer games using platforms other than what
is available in the university laboratory environments
(which consisted mainly of PCs of various ages de-
pending on which lab), provisioning of the platforms
was the responsibility of the students.

The class met once a week for 2.5 hours. Here is a
rough description of the weeks:

1. Overview of the class

2. Voting round on initial game concepts

3. Hiring round

4. Voting round

5. Hiring round

6. Voting round

7. Hiring round

8. Presentations about what they will accomplish in
the next three weeks

9. Guest critique

10. Spring break

11. Voting round - and what they said they would
accomplish is displayed while voting to compare
with what they are able to present

12. Hiring round

13. Guest critique

14. Lecture/workshop 1

15. Lecture/workshop 2

16. Playing the final games 1

17. Playing the final games 2

18. Playing the final games 3

Semesters at this institution are generally regarded
as 14 week semesters, since most class days will oc-
cur 14 times, however, classes that meet on Wednes-
day meet 15 times (since many holidays are extended
weekends, this explains why Wednesday class days
meet more than days that are closer to the weekend).

The above crude schedule looks like the class ran
for 18 weeks. This is because of the combination
of a variety of different factors: (1) two of those
weeks occur during the final exam time period, (2)
one week occurs during spring break, (3) the class
met on Wednesdays, thus providing an extra day.

During a “hiring round” class day, class typically
had three parts:

• the students that were “available for hire” all
gave short “why you should hire me” job pitches

• an open period of time that resembled a “job
fair” whereby teams that were hiring could have
one-on-one interviews with those that were up-
for-hire

• the selection of who to hire by those teams that
were hiring, in order by size first (smallest to
largest), and then within each size category, by
the score that was obtained during the voting
round (highest score to lowest)
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During the “playing the final games” time periods,
class was broken into three different segments, and
each segment was dedicated to playing one game.
There were 9 surviving games after all of the elimi-
nation/voting rounds.

Given what was observed during the presentations,
the lecture/workshop classes were tailored to what
that particular class appeared to have been lacking,
and were presented in such a way that the resulting
knowledge could be immediately applied to make the
students’ final product better.

There were tedious rules in place (which will not
be repeated here) that covered what would happen if
no member of a team that was hiring was present to
do hiring - a default hire was assigned to them, one
which was calculated to be the worst choice based on
past performance.

4. RESULTS

The general concept seems to have worked. The in-
structor was pleased with the quality of the final prod-
ucts, and most of the students seemed to get the con-
cept and contribute well, despite having their egos
bruised in the process of the elimination rounds.

The default hiring provision came into place reg-
ularly during the first few weeks as students came
to learn the hard way that attendance was important.
While it was expected, it occurred far more than orig-
inally anticipated.

All of the provisions anticipated occurred: there
were hirings, there were firings, and there were teams
that voluntarily dissolved themselves.

Unexpected within the experience of teaching the
class, was the desire of some students to “quit” or
otherwise “leave” a team. No inquiry was done into
the reasons for this, but reasonable speculation would
involve lack of belief in the ability of the rest of the
team to deliver a completed product, since ten percent
of the grade was the entire class’s evaluation of the fi-
nal game product, and ten percent of the grade was
the instructor’s evaluation of the final game product.

The chief impediment that the instructor noticed
within the formation and maintenance of the teams
within the class was that of labor imbalance. Specifi-
cally, each discipline seemed to think that its own had
the most work, and so programmers tended to hire

programmers, artists tended to hire artists, and so on
(note that programmers weren’t technically necessary
since the types of games that could be developed were
broad enough to include board games and card games
and such).

5. FUTURE VARIATIONS

To address the issue of labor imbalance, the following
plan has been devised:

1. Identify the typical roles within these teams
(which may vary from real-world roles due to
the fact that these are students).

2. At the beginning of class, students must declare
which roles they believe they can satisfy.

3. Prior to hiring, teams must specify which role
they want to satisfy, and it must be a role that
they have not yet satisfied.

4. In hiring, teams can only hire those that would
satisfy the role that they are hiring.

To address the issue of students wishing to quit a
team, the following protocol has been devised:

Between a class period with voting and a class pe-
riod with hiring, quitting may occur. Between a class
period with hiring and a class period with voting, fir-
ing may occur. This precludes any confusion regard-
ing which is which, and ensures that the presentations
given during the voting round do not have the demor-
alizing effect of someone having just quit just prior to
the giving of the presentation.

6. GUIDELINES FOR
APPLICATION

This only works for classes that involve long, ongo-
ing, team projects.

The project should be structured so as to allow
teams to be able to absorb a new member effectively
in a way that increases productivity - this works for
something like a game in which there are various roles
and one can always do more testing, but for writing a
paper, this may be less appropriate due to clashing
abilities to write/proofread/edit/critique.
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This only works for classes in which the class it-
self as a whole can be held to be a good grader of the
presentations through a cultural understanding that
would equate the student demographic of the class
with being the primary consumers of the type of prod-
uct produced by the teams. The larger the class the
better, for these purposes.

While it isn’t necessary that this be an interdisci-
plinary class, such an environment helps reinforce the
idea that every student has a role that they can con-
tribute and helps with the structuring of teams so as
to be able to incorporate new members as the class
progresses. Keep in mind the general principle is to
honor the following goals:

• ensure a quality product is produced

• channel the students’ egos, both individual and
collective, into working on that product.

• set up hiring/elimination in such a way that the
instructor designs the mechanism, and the stu-
dents carry it out, so as to avoid having the stu-
dents place any blame for decisions on the in-
structor

7. RESEARCH DIRECTIONS

In attempting to think of the structure of this class in a
larger pedagogical framework, a reasonable analogue
that comes to mind, from the realm of critical game
theory, is that of the narratology versus ludology de-
bate. In narratological terms, games are to be seen
as consisting primarily of a story, which makes them
amenable to the same sort of analysis as other media
that tell a story, such as film, literature, and so on. In
ludological terms, games are to be seen as consisting
primarily of play and the elements of play (ludic ele-
ments), and as such, a focus on the elements that con-
tribute to the interactive feedback loop that facilitates
play becomes central.

This student-voted multiple-round elimination
team projects approach can be seen as modeling that
ludological approach, since there is no predefined
story for the students to progress through, and they
could potentially have such wildly divergent stories as
having their original concept survive until the end ver-
sus consistently being hired by losing teams through-

out the semester, and thus is clearly not narratological
in nature. The feedback loop of present, vote, elim-
inate teams, hire from the eliminated teams, and re-
peat, provides a clearly ludic function throughout the
duration of the class.

In the future, I expect to research and further
develop a more thoroughly articulated ludologi-
cally informed pedagogical viewpoint that should be
amenable to application in ways other than the spe-
cific form that can be found in the central focus of
this paper.

I also expect to gain additional experience on the
application of the approach presented here, and to re-
port on that in future research.
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ABSTRACT 

 

The Federal University of ABC (UFABC) was established in 

2005 with an innovative educational project, founded on 

principles such as interdisciplinarity, autonomy in the learning 

process, student mobility and technology development, among 

others. In August 2006, approximately one hundred PhD 

researches were hired with a wide range of disciplines and 

course projects to be developed and to be started in a month. 

This study intends to investigate the experience of these 

researches professors during the first five (05) years of activity 

in UFABC, how they interpret the guiding principles and the 

concepts outlined in the theoretical and structural design of the 

institution. The verification of these points is very pertinent at 

this moment because it can collaborate with the decision about 

the future courses to be held and/or modified in the institution, 

as well as contribute to the discussion and suggestion of points 

that can be adopted by other institutions all over the country 

wishing to adopt similar educational projects. 

 

Keywords: Interdisciplinary, UFABC, Higher Education, 

Teaching 

 

 

INTRODUCTION 

 

Modern science and all knowledge produced in the 

twentieth century were marked by the belief that reducing the 

complex problems into simple objects allows a more objective 

and practice knowledge. Its influence can be easily noticed in 

the main concept on the history of science, which is the 

conviction that a finite set of elements and the analysis of each 

one of these enables the understanding of the whole (POMBO, 

2004). 

This knowledge process has a great historical 

relationship with the way that universities have been organized 

during the last centuries (MULHOLLAND, 2007). Almost all 

of them have been attended by departments focused on different 

disciplines and specialities. This practice has served largely to 

scientific progress observed in sec XX, mostly because the 

separation in areas allowed more precise delimitation of the 

research object and their further and rigorous analysis, reducing 

the number of methodologies and techniques required to be a 

specialist researcher in whichever field (POMBO, 2004).  

In this view, it is truthful that specialization has possible 

many important scientific discoveries, like the cure of a great 

number of diseases, amazing technologies, medicine machines 

and others. 

However, the sec XXI is marked by increasingly 

complex issues and challenges. The social scene is 

characterized by the advance of information technologies, the 

growth of corporations, and a life grounded in consumption, 

what promotes the massive use of natural resource and the 

increase of poverty and social inequality. 

The emergence of nanotechnology and genetic 

engineering are also important examples, as they bring new and 

challenging questions, whose answers will require an equally 

complex approach. The ability to create new substances and 

materials through nanotechnology and/or genetic engineering 

brings us new realities, enabling actions on plants, animals and 

humans to modify features in scale never expected before 

(REYNAULT, 2011). 

Ready to act to these new needs, there is a large 

movement worldwide to revisit models in their higher 

education. Different solutions are being attempted, but all of 

them with the same purpose, to adapt urgently the researches 

and education to new times (BEVILACQUA, 2011).  

In Europe, for example, university education system has 

been widely discussed by the political authorities of the 

European Union. In 1999, European ministers of education 

signed one international treaty, known as the Bologna 

Declaration, where they bring the proposal to form a "European 

Higher Education system". The document is the basis of 

formation of a single system that equalizes university education 

among all signatory countries. The main objectives are 

promoting mobility to teachers and student between institutions 

and countries and encourage interdisciplinary research and 

high-level training to their citizens. 

In 2006, the Faculty of Arts and Sciences at Harvard 

published a document with the studies and proposals for a 

curriculum review of his "College”. As part of this review, was 

launched in 2007 a new General Education program for the 

institution that aims to meet the educational needs of the 

students with the new needs of the twenty-first century.  

The university proposed a re-viewed of the curriculum 

around eight themes, avoiding the classical disciplines used in 

antique knowledge partition. These axes are called: Aesthetic 
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and interpretive understanding, Culture and faith, Empirical 

reasoning, Ethical reasoning, Science of living systems, Science 

of the physical universe, Societies of the world and, the United 

States in the world. 

The purpose of the new division is to develop in 

students the ability to interpret cultural artifacts, to participate in 

political processes, to deal with the implications of 

technological change, interacting with people from diverse 

backgrounds to evaluate the various claims made in scientific 

discourse, deal with ethical dilemmas in their personal and 

professional lives, and make connections between the material 

covered in the classroom and everyday life (HARVARD 

UNIVERSITY, 2006). 

In the U.S., it is possible to found other examples of 

university programs that are aware with the twenty-first century 

demands. This is the case at UC-MERCED, which started in 

2005 in California. His academic structure has a very innovative 

profile, being organized in three major centers: the School of 

Engineering, College of Natural Science and the Faculty of 

Social Sciences, Humanities and Arts. The university focuses 

on research for the twenty-first century and seeks to 

interdisciplinarity as a mean to promote cutting-edge thinking 

and knowledge creation. 

Regarding the Brazilian example, it is worth mentioning 

the creation of the Federal University of ABC - UFABC in 

2005. The university was designed with the challenge of 

developing science and technology appropriating the knowledge 

in a more constructive, humane, and interdisciplinarity as the 

linchpin of their pedagogical project (UNIVERSITY OF ABC, 

2005). According to Bevilacqua (2011), an author of the 

UFABC pedagogical project, emphasizes on the encouragement 

of creativity, scientific discovery, technological invention and 

well-founded criticism are the important points to be achieved.  

Like Harvard, the proposal sought to develop an 

interdisciplinary academic structure organized into topics, such 

as the Structure of Matter, Energy, Communication and 

Information, Process Transformation, Representation and 

Simulation, Humanities and Social Sciences, not axes classics 

such as Physics, Chemistry, Biology and Mathematics that 

promote the continuity of a division that no longer exists 

(BEVILACQUA, 2011).  

The project proposes to work with a flexible and open 

structure, unlike the departmental structure that characterizes 

the traditional institutions. Like no other university in Brazil, 

instead of departments the university was structured in three 

major centers: one for the Engineering and Applied Social 

Sciences, another for the Natural Sciences and Humanities and 

one for Mathematics, Computing and Cognition. The 

organization of academic and administrative centers, somehow, 

"portrays the actions to discover, systematize and make up that 

comprises, in overview, the present set of activities in university 

life" (UNIVERSITY OF ABC, 2005). 

Being the first university in the country to adopt a 

completely new teaching model, the UFABC cannot rely on any 

previous experience, and therefore with no methodology 

traveled or tested. Therefore, experience becomes even more 

challenging in its two major source responsibilities. The first is 

the trying of something new, different and unknown. The 

second responsibility lies in the influence that this model may 

have to the reform of the Brazilian university. In other words, 

the UFABC may serve as north to other higher education 

institutions in Brazil.  

Interdisciplinarity and the case of UFABC 

 

According to Bevilacqua (2011), UFABC is new and 

free from defects of classical structures, and the construction of 

their academic project was hindered to accommodate new 

initiatives. 

We can see in their pedagogical project a significant 

concern in translating some of the main obstacles, as discussed 

by renowned authors on the subject, for the concretization of 

interdisciplinarity. 

Among the work entitled "Integration and 

Interdisciplinary Teaching in Brazil: Effectiveness and 

Ideology," Fazenda (2002) makes an important survey of the 

major obstacles founded to the realization of interdisciplinary 

teaching. Among them, the author points out the 

epistemological, institutional, socio-psychological and cultural 

obstacles. 

With respect to epistemological obstacles, Japiassu 

(1976) highlights the fact that during the PhD formation, the 

research professor becomes trapped in his own specialty, getting 

hooked by the details, losing the notion of unity. To illustrate 

what this means, Japiassu argue that Binet admits "intelligence 

is what I measure with my tests" (p.94). Given this placement, 

Japiassu warns that the only detail was overlooked by the 

psychologist to ask what intelligence really means. 

Complementing this vision, Fazenda (2002) notes that "the very 

fact of reality have many and varied facets, is no longer possible 

to look at it under a single angle, through a single discipline" 

(p.52). Thus, the interdisciplinary approach emerges as 

complementary and necessary in dealing with this reality. 

According to this perspective, the committee who 

designed the structure of academic UFABC was convinced that 

one of the ways to overcome the discontinuities of the 

accelerated advance of scientific knowledge was to change the 

traditional paradigm of separation of knowledge 

(BEVILACQUA, 2011). So was decided to design a new 

curriculum with a thematic division instead of the traditional 

division, according to the axes of classical physics, biology, 

chemistry, mathematics, etc. This new division, according to 

Bevilacqua (2011), brings with it the induction of 

interdisciplinary cooperation of professionals from different 

fields, since knowledge was reorganized into thematic fields 

rather than disciplinary axes, as is usually done. 

 Alongside the epistemological obstacles are 

institutional obstacles. These are characterized, in turn, by the 

usual rigidity with which the institutions are organized. In this 

regard, Fazenda (2002) points out that each course, hoping to 

preserve their "status", seeks to maintain its power against the 

other. Then, each course creates its own language and thus end 

up cutting off communication with everything else. Japiassu 

(1976) names this phenomenon as a kind of epistemological 

capitalism, in which there is a hoarding of knowledge. This fact 

can be easily seen in departmental structures universities. In 

there, they form veritable islands of pooling, catching each 

other real wars for space, funding and power. 

Attentive to this issue, the departmental barriers were 

ignored by the committee who structured the UFABC. There 

are no departments in the institution, but three major centers: 

Center for Nature and Humanity Sciences, Center for 

Mathematics, Computing and Cognition and Centre for 
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Engineering and Social Sciences. These centers are distributed 

over different areas of teaching, thus the chemical shares the 

same space with the biologist, physicist, philosopher, engineer, 

mathematician, social scientist, etc. "The centers portray the 

actions to discover, systematize and make up that comprises, in 

overview, the present set of activities in university life" 

(PEDAGOGICAL UFABC PROJECT, 2005). 

The committee responsible for the project notes that the 

elimination of departments is a breakthrough that allows a 

constant interaction between students and teachers to perform a 

work directed to interdisciplinary training. Although they know 

that the "institutional structure alone does not ensure the desired 

integration of knowledge, but the idea is that it induces and 

facilitates interdisciplinary, promoting systemic and, through 

them, the appropriation of knowledge by society, without 

weakening of strict disciplinary culture "(PEDAGOGICAL 

UFABC PROJECT, 2005). 

Although structural change is not sufficient for effective 

interdisciplinary, one must recognize that the measure increases 

to a great extent the opportunities of meeting and dialogue 

between these professionals from different areas with teachers 

and students, since it breaks with the enclosure of knowledge 

and the professional isolation of a single area, characteristic of 

the departmental structure. 

More challenging than changing the physical structures 

of an institution is to transform the mental structures. Thus, the 

socio-psychological and cultural obstacles become major 

barriers to be overcome for the realization of interdisciplinarity. 

According to Fazenda (2002), is generally a bias to adhere to 

interdisciplinarity, which is always regarded as something 

superficial. For the author, there are several causes that can 

grounds this attitude, among them the lack of the real meaning 

of the interdisciplinary project, the lack of specific training for 

this type of work and accommodation and conference staff. 

In addition, participants must learn to deal with a new 

requirement of interdisciplinary work, the question of 

anonymity. Treasury warns that requires an interdisciplinary 

project participants, as with any change, a new overload of work 

and dedication. However, the personal prestige cancel each 

other out in front of a larger goal. Thus, the professional is 

canceled before a project is not intended to give "status", space, 

power or prestige to a single area of knowledge or a single 

department. The commitment of an interdisciplinary project is 

to guide the human intelligence against a particular issue, 

regardless of which area is. Thus, Fazenda (2002) emphasizes 

an interdisciplinary project requires the participants a certain 

amount of humility, openness and curiosity as fundamental 

characteristics. It also emphasizes that the aim is to join a team 

of experts, but they depart in search of a common language in 

addressing the problems of society. 

Regarding the socio-psychological barriers, Japiassu 

(1976) states that the model of fragmentation of knowledge is 

encouraged, as it serves to divide and rule expert. Insofar as the 

specialty grows, the will to power and domination of the expert, 

thus forming a barrier to interdisciplinary cooperation. 

Likewise, Japiassu occurs with culture obstacles. "Each 

specialist becomes an ivory tower, whose entrance is forbidden 

to the uninitiated" (p.96). 

Associated with this obstacle, we also have difficulty 

with training. The professionals of the twentieth century, as well 

as teachers, were formed in a structure marked by the paradigm 

of modern science, where the construction of knowledge 

occurred through the fragmentation of objects. Thus, the 

introduction of interdisciplinarity can be performed by persons 

who received a non interdisciplinarity training. This means a 

great pedagogical challenge for an institution that wishes to 

effect the interaction between the different areas. 

Concerning the pedagogical relationship in a 

multidisciplinary project, Fazenda (2002) emphasizes the need 

for change in the relationship between teachers and students. 

For the author, it is necessary to overcome the pedagogical 

relationship based upon transmission of knowledge in a 

particular discipline, to a teaching relationship based on 

dialogue, where a position is the position of all. “Accordingly, 

the teacher becomes active, the critic, the entertainer par 

excellence” (p.56). 

Faces to those aspects, some questions are quite relevant 

for the assessment of the project. Among them are: how the 

adoption of interdisciplinarity is occurring in the practice of 

teachers working in the UFABC? It is indeed found in practice 

or is just in the speech? The organization in centers has fostered 

interdisciplinary works?  

The search for these answers led to this research, still in 

progress, whose objective is to investigate how teachers 

perceive the UFABC interdisciplinarity in teaching and in 

research. 

 

 

THE RESEARCH METHODOLOGY 

 

This research is a qualitative research because it focused 

in investigate the researches perceptions about the 

interdisciplinary and practice within a particular context, the 

UFABC, trying to understand how the phenomenon occurs in 

this context. It is an interpretative analysis. 

The main activity involves carrying out semi-structured 

interviews with faculty members of the first group of teachers 

hired by the university. The selection of respondents was 

randomly selected among three different centers of the 

university, regardless of the training area. 

Interview scripts were defined with a set of issues 

common to all respondents. The questions referred to three 

main focuses: personal process of adaptation at the university, 

vision about teaching and learning process and about researches 

projects. The material obtained was transcribed and used for 

analysis seeking to produce inferences that allow discussing and 

understanding the design of these teachers. 

 

PRELIMINARY RESULTS 

 

Despite the work still in progress, the material already 

obtained allows some observations. The first is the complexity 

that represents the implementation of a university based on an 

innovative structure, especially considering the aspect of 

conducting interdisciplinary work. This difficulty is by several 

factors. Initially, can be notice that the main obstacle is the lack 

of a common comprehension about an interdisciplinary teaching 

and research work. This aspect can observed in the statements 

below: 
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“Well, I knew about the UFABC proposal before 

making the call, I just did not know I had no idea it was 

interdisciplinary. I thought I knew what it was; I came by the 

proposal, found it interesting. When we actually started here in 

August 2006, we realized that in fact we did not know what it 

was interdisciplinary”. 

“The negative aspects or difficulties I would say are 

basically the following. First we do not have nowhere near a 

minimal understanding of what is interdisciplinarity, I'd go a 

little further, I'm not really sure what I'll say, but I would 

venture to say that UFABC is not yet a university 

interdisciplinary today it is multidisciplinary” 

 

With respect to research, there are teachers who were 

able to establish collaborations with teachers from different 

areas and are very happy for that. However, there are researches 

who have failed to establish an effective dialogue for this 

occurrence: 

“The centers are interdisciplinary, I'm here, I'm an 

engineering center, modeling and applied social sciences, ok. 

Now you ask me in my research that I have the presence of 

content engineering, modeling or applied social sciences, 

none”. 

“In relation to research what we call 

interdisciplinarity has worked very well in terms of 

infrastructure, laboratories, equipment, and the contact with 

other researchers is excellent”. 

 

Regarding the structure of centers and no 

departments, some teachers argue that this division actually 

improves communication and collaboration between them. 

However, some interviewed reports a lack of interaction due to 

the difficulty that someone have to transpose their area of 

knowledge and not believe in the need for interdisciplinarity. 

Other difficulties mentioned by most respondents are 

directed to issue administrative centers. The center has a 

number of researches and more than one department, and 

several different areas compete in a single center. This fact has 

some implications as the formation of blocks of teachers in the 

same area to claim money, space allocation and teaching. 

 

FINAL THOUGHTS 

 

The UFABC is the first university in Brazil created 

with an innovative educational project willing to overcome the 

traditional model of higher education in Brazil. The preliminary 

results seem to indicate that interdisciplinary work is still 

limited. Yet, there is a design for a common understanding of 

what this practice. 

With the results in this work we hope to contribute to 

a understanding of the UFABC experience and contribute for 

future reforms in higher education in Brazilian system. 
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ABSTRACT 
 
Our goal is to call teachers’ attention to the need for self-
renewal, challenging them to consider it a necessary 
approach to innovating interdisciplinary education.  Our 
prescription for sustained self-renewal:  Each teacher 
assembles a gallery of intellectual heroes — gifted and 
articulate thinkers — to serve as their own life-long 
teachers.  In this paper, we share our experience teaching 
a “skills course” to interdisciplinary graduate students in 
Purdue University’s Center on Aging and the Life 
Course.  The course, entitled “To See and To Seize 
Opportunities”, exposes scientists-in-training to an array 
of skills and attitudes that foster peak performance and 
self-renewal.  Leading educators must work hard to 
create better opportunities for self-renewal.                   
By envisioning even our best teachers as unfinished and 
under construction, we open up a new dialogue situating 
the self-renewal of teachers at the very core of 
educational excellence across a broad range of 
disciplines.  To innovate interdisciplinary education, we 
believe it is time for a curricular re-think, emphasizing 
the importance of a transdisciplinary skills course in 
which students and their teachers can explore 
transformative ideas on personal development and self-
renewal — in the classroom together. 
 
Keywords: personal skills, learning attitudes, peak 
performance, leadership, heroes, self-renewal, 
interdisciplinary education. 
 
 
Good teachers instruct students on how to function in the 
world.  Great teachers show students how they can 
transform it.  By seeing education as a dynamic and 

transformative process, great teachers grow to recognize 
their own unfinishedness.  Their philosophies and 
methods are in a state of both permanence and flux.  The 
nameplate outside their door reads “Under Construction.”  
They are experts, yet open to change.   
 
Disciplinary education journals publish perspectives on 
great teaching written by award-winning educators who 
share wide-ranging insights on achieving excellence in 
the classroom, offering innovative ways to inspire active 
learning.  To these thoughtful recipes for educational 
success, we would add another key ingredient — the 
teacher’s process of self-renewal.  Where does the 
teacher turn for self-renewal?  What skills and attitudes 
prime the teacher for continued high performance, to 
navigate the ever-changing territory that is the teaching-
learning space?  What keeps teachers from becoming 
closed-minded, from slipping into the ruts of their own 
expertise?  Both teachers and administrators recognize 
the immense importance of self-renewal [1].  Yet few 
opportunities for the self-renewal of teachers are built 
into the educational system.   
 
This paper is a call for teachers to take action — to 
innovate the education process by reaching their highest 
potential through self-renewal.  We seek to call teachers’ 
attention to the need for self-renewal, challenging them to 
consider it a necessary approach to innovating 
interdisciplinary education.  We have proposed a schema 
for self-renewal that we believe can assist even the most 
accomplished teachers with their unfinishedness [2].   
Our prescription for sustained self-renewal:  Each teacher 
assembles their own personalized, hand-picked gallery of 
intellectual heroes — gifted and articulate thinkers — 
who in turn serve as their life-long teachers.  The 
approach has an appealing rationale.  If we as teachers 
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can spend a bit more time thinking about our own 
thinking, then we will begin to see our own teaching 
philosophy from new angles, both analytical and creative.  
By investing in our own self-renewal, we are putting 
students first — harnessing new energy, gaining fresh 
insights into structuring the kinds of educational 
experiences that will nurture the skills and attitudes that 
can enable each student to go beyond knowledge to 
expertise.   
 
In Purdue University’s Center on Aging and the Life 
Course, an interdisciplinary unit fostering both research 
and education, we are promoting the value of tethering 
oneself to intellectual heroes.  By assembling your own 
personalized gallery of intellectual heroes, you gain 
greatly by becoming both teacher and student.  You 
direct your attention toward rapidly expanding your skills 
of reading and listening — the art of being taught [3].  
This activity fosters personal growth, shaping new 
understandings that enable teachers to perform at the  
highest level. 
 
We posit that progress, whether in the public domain of 
scientific knowledge or the private domain of personal 
thought, is benchmarked not by the results, but rather by 
the questions we ask [4].  A commitment to question 
making is a prized product of the “skills course” offered 
to our interdisciplinary graduate students in Purdue’s 
Center on Aging and the Life Course.  The course, 
entitled “To See and To Seize Opportunities”, exposes 
students to an assortment of skills and attitudes that 
encourage peak performance and self-renewal.  Fresh 
insights provoked by our intellectual heroes have sparked 
in us a deeper reflection, coming to see our teaching and 
the learning process from new angles of vision.  The 
product of this effort has been a steadily evolving 
collection of questions that invite thoughtful exploration, 
providing teachers with a framework that is well-suited 
for across-discipline inquiry: 
 

- Are your students trained in the art of 
problem finding, not just problem solving? 
 

- Could the quality of your thinking be 
enhanced by increasing your ability to be 
precise with language?  Have you ever 
considered taking a course in general 
semantics to transform your language 
behavior? 
 

- Do you teach the history of your discipline, 
enabling your students to witness the 
uneven spits and spurts of progress in that 
discipline? 
 

- Have you reflected on the important role 
that provocation, rather than instruction, 

plays in your own learning? 
 

- How often do we mislead students with a 
false impression of how much we know 
versus what we believe?  Are you training 
students in the art of making judgments  
under uncertainty? 
 

- If mastering the art of seeing the similar as 
different, the different as similar is an 
enviable achievement, shouldn’t you be 
teaching a course on comparative 
something? 
 

- Have you dedicated yourself to acquiring 
the opposing skills (analytical vs. creative) 
necessary for developing a disciplined 
imagination? 
 

- Have you ever considered how your writing 
influences your reading?  Is it time to re-
think the way you write? 

 
 

CONCLUSIONS 

The intent of this paper was to call teachers’ attention to 
the need for self-renewal, challenging them to consider it 
a necessary approach to innovating education.  Leading 
educators must work hard to create better opportunities 
for the self-renewal of teachers [2].  By envisioning even 
our best teachers as unfinished and under construction, 
we open up a new dialogue situating the self-renewal     
of teachers at the very core of educational excellence.    
To innovate interdisciplinary education, we believe it is 
time for a curricular re-think, emphasizing the importance 
of a transdisciplinary “skills course” in which students 
and their teachers can explore transformative ideas        
on personal development and self-renewal —                  
in the classroom together.  
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ABSTRACT 

The notion that “more is better” is one of the most deeply 
rooted metaphors in our culture.  What we come to value 
– as scientists, as citizens – is closely tied to the 
metaphorical concepts we live by.  We propose that the 
conceptual system of MORE IS UP – GOOD IS UP – 
MORE IS BETTER compromises our ability to 
accurately communicate disciplinary research findings 
across disciplines because it fails to adequately 
emphasize that context determines meaning.  Further, 
based upon our own research experience in the field of 
cancer-fighting nutrients, we believe that this failure 
seriously jeopardizes public health.  The perception that 
is pervasive among the public is that, when it comes to 
taking dietary supplements, more is better.  A growing 
body of scientific evidence, however, suggests that the 
dose-response between cancer-associated DNA damage 
and the dietary intake of nutrients, such as the antioxidant 
trace mineral selenium, is in fact U-shaped.  Therefore 
more of “good things" may not necessarily be a good 
thing.  This concept is especially relevant to health-
conscious men and women, who are ironically at highest 
risk for the ill-effects of oversupplementation because 
they are already consuming high-quality diets rich in 
vitamins and minerals.  In conclusion, the deep-rooted 
metaphor “more is better" is a significant obstacle to our 
efforts to successfully communicate life style decisions 
that really do promote health.  Because a single 
recommendation for everyone is plainly inadequate, high 
priority should be placed on developing young scientists  
who have interdisciplinary communication skills and who  

 
 
see communicating health research to the public as vital 
to society’s  progress. 
 
Keywords: U-shaped, dose-response, health research, 
context, communication skills, personalized health 
promotion. 
 
 
Thirty years ago in Mind and Nature [1], Gregory 
Bateson wrote, “There are no monotone values in 
biology”.  Bateson explained further: “Desired 
substances, things, patterns, or sequence of experiences 
that are in some sense “good” for the organism … are 
never such that more of the something is always better 
than less of something.  Rather, for all objects and 
experiences, there is a quantity that has optimal value.” 
We contend that one of the real villains in public health 
today is the ineffective cross-disciplinary communication 
which paints an overly simplistic view of health 
promotion.  This attitude is captured in the expression 
“Just show me the good things and I’ll grab as much of 
them as I can.” Based upon our own research experience 
in the field of cancer-fighting nutrients, we see how 
seriously this failure jeopardizes public health [2]. 
 
Selenium is an essential trace nutrient required to protect 
our bodies against oxidative stress.  Even though 
selenium abundantly exists in many of the foods we eat, 
its anti-cancer activity reported in more than 400 animal 
studies allures the public to get even more selenium from 
supplements to be “fully protected”.  Why was the idea of 
selenium supplementation so popular even before 
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scientists could pin down the optimal dose of selenium 
for cancer prevention?  Apparently, when it comes to 
taking dietary supplements, the perception among the 
majority of people is that more is better.  

Almost a decade ago, we began focusing our efforts on 
determining what is the best dose of selenium for prostate 
cancer risk reduction [3].  To investigate the optimal dose 
of an intervention, whether it be a dietary supplement or 
other lifestyle choice such as exercise, researchers 
generate what are called dose-response curves.  So, we 
set out to construct the dose-response curve between 
selenium status and DNA damage within the prostate.  
We conducted a randomized selenium supplementation 
trial in 49 elderly male dogs that were physiologically 
equivalent to 65 year-old men.  After 7 months 
supplementation, we found the relationship between 
selenium status and prostatic DNA damage was U-
shaped   indicating that selenium status either below or 
exceeding the optimal range was not useful in reducing 
DNA damage in the prostate.  Moreover, our U-shaped 
dose response curve remarkably paralleled the data from 
human studies of selenium and prostate cancer risk and 
anticipated the null results of the SELECT prostate 
cancer prevention trial in which most participants were 
already in the optimal range prior to supplementation [4].  
The take-home message: When it comes to selenium and 
cancer prevention, more is not necessarily better. 
 
The U-shaped curve is not peculiar to selenium and 
prostate cancer.  Other examples include the association 
between different cancer risks and the status of vitamin 
E, zinc, and beta-carotene.  When it comes to developing 
an effective cancer prevention regimen, we need to know 
who will benefit, at what dose, for how long, and when to 
intervene.  In other words, a single recommendation for 
everyone is inadequate.   
 
Now, more than ever, we need a new approach to cancer 
prevention – one that is personalized.  We define 
personalized cancer prevention as a strategy that will 
enable each person to reduce his or her risk for lethal 
cancer by matching the dose, duration, and timing of an 
intervention with their own cancer risk profile [5].  
Defining the U-shaped relationship between DNA 
damage and cancer-protective nutrients moves us one 
step closer to developing personalized, cancer-reducing 
interventions.  It follows from this understanding that not 
all individuals will necessarily benefit from increasing 
their nutrient intake.   
 
The notion that “more is better” is one of the most deeply 
rooted metaphors in our culture.  What we come to value 
– as scientists, as citizens – is closely tied to the 
metaphorical concepts we live by [6].  Context 
determines meaning and a “more is better” mindset 
seriously compromises our ability to communicate our 

research findings across disciplines amid shifting 
contexts. 
 
 

CONCLUSION 
 

Promoting health in a U-shaped world – a world where 
more is not necessarily better – poses distinctive 
challenges.  To have the greatest impact, scientists need 
to effectively communicate their research across 
disciplines.  More importantly, scientists must help the 
public become more savvy about health promotion.  An 
over-simplified message such as “Selenium is good for 
you” is meaningless and potentially dangerous.            
The public is hearing the results of health research out of 
context – a problem of paramount importance because 
context determines meaning.  A high priority should be 
placed on developing young scientists who have 
interdisciplinary communication skills and who see 
communicating health research to the public as vital to 
society’s  progress. 
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ABSTRACT 

 

The emergent model is born out of the field of 

complexity theory, a discipline studied by 

mathematicians, physicists, biologist, engineers, 

chemists, as well as political scientists and economists.  

One of the many models covered in complexity theory is 

the ant model which concerns individual, self-contained 

bodies, or ants, that strike out on undetermined paths to 

find food.  These ants have no central contact, or central 

manager, to direct their paths.  Once food is found by an 

ant, other ants are made aware via feedback in the form 

of pheromones left along a path.  Within a very short 

period, all ants in the field will have converged on the 

food area.  The emergent model gives a fresh approach to 

research design, and it stresses small research groups 

operating as individual, self-contained entities which 

answer to no central manager or control center.  The 

ideas of both feedback and interdisciplinary research will 

undergird this model. 
 

Keywords:  Chaos, Dynamical Systems, Mathematical 

Biology, Complexity Theory, Emergent Model, 

Interdisciplinary Research 

 

1. INTRODUCTION 

 

This initiative is an outgrowth of a continued research 

effort by the Four Faculty Research Group (FFRG) in the 

Department of Mathematical Sciences at Clark Atlanta 

University to transform undergraduate and graduate 

education in science technology, engineering and 

mathematics.  Over the last nine months, the FFRG has 

been active in research into the areas of dynamical 

systems, mathematical biology, and complexity theory.   

The FFRG has also been actively recruiting and 

mentoring student research participants to enhance 

student learning via research activities.  This research 

group has been meeting weekly over the past year to 

scour the depths of the areas.  To date, we have a 

wonderful grasp of these emergent and cutting-edge 

research areas of chaotic dynamical systems, 

mathematical biology and complexity theory.  The 

interdisciplinary nature of these fields makes the pursuit 

very ideal for broader interdepartmental collaborations 

because the emerging market needs trained STEM 

graduates that are adept at interdisciplinary thinking and 

problem solving.  It is an established pedagogic fact that 

interdisciplinary learning fosters interest in subject 

matters, and enhances the learning and retention process. 

[1, p. 62.]  Therefore, the training and the improvement 

of student learning by the research oriented instruction 

for the undergraduate STEM majors must be done in a 

timely and urgent manner to bring about lasting 

improvement in undergraduate STEM education. 

 

2. BACKGROUND AND INITIAL IDEAS 

 

We formed the research group in our department at Clark 

Atlanta University in Atlanta, GA last fall to study what 

we believe to be some of the most recent cutting-edge 

research being done in the area of mathematical sciences.  

These topics are 

1. Chaotic Dynamical Systems 

2. Mathematical Biology 

3. Complexity Theory, and Chaos and Complexity 

Theory 

The research group FFRG (Four Faculty Research 

Group) formed in the Department of Mathematical 

Sciences at Clark Atlanta University prior to the summer 

of 2011was intended to do the most recent cutting-edge 

research in the areas of  

1. Chaotic Dynamical Systems 

2. Mathematical Biology/Mathematical 

Ecology 

3. Chaos and Complexity Theories 

There are many commonalities that exist between these 

topics.  [2] [3].  FFRG has been doing intensive research 

in these areas for approximately nine months.  One 

faculty member in the department has been doing 

research in this area, off-and-on, for more than 10 years 

including intensive summer work at the Oak Ridge 

National Lab in Oak Ridge, Tenn.   Another faculty 

member in the department has been doing research in this 

area, and applying it to both mathematics and physics for 

years.  All faculty members have been doing work in 

similar areas for at least 10 years.   As a collective 

research group, the FFRG has been working together on 

research, which includes weekly debriefings, 
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brainstorming sessions, and Q & A sessions on every 

Tuesday for about two hours.  This has been lasting 

consistently for nine months.  We have had 

teleconferences and mini-meetings between the weekly 

meetings.  We are working to leave no stone unturned in 

these areas—if that is possible.  The sessions are intense 

and there is no weak link. 

 

Specifically, the charge of the FFRG is five-fold: 

1. To seek funding to support the research we are 

doing; 

2. To publish broadly in these areas; 

3. To create new undergraduate (as well as 

graduate) courses, and have these courses 

approved to be included in the department’s 

curriculum;  

4. To be a leading research group and authority, in 

the above mentioned areas, among the HBCUs 

and the major universities; 

5. To train upper-classmen (as well as graduate 

students) to do research in these areas and to 

delve into these topics. 

 

Currently, three members of our FFRG are directing 

research for four undergraduate mathematics majors in 

our department.  These students are doing research in the 

area of chaotic dynamical systems and they are making 

decent strides.  The students’ research efforts are being 

funded by the HBCU-UP - a federally funded (NSF) 

program.  The Co-PIs of the HBCU-UP are the 

University President Carlton Brown and Dr. Cass Parker, 

chair of the Department of Chemistry at Clark Atlanta 

University (CAU).   We are currently seeking funding for 

future efforts of this kind.   

 

One of the FFRG members is teaching a chaotic 

dynamical systems course to graduate students in the 

graduate Topics in Mathematics (CMAT 651) course 

offered in the Department of Mathematics.  Each student 

taking this graduate course has the opportunity to seek 

advice from any member of the FFRG at any time.  

 

The FFRG has asked a biology professor of the 

Department of Biological Sciences and a computer 

scientist/physicist from the Department of Computer 

Science to join the group for research efforts.  The 

biology professor has worked as a research biologist at 

the Oak Ridge National Lab, and his knowledge of, and 

experience in, the field of biology will help us 

tremendously.  We are excited about the current 

collaboration with both professors.  The biologist will 

participate in our future grant writing efforts.    

 

Our research has carried us to many places in the 

mathematical sciences and in physics (we have a 

mathematical physicist in our group) and we are excited 

about the research we are doing.  Moreover, we are 

working towards a point when we will be able to 

collaborate with other disciplines as well: 

 We will work with research biologists in our 

Research Cancer Center (mathematical biology); 

 We will work with research biologists, public 

policy experts and political scientists 

(complexity theory); 

 we will collaborate with mathematicians from 

AIM, ORNL, Georgia Tech (dynamical 

systems); 

 The list goes on. 

 

3. RESEARCH DRIVES TEACHING AND IT 

PROMPTS STUDENT LEARNING 

 

To meet the demands of tomorrow’s workforce students 

must be better prepared.  They must possess the right 

tools and skills.  With improved student learning come 

improved skills and improved confidence to compete in 

the job market.  Research skills and student learning are 

complementary.  As the students’ research skills improve, 

the students’ inquisitiveness peaks, the students’ interest 

increases and ultimately, student learning improves.  The 

FFRG believes that: 

 Research prompts student interest, student 

success, student learning, etc. 

 Guided student research prompts student 

inquisitiveness, student learning, student 

interest, and student success. 

 Research prompts students to pose the right 

questions in an effort to solve a problem or 

resolve an issue. 

 One-to-one, two-to-one, three-to-one, or four-to-

one interactions prompt student interest and 

student learning. 

 

4.  AN OVERVIEW OF THE EMERGENT MODEL 

 

One method the FFRG will use is the Emergent Model.  

We will use the Emergent Model as one of the key 

components to facilitate improvement in undergraduate, 

and graduate, student learning at Clark Atlanta University 

(CAU).  We believe the Emergent Model will prompt 

student interest, high student performance, student 

learning, etc.   

 

The Emergent Model is an excellent research vehicle 

within which contemporary research methods may be 

used and, hopefully, exploited to seek out emerging 

schemes to resolve issues and/or to solve problems.   [4] 

This model, based on concepts found in complexity 

theory (ant model, bee model, genetic algorithm, etc.) 

gives a fresh approach to research design, and it stresses 

groups operating as individual, self-contained entities to 

which no central manager, or central center, is answered.   

[5] [6] The ideas of both feedback and interdisciplinary 

research will undergird this model.  By using this model, 

we believe the resulting research results will be superior 
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results.  We are trying to produce a superior research 

model using positive feedback, observation, etc.  This is 

equivalent to ants leaving pheromone along a path.  [5, 

pp.38-40]  “…the resulting process will usually provide 

an efficient and fair solution that optimizes…” [5, p. 41]   

FFRG are always trying to get the best solutions, or the 

best methods when using the Emergent Model.  

“…getting the best solutions, however, requires very 

carefully setting conditions…” [5, p. 41]    

This model is in its theoretical infancy.  More and more 

activities and experiments will be designed to test this 

model.  Interdisciplinary research will be stressed.  The 

Emergent Model should be great for interdisciplinary 

groups consisting of a mathematician, a statistician, a 

physicist, and a generalist.  It should be great for 

interdisciplinary groups consisting of a public policy 

expert, an economist, a decision sciences expert, a 

physicist, a mathematician and a computer scientist.  

Moreover, it should be great for interdisciplinary groups 

consisting of a biologist, an ecologist, a mathematician, a 

sociologist and an engineer.  The list goes on. 

5. TOOLS NEEDED BEFORE UTILIZING THE 

EMERGENT MODEL 

 

Both graduate and undergraduate researchers/research 

trainees will be equipped with both basic and pure 

research tools before they embark on their research 

assignments.  They will be exposed to basic tools of 

differential equations and dynamical systems, they will 

be trained to interpret large sets of data and they will be 

exposed to some of the designs of experiments, along 

with hypothesis testing, etc. 

 

Research Planning and Research Methodology: 

Young researchers will be exposed to the research 

methodology employed by separate academic disciplines 

in collecting and processing data within the framework of 

the research process [7, p.83], since they will be heavily 

involved in interdisciplinary research. 

 

The young researchers will be asked to plan and design 

their strategies before they begin.  They will ask to 

consider the principal area of investigation (the problem) 

by dividing it into more manageable subareas.  They will 

be asked to ponder over the main issues and seek 

direction through appropriate hypotheses based upon 

obvious assumptions. 

 

In essence, the young researchers will be exposed to the 

characteristics of both basic and pure research before they 

begin their field work.  As an example, the characteristics 

of pure research will be promulgated into the researchers 

before they embark on the research mission. 

 

Characteristics of Pure Research [7, p. 5]   

(in Research Methodology) 

1.  Research originates with a question. 

2.  Research demands a clear articulation of a goal 

3.  Research requires a specific plan of procedure. 

4.  Research usually divides the principal problem into        

more manageable subproblems. 

5.  Research is tentatively guided by constructs called   

hypotheses. 

6.  Research will countenance only hard, measurable data 

in attempting to resolve the problem. 

7.  Research is, by its nature, circular; or more exactly, 

helical (research begets research). 

 

The Emergent Model is given below. 

 

6. THE EMERGENT MODEL 

 

Ways to create superior groups, projects, 

products and schemes: 

 

1. Create groups of small sizes, say 3-4. 

2. The number of groups should be no more than 

10. 

3. Work within groups and across groups. 

4. Assign a complex task, the same task, to all 

groups. 

5. Send out a directive that all groups, initially, 

should work independently for about two weeks. 

6. The task assignment should take about one to 

two months. 

7. After the first two weeks, , pair the independent 

groups to review, brainstorm, and strategize 

about the assignment for a day (two to four 

hours). 

 

Example – Week 1 
{Group 1 with Group 10}  

{Group 4 with Group   2} 

{Group 8 with Group   3} 

{Group 5 with Group   9} 

{Group 6 with Group   7}       

 

Note:  The pairings may change every week. 

 

8. During the week or bi-week, individual groups 

will research and collect data, review, 

brainstorm, evaluate and strategize about the 

assignment as well as the groups’ plans and 

progress. 

9. By pairing groups each week, or bi-weekly, it is 

hoped that the feedback and collaborations will 

make each group better.  We are counting on the 

fact that the feedback knowledge will make each 

group better, improve each group’s process, 

strengthen the communication skills of all 

involved, prompt greater responsibility in all 

groups, prompt all groups to work towards a 

common goal and improve the ties and relations 

between groups. 
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10. There will be no central figure or manager 

controlling or managing the groups. 

11. The groups, as self-contained and self-

supporting entities, will work independently. 

12. By the end of the task assignment, members of 

each of the manager-less or self-directed groups 

will have worked together to complete the task 

assignment. 

13. The end result should be the emergence of a 

superior project, product or scheme. 

14. Communication within and across groups must 

be stressed and done regularly. 

15. In all, it is hoped that a deeper learning and 

engagement will be prompted by the processes 

and that the passion for persistence and 

performance will undergird the overall 

operation. 

 

The members of the FFRG in the Department of 

Mathematical Sciences are: 

Dr. Fisseha Abebe 

Dr. Gary Chung 

Dr. Temesgen Kebede 

Dr. Charles Pierre 

 

Undergraduate and graduate student researchers will be 

given short-term and long-term research assignments.  

After each assignment, the student researchers will attend 

both lecture and Q&A sessions hosted by the faculty 

researchers.  During these sessions the faculty researchers 

will also conduct debriefings with the student researchers 

to monitor their progress and to improve the students’ 

understanding of the concepts and ideas they researched. 

 

Based on the idea that research drives teaching, the Q&A 

and debriefing sessions will facilitate the improvement of 

the students’ understanding of the topics and ideas 

covered; hence, this process should improve student 

research skills and student learning. 

 

7.  PROPOSED MECHANISMS FOR 

INTERACTION AMONG UNDERGRADUATES 

AND FACULTY 

 

It is believed that the Emergent Model will work very 

well with undergraduate students as well.  Undergraduate 

students will be mentored by the Faculty Researchers.  

All undergraduate student researchers should be grouped, 

monitored, and given exceptional care.  They will be 

treated as apprentices and given 1-to-1, 2-to-1, 3-to-1 or 

4-to-1 attention throughout the process, whenever 

needed.  Retention of students is a top priority and the 

FFRG will be focusing on this issue.  The FFRG will 

endeavor to make sure that at least 80% of all student 

research candidates involved in the process graduate 

within four years and go on to be gainfully employed in 

the workforce, or go on to graduate school. 
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Abstract—Abstract-This paper deals with the automatic seg-
mentation of Malay continuous speech database. Auto segmen-
tation is a process of producing a sequence of discrete utterance
with particular characteristics remaining constant within each
one. In terms of quality, hand crafted segmentation would
be the best method. However, due to the large database size,
manual speech segmentation and labeling become tremendous.
It is time consuming and error prone. Besides, even if the
database is segmented by an expert, the segmentation rule may
become subjective and not reproducible. Inconsistency result
may occur from different linguistic experts. Thus, an automated
segmentation rule was drawn to consistently segment the large
scale database with satisfactory level of quality. Automated
segmentation of Malay Language syllable is not a tough task
because all syllables in Malay Language are pronounced almost
equally and moreover it is not a tonal language like English.
The manipulation and identification of the segment boundaries
of Malay Language is straight forward and easy to understand.
For the segmentation, the HMM based approach with adapted
Viterbi force alignment technique is used. Composite HMM with
Baum Welch reestimation was utilized to ease the process of
phonetic segmentation. All the data from the database was fed
into the segmentation tool directly without prior trained sample
for pre-training purpose. For the design of the sentence coverage
of the database, the scripts are consisting of 1000 sentences. 620
sentences are selected from primary school Malay Language
text book and 380 sentences were computed using the 70%
highest frequency words that appear in the 10 million words
online digital text. This configuration of Malay Language script
already promises a phonetically balanced database which covers
all the vowels and consonants. The objective evaluation method
is used to identify the performance. The result from the auto-
segmentation was verified to obtain the accuracy degree and
overall quality. The result was tested perceptually and it is proven
to have satisfactory high quality.

I. INTRODUCTION
In the speech technology, auto segmentation is a crucial

step to process the database. Before the database can be feed
into the system for another processing, the database should
be segmented according to the needs of the system. Auto
segmentation is a process of producing a sequence of discrete
utterance with particular characteristics remaining constant
within each one [3]. It is the first step in any tools or systems
like morphological analyser, POS tagger, syntactic parser,
etc., and applications, like machine translation, information
extraction, information retrieval, etc. Finding the boundary of
either a sentence or a token is nontrivial [1]. To obtain the
best result of segmentation, manually craft the database is the
best solution. But hand crafted process is time consuming and
expensive [4]. Moreover, due to the large database size, manual
speech segmentation and labeling become tremendous and
error prone. Besides, even if the database is segmented by an
expert, the segmentation rule may become subjective and not

reproducible [2]. Inconsistency result may occur from different
linguistic experts. Thus, an automated segmentation rule was
drawn to consistently segment the large scale database with
satisfactory level of quality. Automated segmentation of Malay
Language syllable is not a tough task because all syllables
in Malay Language are pronounced almost equally [5]. The
segmentation of Malay Language has some similarities if
compared to English. Firstly, Malay language is a phonetic lan-
guage and it is also written in Roman characters like English.
Secondly, it is not a tonal language because all the syllables in
Malay are pronounced almost equally. As a review of Malay
Language, there are six (6) main vowels and 29 consonants
in standard Malay (SM). SM have a total of nineteen of the
consonants, where /m/, /n/, /f/, /l/, /s/ and /y/ are pronounced
almost the same way as in English. In Malay language, the
syllabic structure is well-defined and can be unambiguously
derived from a phone string. The basic syllable structure of
the Malay language is generated by an ordered series of three
syllabication rules. The linguists claimed that Malay is a Type
III language, namely Consonant-Vowel (CV) and Consonant-
Vowel- Consonant (CVC) are the most common and they can
be found almost in every Malay primary word (Noraini et al.
2008). To perform the segmentation process, hidden Markov
model (HMM) is used. HMM is a statistical model which
is able to model patterns and sequence. It is widely used in
speech technology like recognition and speech synthesis. The
basic idea of HMM is the transition of states and observations.
All the states inside the HMM consist of a mean and variance
which is able to release the desire output with high probability
after trained. The model can be illustrated as the figure below.

Figure 1. Block diagram of hidden Markov model

Previously proposed idea was adding post refinement to
increase the quality of the segmentation result. The post
refinement method was called implicit boundary refinement
with using Viterbi forced alignment. The method mechanism
is to extend the start point and end point of the training data
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to the point next to it or its adjacent point. So, each of the
training data was embedded with wider range of boundary.
That means the training process can be conducted in an easier
way and the HMM can be better trained and better model the
phonetic boundaries. This post refinement would enable the
Viterbi alignment process conducted with better accuracy and
less errors. The block diagram of the process can be illustrated
in the figure below.

Figure 2. Block diagram of automatic segmentation with implicit boundary
refinement

For the implicit boundary refinement method, the starting
point and end point of the phoneme were extended until the
adjacent point. The solid line represent the original boundary
while the dotted line is the extended boundary of the phoneme.
The result is shown in the figure below. The problem of
this method is the decision to point the boundary. Manual
refinement would result in the inconsistency and inaccurate.
All the manual refinement is just based on approximation. But
the key idea of the refinement is to enable the training process
to become easier and reduce error.

Figure 3. Starting point and end point extension from the original boundary

However, this kind of automatic segmentation requires a
pre-manual hand seeded segmented data for the training pro-
cess. If the language is changed the hand seeded process also
has to change. Moreover, manual refinement could result in
inconsistency and error prone. So, a fully automated segmen-
tation tool is anticipated to ease the problem. In this project, a
fully automated phonetic segmentation is proposed rather than
using post refinement method.

II. METHODOLOGY

This paper introduces the study of fully automated seg-
mentation of a Malay language database. The theory used
to perform the auto segmentation is the composite HMM
trained by Baum Welch reestimation and implement the Viterbi
alignment on all samples. The advantage of this method is fully
automated and also able to obtain satisfactory level of quality.
The segmentation system used in this study consists of two
phases: Initialization and Iteration. The block diagram of the
process is shown below.

Figure 4. Block diagram of auto segmentation

For the initialization phase, all the data from the Malay
Language database will go through the feature extraction
process. A normal speech can be model using 39 element
feature vector model. The 39 element consist of 13 of static
features, 13 delta vector and 13 delta-delta vector. The 13 static
features contain 12 MFCC computed from 24 filter banks and
log energy. The features extraction can be illustrated as the
figure below.

Figure 5. Features extraction process

After that, the HMM was trained using the features extracted
from the process above, then the HMM now knows how to
segment the rest of the data. All the data were fed into the
system to perform the initialization. The initialization means
to equally distribute the frame number for all the phoneme by
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dividing the total frame to the total number of phoneme in the
sentence. This is the first entry step for every data so that the
iteration can be conducted based on this initialization result.
After that, the iteration takes place to adjust the boundary
of the phoneme according to the clusters. The first iteration is
based on the initialization result and slowly move the boundary
according to the frame characteristic. The iterations after that
were proceed if the changes of the boundary exceed the
stopping threshold of the segmentation process. The process
can be illustrated in figure below.

Figure 6. Iteration process of auto segmentation

After the iteration stops, that means the auto segmentation
process is done and the result is ready.

A. Database Design

For the design of the sentence coverage of the database, the
scripts are consisting of 1000 sentences. 620 sentences are all
the words in primary school Malay Language text book and
380 sentences are the 70% highest frequency words that appear
in the 10 million words online digital text. This configuration
of Malay Language script already promises a phonetically
balanced database which covers all the vowels and conso-
nants.In Malay language, there are 24 pure phonemes and
6 borrowed phonemes, divided into 8 categories. Among
the pure phonemes, there are 18 consonants and 6 vowels.
The borrowed consonantal phonemes are /f, z, sy, kh, gh,
v/. Five diphthongs can be found in Malay language which
are /ai/, /au/, /oi/, /ua/, /ia/. This Malay phone set cover all
Malay phoneme unit in Malay language. The segmentation
experiment is based on the 35 phones above and a silent model
for pausing /pau/. The /gh/ was folded to /g/ due to limited
training tokens. All the sentences have been hand labeled and
segmented according to the chosen Malay phone set in Tabel
1.

Category Malay Phones
Vowels /a/, /e/, /eh/, /i/, /o/, /u/
Plosives /b/, /d/, /g/, /p/, /t/, /k/

Affricates /j/, /c/
Fricatives /s/, /h/, /f/, /z/, /sy/, /kh/, /gh/, /v/.

Nasal /m/, /n/, /ng/, /ny/
Trill /r/

Lateral /l/
Semi-vowel /w/, /y/

Table I
LIST OF MALAY PHONES ACCORDING TO CATEGORIES

III. RESULT

The auto segmentation process was taken place to segment
all the Malay sentences. The result shows the consistency of
the segmentation output which can avoid the inconsistency due
to manual segmentation. The result was verified according to
its waveform and the result is shown in the figure below.

Figure 7. Result of auto segmentation

This method is purely automated and no manually hand
crafted input needed. Once the HMM was trained using the
features extracted from the same database, then the HMM
knows how to segment the waveform. The result shows the
waveform was segmented according to its phoneme. The per-
ceptual evaluation is carried through by selecting the phoneme
segment and playback to verify whether the segment is correct
or not. The data was randomly picked and listen as an
evaluation. The result shows that the segment of all the data
was correct according to its phoneme. So can be concluded
that the segmentation tool is reliable. The result was also
compared with the auto segmentation with implicit boundary
refinement perceptually. For the segmentation with implicit
boundary refinement, the phonetic segmentation was first
carried out without the implicit boundary refinement and the
result obtained was regard as the standard segmentation result
to be compared to another method. The phonetic segmentation
with implicit boundary refinement also carried out and the
result was compared to the previous result without implicit
boundary refinement. The segmentation result was improved
by implicit boundary refinement and the post refinement is
more accurate in the zone of small tolerances. It can be said
that the implicit boundary method is capable to increase the
precision of segmentation. However, the comparison between
the method proposed in this paper and the method with post
refinement, the quality and precision of both of the result
shows no much difference and changes using the subjective
evaluation. So can be concluded that the method proposed in
this paper is capable to obtain the same result with the auto
segmentation with implicit boundary refinement. However the
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main advantages of this method is it is purely automated
without hand crafted data as training data.

IV. CONCLUSION

In this study, automatic Malay Language segmentation is
described. This provides the basis for preparing segmented
speech database for Malay TTS. Composite HMM based with
Baum Welch reestimation approach using Viterbi alignment
is used for the segmentation. From the obtained result, it
can be proven that the auto segmentation tool is able to get
the satisfactory level of result. The syllable based segmenta-
tion can perform as good as the segmentation with implicit
boundary refinement. For the future work, the testing can
be conducted with more feature set and different number of
Gaussian number to verify the reliability of the system.
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ABSTRACT

The  purpose  of  this  study  is  to  look  at  global 
governance  in  varying  aspects  of  higher  educational 
environments.   Governance  is  defined as  the “control 
and  oversight  over  policies,  procedures  and  standards 
for application development…., design, implementation, 
testing  and  monitoring  of  deployed  services.”  As  an 
essential  part  of  this  process,  the  researcher  used 
information  systems  evaluation  to  derive  the 
components  that  make  up  educational  systems  today. 
These include but are not limited to the instructor, the 
student,  which  was  part  of  a  traditional  educational 
model;  with  the  content  and  technology,  which  were 
viewed as part of a fixed model of instruction [15].  

Keywords: Governance, Information Systems 
Evaluation, Music Stakeholder Alignment Model, 
Cloud-based Networking, Information Sharing

INTRODUCTION

University  network  systems  are  continuously  charged 
with  the  task  of  allocating sufficient  resources  for  its 
faculty and its ever-changing population of students.  In 
these environments, the student and or faculty member 
are often referred to as the system users (consumers), 
and  receive  a  system  identification  (ID)  number  to 
access the computer network.  The ID number helps the 
information systems department keep track of who’s on 
the network at any given time.  

Although sharing is not recommended by Information 
System management, there are no precautions limiting 
clients  from  sharing  ID  numbers.  In  most  cases,  the 
consumer will not access the same computer each time 
he  or  she  logs  into the  network.   Yet  in  other  cases, 
Information Technology (IT) management decides what 
to “police/govern” and determines what information to 
make accessible in general. A typical example of this is 
seen  in  environments  where  a  generic  password  gets 
students  and  faculty  on  the  network.  However, 
individual  passwords  with  provide  access  to  student 
person  records.   In  addition,  student,  faculty  and 
administrative  networks  are  separated,  with  no 

information  access  between  the  networks.   Further,  to 
access previously downloaded files, the system user will 
have to find the computer he/she worked on and hope to 
find it vacant of other users.  

To  rid  the  network  of  unwanted  files,  one  popular 
university  technique  is  to  take  individual  computer 
systems go through a process called “re-imagining”. Re-
imaging is where the files that do not match the “software 
requests”  are  erased  from the system.  Because  of  the 
length of time needed to complete the process can take up 
to 3 hours per computer, technology managers deem the 
best time to re-image a computer is during the semester 
break.  Of course for the computer hacker, this could pose 
as  the ideal  time to access  and compromise a network 
prior to the start of the next semester.  While this cleaning 
process  is  essential  for  the  individual  function  of  the 
computer and the overall functionality of the network, it 
serves as an inconvenience for consumers trying to find 
their  file  downloads,  forcing  them  to  seek  alternative 
storage methods.  

Consequently other university systems provide their users 
with laptops.  Each time the user logs into the network 
the laptop is updated with the user’s “roaming profile”, 
which contains up to 6 megabytes of files he/she added to 
his/her computer system.  This profile can be accessed 
from any computer on the network.  

In this scenario, but both campus locations rely on some 
sort of system evaluation to dictate how the network will 
be  set  up  each  term.  However,  at  the  end  of  each 
semester, computers go through the endless cycle of re-
imagining again, which is an indication that users are not 
part of the decision-making process.

According to Thompson (2008) the fixed and traditional 
models can come together to create strategic alignment 
[18].   Educational  models  like  e-Learning  (Guri-
Rosenblit, 2009) are distributed using technology across 
multiple  channels.   According  to  presenters  at  the 
Axmedis Conference on Content and Media Distribution 
(2006), future models will incorporate web based, local 
and  mobile  based  distribution  of  metadata  content  for 
multi-channel distribution [1].
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REVIEW OF LITERATURE

The concept of information systems evaluation is seen 
in  an  article  by  Vassilis  Serafeimidis  and  Steve 
Smithson (July,  2003),  which  discusses  the  principles 
surrounding  information  systems  evaluation.   In  the 
article,  the  authors  state  that  cognitive  psychology 
attempts  to  provide  the necessary structures  to  reveal 
and  understand  the  individual’s  knowledge,  views, 
emotions and perceptions [26].  Although challenging, it 
is  important  for  IT  managers  to  closely  simulate  the 
potential work environments of its system users.  This 
along  with  the  principles  taught  in  the  classroom 
prepares students for the real work world.

By definition, the word schema is used to determine an 
individual’s  reality.   ‘Interpretative  schemes’ then  are 
seen as a ‘modality’ of shared cognitive structures for 
understanding  and  as  an  initiative  for  actions  [26]. 
When  considering  the  interpretative  schemes,  the 
authors  recommend  that  the  following  people/groups 
should be considered in the initial information systems 
decision-making process:

 Senior Executives
 Department Managers
 End users
 IS Managers & Support Staff

In addition, Serafeimidis and Smithson have identified 
that  the  personality  of  the  group,  the  interests  of  the 
individual users and the organizational role are factors 
that will eventually affect the evaluation process [26].
  
Consequently,  system  users  are  not  included  in  the 
decision  making  process.  Thus  the  re-imaging  of 
computers becomes part of the information system post-
evaluation process each semester.  In an article reprinted 
by Hiltz and Johnson, authors Ives, Hamilton and Davis 
(1990)  state  “The  behavior  of  one  subsystem  is 
dependent  on  its  environmental  relationship  to  other 
subsystems so that different system characteristics may 
be  optimal  for  users  and  groups  with  different 
characteristics” [13].  In order to see the ramifications of 
this statement, it’s important to investigate the types of 
files system users may be adding to the network and or 
their individual roaming profiles.

Distribution across multiple channels is a tool that will 
minimize  inefficiency  among  stakeholders,  reduce 
overall  costs  to  do  business  and  furthermore  provide 
opportunities  for  consumers  to  be  direct  distributors 
using the forms of electronic devices they have at their 
disposal. In certain countries like Algeria, for example, 
the distribution of e-learning can be standardized on a 
national level [2]. 

A  redesign  of  the  IT  infrastructure  is  required  to 
promote the information access (for student access and 

e-learning  verification  process),  the  capture  of 
information  and  content  (so  that  students  have  the 
freedom  to  select  and  send  files  from  a  variety  of 
formats),  and  the  sharing  of  information  and  content 
(between stakeholders such as students and instructor or 
student  peer  groups  – where  applicable).  According to 
Benchicou,  Aichouni  and  Nehari  (2010),  websites  can 
serve  as  portals  providing  access  to  both  students  and 
faculty,  and thus setting up the school to be accessible 
globally.   The platform engages people to interact with 
each other (forming communities) and with the university 
[2].

With  the  trends  in  campus  networks  shifting  more  to 
wireless  technology,  information  system managers  will 
ultimately determine if students and faculty stay or leave 
a university.  According to Roach, despite the economic 
challenges that exist in IT budgets, there has been growth 
in  wireless  networking (based  on the  “green  reports”). 
This enables users to access campus Internet connections 
“from their laptops and other computing devices” [25]. 
In  addition  to  this  trend,  approximately  a  sixty-six 
percent of campus networks have adopted some policy 
prohibiting the illegal download of digital content [25]. 
Further Roach states that college students are easy prey 
for  “media  industry officials”  to  target  when trying  to 
locate violators of these policies. 

Both  information  content  stakeholders  and  consumers 
base the redesign process  on strategic balance between 
realistic  system capabilities,  limitations and technology 
accessible. From this, the researcher derived a definition 
of technological preparedness as the freedom to promote 
the access, the capture and the sharing of information and 
content  through  technology.   However  like  the  music 
stakeholder  alignment  model  [28],  misalignment  may 
occur  when  stakeholders  do  not  have  access  to  the 
technology or can not make adequate decisions based on 
the  technology  available.    Benchicou,  Aichouni  and 
Nehari, (2010) state that this is seen more with countries 
with low economic status or those whose infrastructure 
faces  challenges  including  power  allocation,   lack  or 
resources and technology, or even lack of skilled persons 
accessing the technology [2].

Challenges also exist in countries like Nigeria, where the 
population size for youth attending school has outgrown 
the nation's educational supply.  In this case, the lack of 
academic standard make it difficult adequately distribute 
education.   With this comes the need to establish policies 
on  secure  and  regulatory.   One  of  the  main  areas  to 
regulate  would  be  information  access  and  information 
sharing.

According to Jansen and Grance (2011), the motivation 
toward cloud computing should increase efficiency,  not 
decrease  measures  to  provide  network  security  (p.  5). 
Unfortunately in some cases, measures to secure network 
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resources in the cloud have failed.  The authors concur 
that  the  growth  of  cloud  computing  stems  from  the 
culmination  of  networks  accessing  and  sharing 
resources and information.  It can also be concluded that 
cloud computing is the force behind the expansion of 
network boundaries in organizations.  Because of this, 
the  organizational  infrastructure  must  now implement 
control and oversight of the ‘potential’ access of other 
networks that  are  not  part  of  the  organizations  initial 
perimeter of stakeholders [15].

Because  of  its  technologically  savvy  end  user  base, 
university  networks  are  geared  to  be  the  most 
sophisticated  in  nature.   Further  the  interconnected 
nature  of  university networks  and  the  simplicity with 
which, network platforms can be accessed create, and in 
some cases, mandate the need for some form of global 
governance  in  education.   Finally,  the  cost  cutting 
measures  used  to  reduce  capital  investment  in  IT 
resources increases the need to utilize cloud computing 
options.  But with it, also amplifies the need to impose 
standards in information access, information capture and 
information sharing.  Some form of alignment between 
shared  networks  can  address  issues  of  illegal  file 
sharing/network sharing.  

Technology companies  invest  lots  of  resources  in  the 
protection  of  intellectual  property  [23].  In  higher 
education,  this  cost  gets  transferred  to  the  student  in 
what’s  commonly  known  as  a  “technology  fee”. 
Software and DRM providers like Microsoft ™ have the 
ability  to  set  and  enforce  standards  for  intellectual 
property access.  This is seen especially in cases where 
the Internet is used as a means to access digital content 
through hyperlinks or via direct file downloads.

Authors  Boucqueau,  Delaigle,  and  Goray  (1999) 
describe a variety of case scenarios in the project and 
the  procedures  governing  secure  transactions  in  open 
network  environments.  Several  network  distribution 
models are presented as they relate to the secure web 
transaction  process,  which  requires  the  registration of 
web content through Certification Authorities (CA) or 
Trusted Third Parties (TTP) (e.g. Equifax) [5]. 

HYPOTHESIS

The  literature  review  contains  a  good  basis  for 
examination of variables and constructs that determine 
online  behavior  among  college  students.  For  the 
proposed study the following hypotheses was examined: 
H1.  Students’  music  download  behavior  will  be 
influenced by available storage capacity.
HO1.  Student’s  music  download  behavior  will  not  be 
influenced available storage capacity.
Methodology 

Participants in this study were college students from a 

university in Georgia. The National Center for Education 
Statistics  shows  that  in  Fall,  2003  the  university’s 
Decatur location had a total enrollment of 5,151 students 
with a  total  of  3,974 undergraduates.  At  that  time,  the 
undergraduate  enrollment  was  made up  of  59.3% men 
and 40.7% women. This is relevant to the study because 
Goldsmith (2001) found that music downloads are 75% 
more prevalent with men than with women (Goldsmith, 
2001).  

The dependent variable was Student downloads and the 
independent  variable  for  this  study  was:  "Student 
downloads  with  the  influence  of  available  storage 
capacity" (Active Independent Variable (IV)).  The active 
IV was manipulated through survey questions that  will 
determine  student  computer  skill/usage,  behavior 
characteristics, and ethnic origin.  The attribute variable 
measured  the  general  demographics  and  motivation 
factors of students that download music.   

From this, the study investigated the motivational factors 
relating to downloads by academic major, ethnic origin, 
sex  and  age,  as  well  as  the  influence  of  storage  and 
available  capacity  via  thin  client/cloud-based  networks 
on student’s download decisions. The dependent variable 
is download behavior.  

One third of the questions were consistent with surveys 
conducted  in  the  literature  reviews  for  the  purpose  of 
comparison analysis and validation.  Approximately six 
questions  were  designed  to  measure  motivational 
factors/characteristics  that  comprise a  thin client/cloud-
based network.  These questions were measured using a 
Likert  scale.   The  remaining  questions  were  nominal 
scale based (e.g. race, sex, college major, age range, etc.).
 

FINDINGS

The  more  significant  of  the  two  clusters  contained 
General Demographics (Age, College major and Sex) and 
questions relating to Motivational factors, as seen below. 
Although  77.6%  of  the  participants  have  experience 
downloading  music,  only  71%  see  illegal  music 
downloads  as  theft.  Approximately  69%  of  the 
participants were male.   46% of the participants were 25 
years of age and younger.  Finally, study showed that the 
ethnicity  of  the  student  was  not  significant  to  become 
part of the group membership.  The overall results of this 
initial study show that Behavior, Computer skill/Usage, 
and Ethnic Origin are significant  in determining group 
membership for online behavior, but are insignificant in 
determining  the  motivational  factors  for  downloading 
music.   

To test the null hypothesis, measures of central tendency 
were conducted as the analysis moved from a three step 
to a two step cluster analysis.  The results indicate that 
there is a change as the centroids merge clusters 1 and 2 
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from the 3 step cluster to the two step cluster.  However, 
there  is  no  change  in  mean  as  the  clusters  centroids 
migrate in the second cluster. 

Figure 1:Three Step Cluster Centroids

Three Step
ResponseID

Mean Std. Deviation
Cluster 1 182.40 106.656

2 187.80 106.718
3 183.50 106.570
Combined 184.50 106.377

 
Figure 2: Two Step Cluster Centroids

Thus the null  hypothesis  was rejected as  the  analysis 
moves from a three step to a two step cluster analysis.

SUMMARY

Many in information systems would argue that system 
users  do  not  directly  pay  the  salary  of  information 
systems officers, and therefore should not be part of the 
decision making or evaluation process. A viewpoint like 
that  is  considered  positivistic.   In  the  positivist  view, 
data  is  objective  &  independent  of  the  researcher. 
Within  this  viewpoint,  there  is  a  single  scientific 
method. However, in an article written by Bichler and 
Loebbecke,  the  concept  of  “user  modeling  and 
personalization of information systems” is expressed “as 
important  components  of  software  engineering  and 
information systems development” [3].  

An  example  of  this  positivistic  view  in  information 
systems is seen in an article written by Walsham (1995). 
Here, it shows that information systems (IS) evaluation 
has been dominated by positivistic scientific paradigm 
(Walsham, 1995).  According to  Walsham, information 
systems  IS  evaluation  is  referred  to  as  a  complex 
decision making process because of the various social 
and organizational processes it is embedded in. 

Cognitive psychology attempts to provide the necessary 
structures  to  reveal  and  understand  the  individual’s 
knowledge,  views,  emotions and perceptions.   On the 
other  hand,  the  relativist  viewpoint  recognizes  that 
there’s no purely observational language.  Further there 
is not one single scientific method & and no method is 
superior  to  the  other.   Moreover,  theories  about 
consumer  research  are  not  universal  and  all  data  are 
theory-laden.

In a comparison analysis of the social interaction with 

ants, Stengal, Bleimann, and Stynes discover new ways 
to create a “virtual, university network architecture” [27]. 
The purpose of this study was to further break down the 
digital  divide between members  of  the community,  the 
working  public,  and  the  handicap.  The  authors  break 
down the system needs of the university which include 
“mentoring, assignment delivery and evaluation” [27].  

According to the authors, the behavioral patterns of ants 
were  analyzed  in  order  to  enhance  network  routing. 
Similarities  were identified in  territory marking,  in  the 
exchange of food and data.  The results of the study show 
that a university network of this nature requires both an 
asynchronous  and  a  synchronous  network  to  be 
implemented  due  to  the  complex  nature  of  the  ants’ 
patterns.

Finally,  McGrath  (2002)  writes  an  article,  which 
discusses  how  librarians  organize  material,  make  it 
available  and  assert  their  power  through  consortia. 
Meanwhile, aggregators and intermediaries look for new 
ways to mediate;  technologists invent new devices  and 
we all have to grapple with the consequences.

The process  of  unauthorized data access  and measures 
used  to  protect  databases  is  presented  in  an  article  by 
Nance (1998). Here, the implementation of IDs is used to 
access databases enabled servers in order to identify and 
validate users on the network.  Many of the mechanisms 
used to protect database servers, (such as firewalls, proxy 
servers,  private networks,  private links,  the reliance on 
secure  internet  addresses/host  names,  and  confining 
database server traffic to specific node address), provide 
a false sense of security to database administrators [21]. 

Lee  (2003)  defines  a  document  as  “any  record  of 
information  and  any  other  material  data  stored  or 
recorded by mechanical or electronic means” [17].  In a 
study on university networks, Lee presents a university 
server  containing  illegal  documents  uploaded  by 
members of the math department.  Evidence of the server 
activity is captured on activity logs and was admissible 
by  the  courts.    According  to  Lee,  “control  could  be 
destructive  to  university life  because it  would create  a 
chilling environment,  when universities generally strive 
for an environment of intellectual freedom and creative 
exploitation” [17].

None of  the methods mentioned  provide  guarantees  of 
secured  systems  [21].  The  overall  goal  of  the  models 
described is to provide protection of intellectual property 
rights,  especially  in  the  case  of  piracy.  Based  on  the 
distribution  network  content  providers  contend  with 
issues  such  as  quality  of  service,  transmission  at  the 
TCP/IP  layer  of  the  OSI  model,  public  keys,  and 
authentication [21].

The Internet  has made the way for many technological 

Two Step
ResponseID

Mean Std. Deviation
Cluster 1 185.10 106.488

2 183.50 106.570
Combined 184.50 106.377
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and  logistical  advances,  making  it  more  efficient  to 
transfer resources from business to business (B2B) and 
to a large variety of customers. Even today, many of the 
traditional  models  for  distribution  have  failed.  This 
demise  has  caused  brick  and  mortar  stores  to  share 
resources  through  networks  online  where  the  Internet 
(electronic  media)  is  used  as  the  means  to 
transfer/distribute products and services globally [30].

iTunes is described as a sophisticated collaboration of 
network  and  database  relationships  and  dependencies 
enabling consumers to react with copyright and contract 
law and DRM technologies with one click [9]. Industry 
experts predict drastic increases with this interaction as 
it’s anticipated that nearly all entertainment and music 
media will take on a digital format by 2009. This has 
manifested  itself  by  way  of  Podcasting  Technology, 
which  is  used  in  what's  called  the  Opencast  Mobile 
Learning environment. 

According to authors Boyinbode, Bagula and Ngambi, 
(2011), students have proven to increase their level of 
class participation with the advent and implementation 
of  podcasts  in the e-learning environment.   The main 
challenge with Opencast Mobile instruction is found in 
the  preparedness  of  instruction.   Along with podcasts 
mobile  learning  (called  M-learning)  also  has 
architectural  challenges  (“intermittent  connections and 
lack of cross-platform solutions”) that enable the users 
to have adequate access to content [6].  However it, like 
other options in the Opencast Framework provides the 
most flexibility for instruction.

CONCLUSION

Through this study students’ intentions were examined 

as  they go through the  process  of  downloading music. 
The study indicates that students want are motivated to 
save music after they’ve downloaded it.   Based on the 
answers  to  the  motivational  factor/characteristics  that 
comprise  a  thin  client/cloud-based  network,  younger 
students under 25 years of age desire to be have more 
mobile with the music they download than students over 
40 years.    

It has been said that one of the best ways to keep track of 
unauthorized data access is through centralization.  In the 
case of the EINSTEIN project, the U.S. Government has 
created an intrusion detection and prevention system “on 
all incoming communication” (Bellovin, Bradner, Diffie, 
Landau and Rexford, 2011).   According to government 
reports, the increase in intrusion based attacks created the 
need for the EINSTEIN project. The intent of the project 
is  to  check  all  internet  traffic  coming into  the  federal 
government.   The  nature  of  EINSTEIN  is  one  that 
through Correlation, inspects “network traffic in real time 
as they appear” (Bellovin,  Bradner,  Diffie,  Landau and 
Rexford, 2011).

Authors  like  Goldsmith  (2002),  LaRose  and  Eastin 
(2002)  say  that  most  online  consumers  are  college 
students. In fact a high percentage of the studies dealing 
with online buying behavior are conducted with college 
students.  According  to  LaRose  and  Eastin  (2002), 
“college-aged consumers spend 12% of their total income 
online, and those purchases are concentrated in categories 
(clothes,  music,  and  books)  frequently  associated  with 
compulsive buying” [16]. The authors “Interpret research 
on impulsive,  compulsive,  and addictive online buying 
within a theory of human behavior well known to media 
effects  researchers:  Albert  Bandura's  (1986)  social 
cognitive theory” [16].
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ABSTRACT 

 This paper purpose is to implement a computational 
program to estimate the states (complex nodal voltages) of a 
power system and showing that the largest normalized residual 
(LNR) test fails many times. The chosen solution method was 
the Weighted Least Squares (WLS). Once the states are 
estimated a gross error analysis is made with the purpose to 
detect and identify the measurements that may contain gross 
errors (GEs), which can interfere in the estimated states, leading 
the process to an erroneous state estimation. If a measure is 
identified as having error, it is discarded of the measurement set 
and the whole process is remade until all measures are within an 
acceptable error threshold. To validate the implemented 
software there have been done several computer simulations in 
the IEEE´s systems of 6 and 14 buses, where satisfactory results 
were obtained. 
 Another purpose is to show that even a widespread 
method as the LNR test is subjected to serious conceptual flaws, 
probably due to a lack of mathematical foundation attendance in 
the methodology. The paper highlights the need for continuous 
improvement of the employed techniques and a critical view, on 
the part of the researchers, to see those types of failures. 
 
Keywords: Power Systems, State Estimation, Gross Errors, 
Normalized Residual. 
 
 

1. INTRODUCTION 
 
 The real time power systems operation has the main 
objective to keep the electrical system operating. To achieve 
this goal it is necessary that the voltage, frequency, lines power 
flow and lines and equipment load levels be kept within safety 
thresholds. 
     The state estimation process plays an essential role for the 
monitoring and analysis of an electrical system, because it 
handles analog redundant information measurements 
contaminated by noise, in order to better estimate the complex 
voltages in the buses belonging to the supervised system [1]. 
     The ability to detect and identify GEs is one of the important 
attributes of the state estimation process in power systems. 
Some GEs are obvious and can be initially identified and 
eliminated from the estimation process, through a simple 
verification of the measures input data. Such errors can be: 
absurd values of effective voltage, values far beyond those 
expected for measures of power and /or electrical current, etc. 
[2]. However, not all types of GEs are easily detectable and 

identifiable in this way, requiring the use of other 
methodologies. 
     The WLS state estimator works well when the noise in the 
measurements are Gaussian, but fails in the occurrence of one 
or more GEs [2]. To overcome this limitation, methods were 
developed for detection and identification of GEs, among which 
the most widely used, are based on the analysis of the 
measurement residual, because they provide information on 
possible violations of assumptions concerning the measurement 
model (the residue is the difference between the measured and 
estimated value of the measures). 
     The WLS estimator, associated with GEs processing 
techniques based on the analysis of the measures residues, give 
satisfactory performance in the occurrence of simple GE, or 
when there are multiple non-interactive GEs [3], but can fail in 
the following situations: 
     i) GEs associated with measures with low redundancy 
(critical measures or pertaining to critical sets of measures); 
     ii) Interactive multiple GEs; 
     iii) GEs that have the characteristic of being highly 
influential, i.e., to attract the convergence of state estimation 
process, called leverage point measures [3]. 
     Because of the simplicity of its formulation, as well as the 
ease of its computer implementation, the WLS estimator 
associated with the largest normalized residual test is the most 
used in operation centers. 
 

 
2. PROBLEM FORMULATION 

 
 This section will present a general formulation for the 
WLS estimator associated with the largest normalized residual 
test. 
 
Power System Mathematical Modeling 

 In this work we adopted as a representation of an 
electrical system branch a generalization of the equivalent 
model of transmission lines, in phase and lagged transformers, 
from the model presented in [4]. From the application of 
Kirchhoff's laws, on the general model π, we obtain the 
following expressions for the active (Pkl) and reactive (Qkl) 
power flow in the branch that connects the buses k e l [4]: 

i) From bus k to bus l 
��� � ����� � 	��� 
�� � ��� � 	� � 	� � 
�� � ������ � �� ������ � 	� � 	� � ��� � ������� � ��  
��� ������� � 	��� ���� � ������ � ��� � 	� � 	� � ��� � ������ ��� ����� � 	� � 	� � 
�� � ������� � ��              (2.1)  
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ii) From bus l to bus k 

��� �
	��� 
�� � ��� � 	� � 	� � 
�� � ������ ��� ������ � 	� � 	� � ��� � ������� � �� 
��� ���	��� ���� � ������ � ��� � 	� � 	� � ��� � ������ ��� ������ � 	� � 	� � 
�� � ������� � ��              (2.2) 
 
Being: 
��� - the component series susceptance; 
����� - the shunt susceptance of the transmission line; 
��� � ��� � ��� - the transformer turns ratio; 
	� and 	� - the voltage magnitudes at buses k and l; 
�� and ��  - the voltage phase angles at buses k and l. 
 
     In the complex power injection equating, at any power 
system bus, you must consider the possible existence of shunt 
elements connected to it. Thus, the expressions for the active 
and reactive power injections, at a generic bus k, can be written 
as:     

�� � � ���
���� �

 

                   (2.3) 

�� � �	��� ���� � � ���
���� �

 

Being: 
���� - the shunt susceptance of a capacitor connected to the bus 
k; 
!" - the set of adjacent buses to the bus k. 
 
     For more details of the complete equating of flow and power 
injection expressions see [4]. The next section will address the 
solution method chosen for the WLS state estimator. 
 
Normal Equation Method 
 The state estimation is the calculation of unknown state 
variables through a set of inaccurate measures; therefore, the 
estimation obtained will not be exact. Thus, the estimation 
problem is to find a way to achieve the best estimation and, for 
this, from many existing statistical criteria, the one which has 
been used in most of the power systems is the weighted least 
squares. In this paper it is assumed that there are no errors in the 
model parameters. With respect to this representation, the 
nonlinear equations for state estimation in power systems are 
represented as: 

 # � $%&' � (                (2.4) 

Being: 
# - the measures vector (m x 1); 
$�� � - the vector of nonlinear functions, which lists the 
measures with the state variables (m x 1); 
& - the vector of state variables to be estimated (n x 1); 
( - the vector of measures errors (m x 1); 
m - the measures number; 
n - the state variables to be estimated number. 
 
     The measures errors are considered as independent random 
variables, with zero Gaussian mean [5]. Calling R the 
covariance matrix of the measures error vector, with size m x m, 
we have: 

) �
*
+
+
,-.� -��

/
-0� 1
2
2
3
                   (2.5) 

Where -4� is the variance of measurement error i. Therefore (4~ 
N(0,Rii) for every “i”. 
     By applying the methodology of weighted least squares, the 
best estimation of the state variables vector�&, called�&5, can be 
obtained by calculating the value of  & that makes minimum the 
6%&' index [5], given by: 

  6%&' � .
� � (7 � )8.� (              (2.6) 

or 
 6%&' � .

� � 9# � $�&�:7� )8.� 9# � $�&�:           (2.7) 
Being )8. the inverse of the covariance matrix of the measures 
error vector, used here as a weight matrix for the measurements. 
    The 6%&' index becomes a minimum when: 

;<%='
;= � >               (2.8) 

or 
 ?7%&5'� )8.� @# � $%&5'A � >              (2.9) 
being ?%&5' the matrix of first derivatives of the nonlinear 
functions of vector�$�&�, known as the Jacobian, calculated at 
the point represented by the vector of estimated state variables 
&5, and represented by: 
  

 ?%&5' � B;�%=';= C=D=5                  (2.10) 

 
     Because the  6%&' index is a quadratic nonlinear function, to 
obtain &5 we apply an iterative method to solve a linear equation 
at each iteration k, in order to calculate the current estimation of 
the state variables vector, through successive corrections [5], 
given by: 
  &�E. � &� � F&�                  (2.11) 
     However, to determine the correction�F&�, we perform the 
linearization of the equations $�&� around the point�&�, 
represented by the expression: 
 $�&�E.� G $�&�� � ?�&��� F&�                 (2.12) 
     Rewriting equation (2.4), in relation to the approximations 
made in�$�&�, we obtain the measurement model which has 
become linear:            
   # � $�&�� � ?�&��� F&� � (                 (2.13) 
    Or: 
      F#�&�� � # � $�&�� � ?�&��� F&� �(                (2.14) 
Being F#�&�� defined as vector of the measurements residues. 
     From the model of linear measurement, the objective 
function 6%F&' becomes:     
6%F&' � .

� � @F#�&�' � ?�&��� F&�:7� )8.� @F#�&�' �
�?�&��� F&�:                     (2.15) 
Whose minimum is calculated from: 
;<%H='
;H= � ?�&��7� )8.� @F#�&�' � ?�&��� F&�: � >          (2.16) 

    Therefore, the solution can be obtained by the following 
equation: 
F&� � 9?�&��7� )8.� ?�&��:8.� ?�&��7� )8.� F#�&��      (2.17) 
Which is called the normal equation, where:
 ?�&��7� )8.� ?�&�� � I�&��                 (2.18) 
is the gain matrix (G). 
     The iterative process starts from an initial value &J and, at 
each iteration k; the corrections in the state variables F& are 
obtained using equation (2.17). The vector of state variables 
update is obtained using equation (2.11) until a stopping 
criterion is satisfied, such as: 

K�&LF&�L M N                     (2.19) 
where N denotes a predetermined error tolerance. 
     Thus, this criterion indicates that the iterative process will be 
terminated when the magnitude of adjustments in state variables 
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is negligible. The algorithm of the WLS state estimator can be 
summarized by the following steps: 
 
Step 1: Set k = 0 and choose an initial solution�&� � &J; 
Step 2: Calculate the matrices ?�&�� and I�&�� at the 
point�& � &�; 
Step 3: Get the state variables correction through the normal 
equation and update the variables: 

F&� � I�&��8.� ?�&��7� )8.� F#�&�� 
&�E. � &� � F&� 

Step 4: Test the stopping criterion: if K�&LF&�L M N, the 
process converged. Otherwise, make k = k + 1 and return to 
Step 2. 
 
Largest Normalized Residual Test 
     The method used in this paper to detection and identification 
of measurement GEs is through the normalized residues vector 
(OP) analysis. The residues vector is defined by: 

O%&5' � Q � $�&5�                   (2.20) 
     To normalize the residue is necessary to calculate the 
residues covariance matrix, defined by the equation: 
        !%&5' � ) � ?%&5'� I8.%&5'� ?7�&5�                (2.21) 
    Thus, the normalized residue is calculated by: 

O4P�&5� � RS�=5�
T SS�=5�           (2.22) 

where !44 is the i diagonal element of the residues covariance 
matrix. 
     The importance of residues standardization can be 
understood if it is taken into account that different types of 
meters have generally different variances, so that a discrepant 
measurement’s residue value can be perfectly acceptable to 
another. The residues standardization places them in a single 
reference, thus allowing a fair comparison of their absolute 
values. 
     Admitting the hypothesis that the measurements errors ((4) 
are independent random variables with normal distribution with 
zero mean and known variance it is proved, in [6], that the 
elements of the normalized residues vector presents standard 
normal distribution, i. e.: 

O4PUV�>WX� 
    Thus, the existence of GEs can be verified by the following 
test: 
 
- If any LO4PL Y Z, with i = 1,...,m, there is suspicion of GE; 
- If all LO4PL M Z, with i = 1,...,m, supports the hypothesis that 
there is no GE. 
    Usually it is assumed Z � [ [2]. 
 
    Considering the hypothesis of a single measurement 
containing a GE and all other measurements as perfect, in [7] 
and [2], it is shown that for a measurement system, free of 
critical measurements and critical sets, the measurement with 
GE attend the largest normalized residual (O0\=P ). Thus, we can 
perform both detection and identification of the measurement 
with a GE, at the same time, by testing: 
 O4P Y Z (Threshold)                   (2.23) 
     In the presence of single GE, the method does not identify 
GE on critical measurements, or on measurements pertaining to 
critical sets of measures. This is due to the fact that the critical 
measurements have zero residues [8] and measurements of 
critical sets have normalized residues equal in magnitude [9]. 
    After identifying the measurement with a GE, some special 
treatment should be given to this measurement, in order to 
minimize its effect. Traditionally, the effect of the measurement 
with GE can be suppressed in two ways [7]: 

 i) withdrawal of the measurement with a GE from the 
measurement set and re-estimates the states; 
 ii) recovery of the measurement with GE through the 
value of estimated error and performs again an estimation of the 
states. 
    In this paper the measurement identified as having a GE is 
removed from the measurement set. 
 
OBS. 1: In all the gross error detection test procedure, it was 
used the residual as a measure of the measurement gross error, 
without any proof that this assumption is correct. 
 
OBS. 2: No proof at all is presented that the measurement with 
gross error is the one with the largest normalized residual. 
Again they are mixing measurement error with measurement 
residual, and they are completely different quantities [10].   
 
OBS. 3: The conventional methodology is not considering that 
the residual space is of dimension equal to the measurements´ 
number minus the system state variables, that is, a correlated 
space. Otherwise the measurement error is a not correlated 
space; that is the measurement errors are not correlated. 
 
OBS. 4: The consequence of the correlated space for the 
measurements is that instead of using a hyper-sphere in order to 
identify the measurement with error one should use instead a 
hyper-ellipsoid. 
 
 

3. PROPOSED METHODOLOGY 
 

The implemented program has the following flowchart:

 

Fig.1: WLS estimator flowchart. 
 
Obs.: Z is chosen (how many standard deviations are accepted). 
In this paper it was considered�Z � [.    
 The systems chosen for computer simulations are the 
IEEE’s 6-bus and the IEEE-14 bus, where the program reads 
automatically the database in .txt format. 
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4. RESULTS 
 

 In this section we present the computer simulations 
results for IEEE’s 6 bus and 14 bus systems. 

IEEE´s 6 Buses System 
 The system has the following topology: 

 
Fig. 2: IEEE’s 6 buses system topology. 

 
 From the results of a load flow program, the measurement 

plan was built with a measuring overall redundancy index equal 
to three times the number of state variables to be estimated, 
therefore, consists of 33 measurements, without adding in the 
initial case, random noise and without the presence of critical 
measurements or critical sets of measurements. The 
measurements are shown in the following tables: 

Table 1. Power injection measurement values 
Active Measurements Reactive Measurements 

Measurement Value 
(MW) Measurement Value 

(MVAr) 
AI 1 149.0 RI 1 -3.7 
AI 2 18.3 RI 3 2.2 
AI 4 -47.8 RI 4 3.9 
AI 5 -7.6 RI 6 -14.0 

 
Table 2. Power flow measurement values 

Active Measurements Reactive Measurements 

Measurement Value 
(MW) Measurement Value 

(MVAr) 
AF 1-2 103.1 RF 1-5 3.2 
AF 1-5 45.9 RF 2-3 4.7 
AF 2-3 62.5 RF 2-4 -0.6 
AF 2-5 22.8 RF 3-4 4.4 
AF 3-4 -33.4 RF 4-5 8.9 
AF 4-5 -48.3 RF 5-6 14.7 
AF 2-1 -101.3 RF 2-1 6.7 
AF 3-2 -60.8 RF 5-1 -4.4 
AF 4-2 -33.7 RF 4-2 -1.2 
AF 5-2 -22.5 RF 5-2 -4.0 
AF 5-4 48.6 RF 4-3 -3.8 
AF 6-5 -11.2 RF 6-5 -14.0 

 
Table 3. Voltage measurements 

Measurement Value (V) 
V1 1.060 

   
  
 

 To weigh the measurements used by the WLS state 
estimator it was assumed that all meters have standard deviation 
calculated by the following equation: 
 

    -4 � ]R�^_S`a^
b        (4.1) 

 
Where pr is the meter precision (considered 3% in this 

work by author´s choice) and zlf is the measurement value 
obtained from a load flow simulation. After running the 
implemented software the following results were obtained for 
the estimated state variables: 

Table 4. Estimated state variables 
Bus Magnitude (pu) Angle (rad) 

1 1.0602 0 
2 1.0452 -0.0558 
3 1.0102 -0.1700 
4 1.0255 -0.1115 
5 1.0284 -0.0911 
6 1.0701 -0.1150 

  
 After the estimation process the largest normalized 
residual test is performed, to detect possible measurements 
containing GEs. In this case, the calculated largest normalized 
residual was: O0\=P � >�>Xc>�on the flow measure RF 1-5. As 
the O0\=P M [, we accept the hypothesis that there is no 
measurement with a GE. 
 Now let’s add a 5σ error on the measurement AF 1-2 
(chosen randomly). Repeating the estimation process the 
following results are obtained: 
 
Table 5. Estimated state variables 

Bus Magnitude (pu) Angle (rad) 
1 1.0587 0 
2 1.0431 -0.0580 
3 1.0074 -0.1743 
4 1.0232 -0.1143 
5 1.0261 -0.0936 
6 1.0676 -0.1182 

 
 In this case: O0\=P � d�[e>f�on the measurement AF 1-2. 
As expected, the test detected and identified the measurement 
carrying the GE. By eliminating this measurement from the 
measurement plan, the results were the same as the original case 
without the existence of measurement error. With the results 
obtained it can be observed the effect a measurement with GE 
can cause on the state estimation process, leading it to erroneous 
values for the estimated state variables. 
 Now, let´s admit that the measurements are no more 
perfect, but having an associated random noise, so that they 
vary from g[- of its original values, so, not characterizing a 
measure with GE. This was done to test the robustness of the 
largest normalized residual test, since, in real systems; the set of 
measurements is subject to noise. In this case: O0\=P � [�feeh 
on the measurement AF 6-5. We conclude that the test failed, 
since the added noise in the measurements was less than 3σ (in 
magnitude), not characterizing GE, as the test found. Now, 
adding a GE of�c- on AF 2-3, the test resulted in: O0\=P �
d�ch>d on the measurement AI 1. It appears that the test 
detected the presence of GE, but not on the measurement that 
GE was inserted, failing again. 
 
IEEE´s 14 Buses System 
 The system has the following topology: 
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Fig. 3: IEEE’s 14 bus system topology. 
 

 For this system the measurement plan consists of 81 
measurements, leading the overall redundancy level equal to 
3.0. 

Table 6. Power injection measurement values 
Active Measurements Reactive Measurements 

Measurement Value 
(MW) Measurement Value 

(MVAr) 
AI 1 232.4 RI 1 -16.5 
AI 2 18.3 RI 3 6.1 
AI 4 -47.8 RI 4 3.9 
AI 5 -7.6 RI 6 5.2 
AI 7 0 RI 7 0 
AI 8 0 RI 9 -16.6 

AI 10 -9.0 RI 10 -5.8 
AI 11 -3.5 RI 12 -1.6 
AI 13 -13.5 RI 13 -5.8 
AI 14 -14.9 RI 14 -5.0 

 
Table 7. Power flow measurement values 

Active Measurements Reactive Measurements 

Measurement Value 
(MW) Measurement Value 

(MVAr) 
AF 1-2 156.9 RF 1-2 -20.4 
AF 2-3 73.2 RF 1-5 3.9 
AF 2-4 56.1 RF 2-4 -1.55 
AF 3-4 -23.3 RF 2-5 1.2 
AF 4-5 -61.2 RF 4-5 15.8 
AF 4-9 16.1 RF 4-7 -9.7 
AF 5-6 44.1 RF 5-6 12.5 
AF 6-12 7.8 RF 6-11 3.6 
AF 6-13 17.7 RF 6-13 7.2 
AF 7-9 28.1 RF 7-8 -17.2 
AF 9-10 5.2 RF 9-10 4.2 

AF 10-11 -3.8 RF 9-14 3.6 
AF 12-13 1.6 RF 13-14 1.7 
AF 2-1 -152.6 RF 2-1 27.7 
AF 5-1 -72.7 RF 5-1 2.2 
AF 3-2 -70.9 RF 3-2 1.6 
AF 4-2 -54.5 RF 4-2 3.0 
AF 4-3 23.7 RF 5-2 -2.1 
AF 5-4 61.7 RF 4-3 -4.8 
AF 7-4 -28.1 RF 5-4 -14.2 
AF 9-4 -16.1 RF 7-4 11.4 
AF 11-6 -7.3 RF 6-5 -8.1 
AF 12-6 -7.7 RF 11-6 -3.4 
AF 13-6 -17.5 RF 12-6 -2.4 

AF 8-7 0 RF 13-6 -6.8 
AF 9-7 -28.1 RF 9-7 -5.0 
AF 14-9 -9.3 RF 10-9 -4.2 

AF 11-10 3.8 RF 14-9 -3.4 
AF 13-12 -1.6 RF 11-10 1.6 
AF 14-13 -5.6 RF 14-13 -1.6 

 
Table 8. Voltage Measurements 

Measurement Value (V) 
V1 1.060 

      
     After running the implemented software the following results 
were obtained for the estimated state variables: 
 
Table 9. Estimated state variables 

Bus Magnitude (pu) Angle (rad) 
1 1.0599 0 
2 1.0449 -0.0870 
3 1.0098 -0.2222 
4 1.0175 -0.1800 
5 1.0194 -0.1532 
6 1.0697 -0.2483 
7 1.0614 -0.2333 
8 1.0899 -0.2333 
9 1.0558 -0.2609 

10 1.0508 -0.2636 
11 1.0567 -0.2582 
12 1.0549 -0.2631 
13 1.0501 -0.2646 
14 1.0353 -0.2799 

 
     After performing the state estimation the obtained largest 
normalized residual with perfect measurements was: O0\=P �
>�>Xii�on the measurement RF 6-11. Note that O0\=P M [ then 
the hypothesis that there is no measurement containing a GE is 
accepted. Now let’s add a -6σ noise on the measurement FA 5-6 
(chosen randomly) in the same perfect measurements set. 
Remaking the process we obtained the following results: 
 
Table 10. Estimated state variables 

Bus Magnitude (pu) Angle (rad) 
1 1.0627 0 
2 1.0477 -0.0863 
3 1.0125 -0.2214 
4 1.0210 -0.1769 
5 1.0230 -0.1498 
6 1.0743 -0.2265 
7 1.0646 -0.2258 
8 1.0932 -0.2254 
9 1.0586 -0.2518 

10 1.0539 -0.2528 
11 1.0594 -0.2426 
12 1.0592 -0.2410 
13 1.0544 -0.2436 
14 1.0390 -0.2656 

 
For this case: O0\=P � d�cedj�on the measure AF 5-6. As 

expected, the test detected and identified the measurement 
containing a GE. Eliminating it from the measurement plan the 
results were the same as the original case without GE, 
validating the test for this case.     

Similarly to the case of the 6 buses system, we added 
random noise in the set of measures. For this case: O0\=P �
d�Xedf and, the test failed again when the measures have noise, 
even though they were lower than 3σ. Finally, adding a GE of 
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6σ on the measure AF 13-6 we obtained O0\=P � c�cXd[ on this 
same measure, thus the test was effective in this case. However, 
simulating the system again, we obtained O0\=P � [�fhj> on the 
measure AI 10, thus the test detected the GE, but was not able 
to correctly identify the measurement containing a GE. 

As stated initially, it is shown that the largest normalized 
residual test fails many times. Through the geometric 
interpretation, the author [11] proves mathematically that the 
measurement error is composed of components detectable and 
undetectable, also shows that the detectable component of the 
error is exactly the noise of the measurement error. The 
methods previously used for the processing of gross errors 
(GEs), consider only the detectable component of the error, then 
as a consequence, may fail. 

Through orthogonal projections defined by the equation of 
the projection matrix, [11] also showed that errors in 
measurements that are very close to the range space of the 
Jacobian matrix, relative to other measures, are difficult to 
detect when using the largest normalized residual test, thus, 
depending on the amplitude of the components of the error, this 
method may fail. So is being studied and proposed a new 
methodology to process the measures with GE. This proposition 
is obtained by decomposing the measurement error in two 
components: the first is orthogonal to the range space of the 
Jacobian matrix, whose amplitude is equal to the residue of the 
measure; the other belongs to the range space of the Jacobian 
matrix and therefore does not contribute to the residue of the 
measure. 

 

5. CONCLUSION 
 

 By the tests presented, it is verified the effectiveness of 
the proposed algorithm, applied to power systems state 
estimation, by using the WLS state estimator method. 

The implemented software allows the operator to directly 
read the database from the solution of a load flow problem in a 
.txt format. After reading the database it solves the problem of 
state estimation by the weighted least squares method, taking 
into consideration the measurement quality, given by their 
respective variances.  

To validate the results obtained by the WLS, the largest 
normalized residual test is performed in an attempt to detect and 
identify possible measurement containing GEs, which interfere 
negatively in the estimation process. If such measurement is 
detected, through a threshold test for �O0\=P , it is discarded from 
the measurement set and the process of estimation is remade.  

The results obtained using the software shows that the 
theoretically expected results of the classic state estimation 
analysis fails some times and the reasons for that is the lack of 
theoretical consistency used in the classical state estimation 
proposition. The simulations results showed that the largest 
normalized residual test fails and again the reason are the 
inconsistencies of the used theoretical background. For example 
even in the case of not having gross error in the measurement 
set, the test detected GE and in other cases, correctly detected 
the presence of GE, but erroneously identified the measurement 
containing a GE. These facts make clear the lack of robustness 
of the largest normalized residual test when using measurements 
sets with random noise.  
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ABSTRACT 

This paper deals with construction of device for online, 

real-time analysis of recuperative current with the use of 

microprocessor and thus will be representing full digital 

system for real time analysis. The proposed system 

should be utilized for railway transport for the 

measurement of recuperative currents which is being 

supplied from power converter of traction vehicle. In the 

first part of paper, the current sensor and digital filter are 

described. Then the computation algorithm is being 

presented. Last part of paper shows implementation in 

microprocessor and experimental verification of proposed 

solution. 

Keywords: real-time measurement, spectrum, full digital, 

FFT.

1.INTRODUCTION

Nowadays, a high frequency power semiconductor 

converters are used in all areas including industry and 

transportation, for control the energy flow. Their main 

advantage is high efficient power conversion, high 

frequency and small size. On the other side, converters 

uses semiconductor devices in high frequency switching 

mode, so they represent nonlinear load for distribution 

network and supply current for converters is not 

harmonic. As a result, the higher harmonics of supply 

current are generated, which significantly affects the 

EMC of converter and other electronic devices. 

Emissions of higher harmonics are strictly set by certain 

standards. For railway applications, these limits are set by 

standard UIC 550-3 (European Union).  

Without utilization of power factor corrector (PFC) the 

supply current of converter acts as current with high 

portion of non-harmonic elements. Even PFC is being 

used the given amount of these non-harmonic elements 

are still being taken away from distribution network. This 

problem can be also registered during recuperative 

braking of traction vehicles. As a results of described 

behavior of power semiconductor systems, the higher 

harmonics of supplying current are significantly affecting 

EMC of the semiconductor converter and other electronic 

devices.

This paper is presenting novel full digital control 

methodology for higher order frequency spectrum 

identification provided online, in the real time. Core of 

proposed system is based on modern microprocessor unit 

from TMS320F Family from Texas Instruments. Other 

additional measurement equipment and selection of most 

suitable additional features will be consequently 

described. Last part of paper is given for implementation 

and verification through various experiments.  

2. CURRENT SENSING 

This chapter describes selection of the current sensing 

device/method which is suited in final system. In 

principle there exist three general methods for current 

sensing: 

 a) utilization of shunt resistor   

 b) utilization of current transformer 

 c) measurement through Hall sensor 

Shunt resistor is able to be used for various amplitudes 

and shape of current waveforms. The output signal for 

further processing is voltage which is proportional to 

flowing current. The main criterions for shunt resistors 

are very low resistance value (in order to meet acceptable 

values of voltage which has to be processed) and power 
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dimensioning according to flowing current. Base on 

worldwide standards the most of shunts are designed to

have voltage drop (sensing voltage) 50mV, 75 mV or 100

mV at the nominal current. Disadvantages related to 

usage are temperature stresses which in extreme

condition can expressively change value of resistance and 

thus value of sensing voltage, what can lead in

measurement failure and thus collapse of total system.

Also at the measurement of time variable waveforms of 

current, the proposed shunt resistor must be made from

material which acts as low inductance due to suppression

of measurement distortion.

Therefore more suitable methodology is utilization of 

current transformer. It transforms flowing current to

corresponding voltage, which is being measured by

sensing device. Requirement according current

transformer is that it cannot operate in no load condition. 

Also there are other disadvantages according magnetic

saturation and power dimensioning, what makes this

solution for high power application (what traction vehicle

introduces) non attractive due to large volume.

The last mentioned proposal according current

measurement is base on well - know methodology, which

is based on utilization of Hall sensor. In principle there

exist two possible ways:

- measurement in open loop

- measurement in closed loop 

In  our proposed measuring device we have focused on

second way, measurement in closed loop, during which

importance has to be given mainly for operation of hall

sensor in linear region. Closed loop operation is

characterized by total compensation of magnetic flux

around magnetic circuit. Each deviation from zero offset

leads to generation of Hall effect. Electrical circuit then

supplies secondary current, which is necessary for 

compensation of magnetic field. Advantages of closed

loop operation are high accuracy, large available

bandwidth, fast response, perfect linearity, possibility of

overloading.

Digital filters

Due to fact, that hall sensor is equipped with current

output, the transformation from current to acceptable

voltage level for A/D converter (microprocessor) is

necessary. A/D converter is operating with input voltage

level between 0 VDC - 3 VDC.

Fig. 1 Principle schematics of Hall sensor connection

with measuring resistor

Fig. 2. shows schematics for Hall sensor connection with

measuring resistor which is suited for current

transformation into voltage. Determination of measuring

resistor RM was done using next formula:
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Hall sensor has maximum measuring range ± 150 A, so

the maximum amplitude of measured current is 300A.

Due to this value the voltage drop on measuring resistor

will have to be in the range of ± 1.5 V, but for A/D

converter the conversion of negative voltages is not

possible. For the purpose of the voltage level adjustment

on the measuring resistor without loss of information of

measured signal the utilization of next circuit (fig. 3.) was 

necessary.

Fig. 2 Block scheme of circuit for voltage adjustment

This circuit shifts input voltage ± 1.5 V to range from 0 to 

3V, without modification of measured signal. This is very

important, because even small deviation in frequency of

the signal can lead to inaccurate analysis. For the output

voltage, next formula is valid:

)(
1

2
inrefout UU

R

R
U

   (2)

, where Uref is voltage at the output of voltage stabilisator

LM317, and Uin is voltage across sensing resistor RM. If

R1 = R2 then:

inrefout UUU
(3)

In such way the output voltage Uout is modified voltage in

the range 0 V - 3 Vdc which is supplied into A/D

converter.

 3. FILTERING OF INPUT SINGAL

The Hall sensor with closed loop was used in proposed

system. This sensor is capable to sensing AC, DC or

impulse currents. Due to use of AD converter in
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microprocessor, the voltage level from current sensor

needs to be shifted in range 0 to 3V.

Digital filters 

Digital filter as representation of digital system,  process

digital input and after processing, at the output of the

system, digital signal appears. The role of the digital filter 

is to affect the spectrum of the input signal in desired

form. This means either select a part of the spectrum

which will stay unchanged and suppress the rest. (low

pass filter, high pass filter, band pass or band stop, or

shaping the frequency response. [1] [2]

For given application, a digital IIR filter was chosen, due

to its small time delay during processing of input signal

(measured current). Another advantage of this type of 

filter is small memory usage. Unlike FIR filters, stability

of IIR filters is not always guaranteed. After the proposal,

check whether all poles of transfers function lies inside

unit circle in z-domain. Another disadvantage of IIR

filters is sensitivity to saturation of processor's arithmetic

and sensitivity to quantization of values. Advantages of 

IIR filters are lower degree of transfer function at the

same requirements. Consequently, memory demands for

accumulation of coefficients and state variables are lower 

and also, time for processing of input variable is lower

also. General transfer function of IIR filter is in form:

0

0

M
i

i

i

M
i

i

i

a z
Y z

H z
X z

b z

(4)

In final it is possible to use design tables of analog filters,

because each digital filter can be described by its analog 

equivalent.

Main criterion for filter design is its stability, that means

that all poles of transfer function must belong to internal

part of unity circle line (see fig. 3). 

Fig.3. Distribution of poles and zeros of proposed

system

For the analysis of spectrum of supply current we have

decided to assign antialiasing function for proposed

digital filter, what means that it will behave as low-pass

filter. For the sampling frequency of fs = 192307,69 Hz

we design filter with cutoff frequency fc = 26 kHz. Digital

filter in such way won't change amplitude frequency

spectrum in the range from 0 up to 26 kHz. During filter 

design we have utilized methodology of analog to digital

transformation. First we have researched analog low-pass

which was consequently through the use of bilinear

transformation transformed into p and z plain. Next, with

the use of tables for design of Butterworth filter we have

selected analog filter whose low-pass was 6th grade

polynomial function. This proposed filter is giving

compromise between fastness and slope of transition zone

of modulated frequency characteristic. Analog form of

proposed filter is given by next equation:

1863703,3464102,7141620,9464102,7863703,3

1
)(

23456 pppppp
pH

(5)

Using mentioned tables of Butterworth filter we get

equation (5) in digital form what is given by next

equation:
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where the coefficients of polynoms are:

b0 = 0,001552195356958 b1 = 0,009313172141747

b2 = 0,023282930354368 b3 = 0,031043907139157

b4 = 0,023282930354368 b5 = 0,009313172141747

b6 = 0,001552195356958 a1 = -2,733967214763194

a2 = 3,600856207068566 a3 = -2,715090353346278

a4 = 1,219380058434311 a5 = -0,304731364108709

a6 = 0,0032893169560607

Fig.4 Frequency characteristic of proposed filter 

Fig.4 is showing modulated frequency characteristic of

proposed digital filter. At the cutoff frequency the

attenuation is around -3dB. This confirms proper design.
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4. COMPUTATION OF DISCRETE

FOURIER TRANSFORM AND 

AMPLITUDE SPECTRUM

For  computing of discrete Fourier transform the FFT 

algorithm with "in place computing" was used. In 

program, two fields each with 512 samples were used.

Both fields were in 16b floating point form. One of the

field was for real part and second was used for imaginary

part of complex number. For realization of FFT function,

standard function-void fft(float32*p_real,

float32*p_imag) was used. Input to the function is array 

of real numbers, but computing of imaginary numbers is

also possible. Generally, output from the discrete Fourier

transform is sequence of complex numbers. From above

mentioned function, the output is array of real parts of

numbers and array of imaginary numbers. Hence, the

input values are overwritten with output values.

Advantage of this algorithm is low memory usage [3] [4].

For amplitude spectrum computing, function „void

Spectrum_Amp(float32 *p_real, float32 *p_imag)" was

used. this function reconstruct the frequency axis and

compute amplitudes of each harmonic component by

equation:

2 22
real imag

A n X n X
N

n
(7)

where:

 n - is n-th component of Fourrier transform

real
X

- is real part

 - is imaginary partimag
X

Function, which resolution is determined by number of

samples N, assign the value of amplitude to each 

frequency from frequency range, whereby identify the

spectrum of analyzed signal, in our case the current from

converter.

5. Implementation into microprocessor

Algorithms for filtering, computing and analysis of 

measured signal are realized in software form in 

microprocessor. For this purpose a 32bit float-point

microprocessor TMS 320F28335 Delfino. This 150MHz

microprocessor contains float-point C2000 core and

powerful peripherals, from which a 12bit A/D converter

was used for measurement of signal from Hall sensor.

Software for computing and analysis was written in

standard C-language. Maximum frequency of analyzed

signal is up to 20kHz, so the sampling frequency of

192kHz was chosen, which means, that  Shannon criteria 

was observed

Implementation of digital filters

Digital filter in device for real time measurement and

analysis of recuperative currents from electric locomotive

acts like antialiasing filter, which is basically low pass

filter. For sampling frequency fs=192307.69 Hz, a low

pass filter with cut-off frequency fc=26kHz was designed.

Digital filter do not affect amplitude frequency spectrum

from 0 to 26kHz, but all higher frequencies will be

damped.

Filter was designed using analog to digital transformation

method or design by emulation method. First, analog low

pass filter was designed and consequently, this filter was 

transformed to discrete z-domain by bilinear transform.

By use of tabs for design of Butterworth filter, an analog

low-pass filter of 6-th degree was chosen. Degree of this

filter gives good compromise between computing speed

and rate of Bode characteristics. Transfer function of

analog filter is in form:

6 5 4 3 2

1 2 3 4 5

1
H s

s a s a s a s a s a s a
6

(5)

This function was transformed by bilinear transform to z-

domain. This two steps can also be performed in reverse.

For implementation in microprocessor, transfer function

in z-domain must be transferred into time domain. After

transformation we get two differential equations, state 

and output. These two differential equations can be easily

implemented into microprocessor.

Realization of window function

Because of analyzed signal consists of combination of 

sinusoidal waveforms and duration of transient effects is

longer than window, a Hanning window was chosen. This

window has good frequency resolution and limited

spectral leakage. Realization of the window function

consists in multiplication of the window value, with the

value of the sample. This is performed by function „void

Okno_Hann(float32 *p_pole)“.

Computing of discrete Fourier transform

For computing of discrete Fourier transform the FFT

algorithm with "in place computing" was used. In 

program, two fields each with 512 samples were used.

Both fields were in 16b floating point form. One of the

field was for real part and second was used for imaginary

part of complex number. For realization of FFT function,

standard function - void fft(float32*p_real,

float32*p_imag) was used. Input to the function is array 

of real numbers, but computing of imaginary numbers is

also possible. Generally, output from the discrete Fourier

transform is sequence of complex numbers. From above

mentioned function, the output is array of real parts of

numbers and array of imaginary numbers. Hence, the

input values are overwritten with output values.

Advantage of this algorithm is in low memory usage and

relatively short time necessary for computing of this
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function. For application in real time, computing time of

algorithms has big impact on performance of whole

device. Time necessary for computing of all algorithms

was 6.8µs, whereby single precision 32b floating point

operands were used for variables.

5. SYSTEM FOR REAL TIME ANALYSIS

OF CURRENT'S SPECTRUM

Our proposal of system for real time analysis of current's

spectrum is primarily indented for use in railway 

applications. But this system can be normally used in 

every application where exact measurement of

recuperative current is necessity. As we previously

mentioned, according to standard UIC 550-3, the

recuperative current which is flowing through rail back

into power network cannot affect signal devices and other

equipment which could be potentially safety risk for

railway system.

Whole analysis of recuperative current must be done in

real time. It means that if analyzed current contains

specific harmonic content, or if content of higher

harmonics is above allowable limit, then the proposed

system has to perform certain measurements. Control

system and control algorithm will prevent distorted

current from flowing back into the distribution point and

power network.

Fig. 5. Block scheme of system for analysis of

recuperative currents

Fig. 5 shows block scheme of proposed system. It 

consists from current sensing device, and from

microprocessor (in our case we have been working with

TMS320F28335). Analog to digital conversion and all 

functions of filters and computational algorithms which

are necessary for measurement and analysis of harmonic

content in recuperative currents are in digital - in software 

form.

6. SIMULATION AND EXPERIMENTAL

VERIFCATION

For verification of proposed algorithm - digital filter and 

its accuracy, the simulation in MATLAB environment

was made. Input to the simulation was signal, which

contains 20 harmonic functions. Each function has

amplitude equals to 1 and frequencies were in range from

5kHz to 100kHz. Sampling frequency was 192kHz

Fig.6. Amplitude spectrum of original input signal

Fig.7. Amplitude spectrum of filtered signal

Fig. 7. shows amplitude spectrum of filtered signal. From

figure it is clear to say, that frequencies of each harmonic

component are clearly identified, but due to spectral

leakage, some frequencies are still present also above

range of 26kHz. But this problem has only minor impact

on application of real time measuring device. Results

from simulations also show good accordance with 

standard MATLAB function fft().

Experimental verification 

For verification of whole system, measurements and tests

of sensor and digital filter were made. On fig.8 the

waveforms of analyzed signal are shown, where upper 

wave is related to current and bottom wave is measured

voltage. On fig.9 the spectrum of this signal is being

showed, whereby it was computed through the use of

MATH function which is given by measuring
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oscilloscope. From this figure, the basic harmonic content

(frequency around 50 Hz) of measured signal is able to be

clearly identified. It serves for comparison with our

proposed system, whose real time spectrum analysis is

shown on fig.10.

Fig.8. Signal waveforms used for verification of proposed

system (up-current, down-voltage)

Fig.9. Amplitude spectrum measured on sensing resistor

(computed by oscilloscope)

Fig.10. Amplitude spectrum computed by proposed

system

From fig. 10 can be seen that proposed measuring system

is acting correctly and that it analyzed measured current

waveform in expected manner. There exist some

problems according accuracy, what was caused by

utilization of low-performance sensing resistor and

microprocessor unit.

5.CONCLUSION

In this paper the system for analyzing of spectrum of 

supply current is proposed. All system, except the current

sensor is in digital form. Proposed filter and computing

algorithm shows good results for application as system

for monitoring the recuperative currents from converter in

electric locomotive. Performance and resolution is limited

by used microprocessor, so for other application the more

powerful processor should by used.
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ABSTRACT 

One of the major issues to address in regards to ORACLE 

database performance is the size of the database. The bulk of 

the information consists of a large number of records, contained 

in many tables, each ranging from thousands of rows. There are 

many factors that can have direct effects on the performance of 

the database. CPU, Memory, Network, Disk I/O are among 

other factors. In order to make a database up and run efficiently, 

each factor must be addresses carefully, and the best tuning 

strategy must be applied for optimum performance. ORACLE 

performance issues are complex, and for a DBA, there is a large 

number of values to monitor and examine in order to decide on 

best tuning strategy.  

 

The aim of the work behind this paper was to design and 

implement a Database Performance Tuning Measurement 

Toolkit for ORACLE Database Servers working on MS-

Windows platforms. This system is called ORACLE 

Performance Monitoring Toolkit (OPMT for short). It is used 

for testing, analysis and reporting of the database performance. 

 

Keywords: ORACLE Database, Database Performance, 

Tuning, Availability, Windows operating system 

 

INTRODUCTION 

Database vendors are becoming aware that the human cost of 

operating large database systems is growing dramatically. As 

the scope of relational database functions has expanded in 

recent years, the complexity of database systems has also 

grown. The added complexity and the increase in data size (now 

frequently into tens of terabytes) have increased the burden on 

database administrators. The combination of increased data 

volumes, larger systems, and increased function, has motivated 

the need for autonomic capability within database management 

systems in order to reduce cost of ownership and to enable 

databases to operate in environments with limited access to 

skilled administration personnel [1]. 

 

A new and interesting approach to this management problem is 

an autonomic DBMS that is able to automatically manage its 

resources to maintain acceptable performance in the face of 

changing conditions [2]. Other terms used in the literature for 

an autonomic DBMS are self-tuning DBMSs [3] and no knobs 

operation [4]. An autonomic DBMS must be able to perform 

the configuration tasks currently carried out by DBAs to 

initially set up a system. Typical configuration tasks include 

determining appropriate allocations for main memory areas 

such as the buffer pools and the sort heap, mapping database 

objects (user defined tables and indexes) to disk storage and 

mapping database objects to buffer pools. Performing 

configuration tasks requires knowledge of the available system 

resources and of the characteristics of the workload. 

 

Many system performance evaluation models have been 

proposed, varying in degree of accuracy, cost to build and run, 

and the reliance of the method on configuration-specific 

parameters. Many of these models are concerned with 

evaluating the appropriateness of a particular hardware 

configuration on the mix of programs that will run on the 

system. These methods, generally used for capacity planning, 

include queuing models, simulation, and monitors of contrived 

CSS, FIVE [5], and ANCICSVS [6], QSIM [7], and APLOMB 

[8], are complicated, requiring large initial investments of time 

and money. These investments are not warranted by a single 

use; thus, these simulators are best suited for development by 

specific manufacturers and may not be publicly available. 

General packages, such as SCERT and CASE, are more useful 

as flexible evaluation tools [9]. 

 

On the other hand, and as businesses across all industries are 

getting more dependent on IT infrastructure, the problem of 

availability of IT systems becomes an increasingly strategic 

business concern. This is because the interdependencies of 

modern business are often linked through software. On one 

hand, employees, customers, and partners communicate and 

conduct commerce through networked systems, at a more 

intense level today than ever before. On the other hand, when 

one system in the network fails, it can break dependencies and 

impact business processes across the enterprise and beyond to 

customers and partners. 

 

To avoid the ramifications of database downtime, many 

corporations have taken a renewed interest in database 

availability. For some, the goal is continuous availability, where 

a database server never fails, which would result in so-called 

unplanned downtime. Most companies do not need such a 

stringent level of database availability; they are satisfied with 

high availability, which allows for a small room of planned 

downtime allocated for database maintenance. Most strategies 

for continuous availability and high availability assume that a 

slight repair to hardware and/or software is all that is required 

for recovery.  

 

High availability is often associated with fault-tolerant systems. 

The term fault-tolerant means a system can operate in the 

presence of hardware component failures A single component 

failure in a fault-tolerant system will not cause a system 

interruption because the alternate component will take over the 

task transparently. As the cost of components continues to drop, 

and the demand for system availability increases, many non-

fault-tolerant systems have redundancy built-in at the 

subsystem level. As a result, many non-fault-tolerant systems 

can tolerate hardware faults  consequently, the line between a 
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fault-tolerant system and a non-fault-tolerant system becomes 

increasingly blurred [10, 11, 12, 13] 

Another key point in bringing database systems users' 

satisfaction is the system performance. Performance can be 

defined as the ability of a system to deliver the results based on 

the request of the users, while keeping them satisfied. The key 

point to remember is satisfaction. If current database key 

indicators reveal that the database is running optimally, but 

users are not satisfied with the response times, then there will 

be a need for tuning [14]. 

One of the biggest responsibilities of a DBA is to ensure that 

the database is tuned properly. The ORACLE RDBMS is 

usually tunable and allows the database to be monitored and 

adjusted to increase its performance. One should do 

performance tuning for the following reasons [15]:  

The speed of computing might be wasting valuable users' 

time (users waiting for response);  

Enable your system to keep-up with the speed business is 

conducted; and  

Optimize hardware usage to save money (companies are 

spending millions on hardware).  

Tuning the database performance is not a simple task and it 

depends on the specific requirements, the operating system and 

the target hardware. There is no "one fits it all" approach. The 

goal is to avoid obvious slowdowns and balance the available 

resources (I/O bandwidth, memory and CPU) [16].  

DATABASE PERFORMANCE TUNING 

Every DBA has experienced a situation in which an application 

slows down after it has been in production for a while. But why 

this happens is not always evident. Perhaps the number of 

transactions issued has increased or maybe the volume of data 

has increased [17].  

The overall performance of a system can be generally measured 

according to transaction response times, that is, the time it takes 

to complete a query or task, which is also the time the user must 

wait for the task to finish and possibly return results. Slow 

(long) response times translate into bad performance and 

frustrated users, whereas quick response times mean better 

performance and happy users. Database system may show 

different levels of performance (good or bad) at different times 

of the day, according to heavy or light user activity. If a user 

query takes a relatively long time to finish, based on previous 

tuning, it is an indication that system may have a performance 

problem that may be resolved, and this should be investigated.  

Another way to know if there is a performance problem is by 

simply monitoring the system on a regular basis, and this is the 

theme of the work behind this paper. Before we describe this 

work, we will summarize some of the existing tools, services 

and some other techniques available in the market that address 

or deal with the tuning problems. 

U.S. Computer Software 

Performance improvement process conducted by U.S. 

Computer Software Inc. is iterative. Generally, it consists of 

step-by-step detection, analysis, and elimination of performance 

bottlenecks. At each step, different ways to remove a given 

bottleneck are considered, and taking into account all important 

project's constraints such as timeline and budget, to choose the 

optimum solution [18].  

The solutions may include:  

 Tuning operating system performance on computers 

running different operating systems. 

 Tuning performance of database servers (including MS 

SQL Server, Oracle, and DB2). Optimization of database 

structures and schemas. Optimization of SQL queries sent 

to the SQL-based database servers. Optimization of the 

source code responsible for utilization of database servers 

(including the code using such APIs as JDBC, ODBC, 

DAO, ADO, OLE DB, and others).  

 General optimization of Java and C++ code. Optimization 

of input/output using asynchronous I/O techniques. 

Optimization of multi-threaded code.  

 Optimization of hardware configurations (including RAID 

systems and networking devices). Hardware upgrade 

planning.  

SQL-Optimizer   

Once a connection to an Oracle database is established, SQL-

Optimizer opens a number of windows that display current user 

connection information [19]. An administrator can view all 

current threads that are operating on the RDBMS as well as drill 

down to information that is quite valuable in identifying 

inefficient SQL. Users of SQL-Optimizer can select sessions to 

see the query start and end times, the actual SQL that was 

ratio," which is a measure of how much data the query obtained 

from memory vs. physical I/O. A high hit ratio (normally 

defined as 80 percent or greater) is good, while lower hit ratios 

indicate table scan problems and/or inefficient SQL.  

 

Although the information displayed by SQL-Optimizer is very 

useful, the GUI itself is difficult to view for long periods due to 

the constant refreshing the tool must perform to keep up with 

jerky and choppy behavior in the statistical windows displaying 

the connection data.    

 

SQL-Optimizer offers much in the way of quickly analyzing 

currently running SQL. By selecting the correct options within 

the tool, an administrator can instantly see the actual SQL a 

user has submitted along with a formatted explain analysis. A 

number of other tools are capable of doing this (such as 

-Optimizer 

interrogates the current SQL and, using a built-in SQL "Expert" 

engine, would determine if the SQL could be written differently 

to improve performance. Any suggestions the tool has, are 

displayed to the user in the form of rewritten code and a new 

EXPLAIN  

RDM Services (Remote Database Monitoring) 

This is a rather on-line service than a tool. A Progress 

Professional Services consultant initiates the RDM deployment 

by conducting an on-site database tuning service, tailored to the 

individual needs. The objective is to provide users with the 

insurance that the database will achieve top performance in its 

operating environment and workload [20]. 

 

During this engagement, the experienced consultants will:  

 

 Identify performance bottlenecks 

 Review and adjust standard database parameter settings 

and configurations 

 Make environmental and OS specific adjustments 

 Conduct a review of procedures, such as backup, dump 

and reload, and disaster recovery 

 Make additional recommendations for ongoing monitoring 

and tuning 

 Provide a detailed report outlining adjustments made and 

summarizing recommendations 
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Database aggregation to improve database performance 

The development of the database aggregation and calculation 

engine has created a vastly more cost-effective alternative for 

performance improvement. Like the turbo supercharger on a 

high-performance racing engine, this new form of software 

works by addressing the critical factor that limits performance. 

In very large databases, the limiting factor is usually the data 

aggregation function. For some years, critics like Ralph 

Kimball have argued that "the single most dramatic way to 

affect performance in a large data warehouse is to provide a 

proper set of aggregates" [21, 22, 23, 24]. In some cases, 

Kimball argues, this strategy can speed queries "by a factor of 

100 or even 1000. No other means exists to harvest such 

spectacular gains."  

One data aggregation engine product in particular combines 

patented aggregation and caching algorithms with advanced 

load-balancing administrative facilities to exploit the full 

potential of modern microprocessor-based servers. The cache 

resides on the existing database server and is accessible as an 

existing database table. Once installed, the aggregation and 

caching engine can be referenced by standard SQL queries, 

existing applications and OLAP tools, and is completely 

invisible to business intelligence users and their applications. In 

operation, the aggregation and caching engine replaces the 

summary tables that traditional RDBMSs must generate to 

aggregate data. The caching engine emulates multidimensional 

as well as traditional relational summary tables and can be 

accessed by many different kinds of tools, including OLE-DB, 

ODBC or JDBC.  

Perhaps the most extraordinary feature of database aggregation 

engines is their connectivity. The database aggregation engine 

is designed for fast, economical integration into an existing 

database infrastructure. It can operate with a wide variety of 

currently popular operating systems such as MS Windows, NT, 

and UNIX, with DBMS systems such as Oracle, Microsoft, 

Oracle Express and SQL to name only a few  and can interface 

directly with existing reporting tools and database applications.  

THE OPMT SYSTEM 

The structure of the system include buffer cache, database 

blocks tuning, input/output tuning, operating system tuning, 

shared pool and others. It is out of the scope of this paper to 

include the flowcharts of these. 

OPMT consists of two functional parts, each is interfaced 

through a number of screens, the first part is dedicated for 

testing the system, and it is interfaced by four screens that the 

user can move between by selecting the appropriate tab. Each 

screen is related to different category.  

The second part is for displaying the analysis results and 

reports. There are three interface screens designed for that 

purpose.   

System Tests 

The user interface screens are available to perform system tests, 

these screens are used for: 

Shared pool. The first screen "Shared Pool" is divided into 

three database blocks. These are: 

 Library cache in which three records were retrieved, 

these are: Gethitratio, Pins and Reloads. When the 

to

system will display the value of  

the result is displayed in a separate window as either 

will appeare if the analysis is bad. This is to inform the 

user about the necessary actions that must be taken to 

improve the system. In addition to the 

recommendation, some brief comments that are related 

to the monitored database system status, will be 

displayed also as shown in figure 1 below. 

 Shared pool reserved area in which two records are 

retrieved; these are: "Request Misses" and "Request 

Failures". These values are displayed when the 

 

 Data dictionary cache in which three values are 

retrieved; these are: "Parameter", "Gets" and 

calculates the percentage of the sum of "GETMISSES 

to the sum of GETS" and checks if this value is less 

than 15 per cent, then it will show some analysis 

regarding this calculated value. 

 Redo Log buffer. 

used for two system testing functionalities; these are: 

 Session Wait. This is used to check the length of 

system waiting period in seconds. Pressing on "Ckeck 

Seconds in Wait" button, as shown in the upper part of 

figure 2 below, four pieces of information will be 

retrieved and displayed. These are 

the Event, the waiting period in Seconds, and State of 

the system. If the waiting period is relatively too long, 

the system will display "Bad" in the "Analysis" 

window in the left bottom corner of the screen. 

It also gives the necessary recommendations to deal 

with this problem and some comments too. 

 System Status "Sysstat". This to check for the value of 

redo buffer allocation retries. Again, if it is relatively 

large the system will show the results of the analysis, 

recommendation and comments too. 

 

 Input/Output. 

screen and it is about scan statistics. This screen is mainly 

used for retrieving and displaying two values, namely: the 

name and the value of the scanned table. Again, if the 

value is undesirably high, the system will display "Bad" in 

the Analysis window and recommendations and comments 

will be given too. This screen is shown in figure 3 below.  

 

 Undo Segments. This is the forth screen which is used for 

checking the number of deleted values. The user can get 

the number of deleted values by clicking on th ck if 

number of waits > 1% numbe

desirable value must be less than 1% of the total number of 

requests. If this is the case, the system will display "Good", 

otherwise, the user will get "Bad" result as described 

above. This is shown in figure 4 below. 

System Analysis and Reports 

The operations performed in the previous part are available for 

analysis and reporting in this part as shown in figure 5. In this 

screen, some of operations that have been previously performed 

are summarized according to Category, Type, Analysis Results, 

Recommendations and Comments. 

The user can save these results if he/she likes by pressing on the 

"Save" button. A summary report can be displayed by pressing 

on the "Summary Report" button. The summary report will 

display all the previous operations in more details in a form of 

pages as shown in figure 6 below. The last screen combines the 

analysis summary with test details in two separate windows. 

The common link between the two is the test id as shown in 

figure 7 below 
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Figure 1 The Shared Pool Screen 

 

Figure 2 The Redo Log Buffer Screen 

 
Figure 3 The Input/Output Screen 

 
Figure 4 The Undo Segments Screen 

 
Figure 5 The Operations Summary Screen 

 
Figure 6 The Report Screen 

 

 

Figure 7 More Test Details Screen 

CONCLUSION 

OPMT is a database performance monitoring and tuning system 

that was developed to be used with ORACLE Database system 

run on Microsoft Windows operating systems. The main 

objective of speeding up database systems performance tuning 

processes and simplifying the DBA duties in a reliable and 

flexible manner was achieved. The system has been tested and 

proved efficient and reliable.  

 

OPMT provides a flexible structure that can be further 

developed with minor changes. It provides friendly interfaces 

that can be easily used by the DBA and developers to monitor 

database performance. All test information and produced 

history files for each performance test are stored and can 

displayed and examined at any time. 
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The system design is flexible and can be easily expanded. 

Future expansions and changes may include: 

Make the system multi-lingual. 

Adding graphics and charts. 

Expand it to work on other database management systems 

like MS-SQL Server, DB2, and Sybase. 

Make it to run on other operating systems, like UNIX and 

Linux. 
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ABSTRACT 

 

The present paper discusses about identifying 

critical elements of Just in Time and comparison of 

performance analysis of Just in Time and non-Just 

in Time based Indian manufacturing industries viz: 

automobile component manufacturing, steel 

manufacturing, electronic component manufacturing 

industries etc. Questionnaire based on various 

performance variables were sent to nearly 89 

industries however about 45 responses were 

received. Based on the data statistical tests such as t-

test, Cronbach -analysis and -regression model 

have been implemented to find the role of 

performance parameters in these industries. Based 

on T-test analysis it was reported that various 

performance parameters such as effectiveness of 

production planning (3.02), accuracy of demand 

forecasting (2.77), accuracy of completing 

production plan (3.01), zero deviation schedule 

(3.36), level of inventory control (2.76), played vital 

role in case of JIT based industries. Whereas non 

JIT based industries showed poor performance in 

terms of continuous improvement (0.105), level of 

WIP reduction (0.14), level of inventory control 

(0.55) and operation cost (0.315). Similarly, in 

regression analysis  viz: setup time reduction 

(0.130), effectiveness of production planning 

(0.231), accuracy of demand forecasting (0.19), 

level of work in process reduction (0.075), reduction 

in manufacturing lead time (0.127), level of 

inventory control (0.185) also showed great 

improvement in terms of JIT based industries. 

However, non JIT based industries showed poor 

performance in terms of zero defect manufacturing 

(0.082), level of inventory control (0.124), reduced 

manufacturing lead time (0.096) and degree of 

ontime delivery (0.004). The paper concludes that  

 

 

 

 

Just in time based industries have competitive edge 

over non Just in time based industries on some 

selected performance parameters. 

 

Key words: Just in Time, Statistical Technique, 

Regression Analysis, Performance Parameter. 

 

1.  INTRODUCTION 

  

Just in Time has been widely implemented in 

manufacturing industries as a survival strategy 

against global market competition and offers various 

benefits such as greater though put high productivity 

and better quality. The JIT has more impact on 

production control performance than production 

planning performance [1]. The similarities between 

just in time manufacturing and simultaneous new 

product development is of great concern [2]. JIT 

was not complicated, but implementation stage is 

not easy to face at all. However this could bring 

high level of competitiveness to big companies that 

in general suffer from excessive stocks at different 

stages of production chain [3-4]. Several types of 

production systems had been studied and researched 

in the past using either simulation or optimization 

method [5-6]. JIT culture in India can bring 

significant improvements in work culture and JIT 

success is not possible without the involvement of 

employees and others who are associated with the 

industries directly or indirectly [7-8]. There is need 

to improve the work environment before the JIT can 

be implemented in India [9]. There are about 29 

elements which are responsible for implementing 

JIT in Indian manufacturing industries [10]. The 

methodological and implementation issue in JIT 

system are proving to be of vital importance for 

viability and advancement of manufacturing 

enterprises in a continually changing competitive 

business environment [11]. In the era of 

342

Proceedings of the 3rd International Multi-Conference on Complexity, Informatics and Cybernetics (IMCIC 2012)



 

liberalization and privatization, Indian industries 

needed instant support of meaning full and effective 

 manufacturing system like JIT to follow the trend 

of globalization in order to become more 

competitive [12]. JIT is an over all organizational 

phenomena and a very strong relationship between 

JIT practices, infrastructure practices, combination 

of JIT management and infrastructure practice was 

related to manufacturing performance [13]. Just in 

Time is not complicated, but implementation stage 

is not easy to face at all. However this could bring 

high level of competitiveness to big companies that 

in general suffer from excessive stocks at different 

stages of production chain [6]. There are various 

problems of developing countries like India where 

stress is on maintaining efficiency rather then 

reducing cost in contrast to developing countries 

better infrastructure and practices automatically 

efficiency.  Due to wide differences in the operating 

environment of Indian industries, there is a need to 

improve the work environment before the JIT can be 

implemented in India.  The current JIT index is 

23.38 on a 40 point scale employing that though it is 

quite difficult, JIT implementation is possible. In 

today’s competitive market the performance in 

manufacturing industries depend on a superiority of 

manufacturing and design technology. Just in time is 

a measure of performance in manufacturing. JIT is a 

concept of manufacturing and supplying goods that 

are needed, when they are needed in exact quantity 

and at right time. This results in many different 

strategies adopted by the industries to bench mark 

there performance. So JIT is one of the 

manufacturing strategies for comparing the market. 

Little research has been carried out to improve the 

quality at optimum cost in spite of appreciable 

industrialization in India, Due to limited availability 

of resources; it is highly difficult for India to 

promote advanced manufacturing technology. 

Indian industries need new technology, which is 

characterized by low investment, high short-term 

pay off, high rate of productivity and high quality. 

At present, Indian industries run with traditional 

manufacturing systems like job shop and continuous 

flow manufacturing systems, whereas Japanese and 

European industries have developed and employed 

new manufacturing systems. Indian industries 

require major effort to convert the traditional 

manufacturing system into new manufacturing 

systems.  In the present work the performance of 

different Indian industries in terms of selected 

performance variables has been analyzed and 

comparative analysis of JIT and non JIT industries 

has been done. 

 

2.  METHODOLOGY 

 

Based on five point Likert Scale [10] the 

questionnaire has been prepared to collect the 

relevant data regarding the quantum of importance, 

difficulties and constraints in the implementation of 

JIT in Indian manufacturing industries. The 

questionnaires were sent to various manufacturing 

industries and were mainly selected from Jammu & 

Kashmir, Himachal Pradesh, Punjab, Haryana, 

Delhi and Utter Pradesh in India. Out of 89 

manufacturing industries only 45 responses were 

received. The questionnaire has been broadly 

divided into Section A and section B. The objective 

of the questionnaire was to collect general 

information regarding annual turnover, company 

ownership, production strategy, implementing JIT 

or not, type of product manufactured, degree of 

importance in the case of implementation of JIT and 

also on evaluation of performance parameters 

degree. The collected data was arranged and 

analyzed by checking it at significant level of 0.05% 

through various statistical tests such as t-test, 

Cronbach -analysis and -regression model to find 

the role of performance parameters in case of JIT 

and non JIT based industries Data analysis was 

carried out on the performance parameters like 

effectiveness of production planning, accuracy of 

demand forecasting, level of WIP reduction, degree 

of on time delivery, degree of quality, setup time 

reduction, continuous improvement, process 

flexibility, zero defects, zero deviation schedule, 

accuracy of completing production plan, flexibility 

of production planning, reduced manufacturing lead, 

level of inventory control ,operation cost.                                                         

 

3.  RESULTS AND DISCUSSIONS 

 

In the study, Cronbach’s - analysis was used to test 

the reliability of fifteen response variables identified 

for measuring the production performance of just in 

time and non just in time based industries. It has 

been observed that Cronbach’s alpha lie between 

0.75 and 0.85 which indicates that the selected 

performance parameters are reliable for comparative 

analysis of performance of  just in time and non just 

in time based industries. On the basis of 

comparative analysis as per T-values (Table 1) for 

various production performance variables of JIT and 

non JIT based industries, it is concluded that the 

performance parameters such as effectiveness of 

production planning, accuracy of demand 

forecasting, zero deviation schedule, accuracy of 

completing production plan has positive impact on 

JIT based industries whereas accuracy of demand 
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forecasting, degree of quality, process flexibility has 

positive impact on non JIT based industries. It is 

further concluded that non JIT based industries 

perform poor in terms of various production 

performance variables such as zero defect 

manufacturing, level of inventory control, 

continuous improvement, on time delivery.  In case 

of high impact production variables such as 

PP01(effectiveness of production planning), PP010 

(zero deviation schedule) and PP011(accuracy of 

completing producing plan) PP03 (level of WIP 

reduction) and PP014 (level of inventory control), 

the percentage variation is more than double  in case 

of JIT based industries as compared to non JIT 

industries. That is in case of JIT based industries 

effectiveness of production planning (3.02), zero 

deviation schedule (3.36), accuracy of completing 

production (3.01), level of WIP reduction (0.90), 

level of inventory control(2.76)  plays a very vital 

role when compared with non JIT industries. 

Similarly incase of some production variables such 

as PP06 (setup time reduction), PP08 (process 

flexibility), PP013 (reduced manufacturing lead 

time), PP09 (zero defects) the percentage variation 

is more then 100% and incase of production 

variables such as PP07 (continuous improvement), 

PP05 (degree of quality), the percentage variation is 

around 50% and these variables have little impact 

when comparing JIT industries and non JIT 

industries. The T-values for different production 

variables for comparative analysis of JIT base and 

non JIT based industries has been reflected in Figure 

1. On the basis of comparative analysis as per 

regression analysis, it is concluded that various  

performance parameters such as effectiveness of 

production planning, set up time reduction, degree 

of on time delivery, zero deviation schedule, level of 

inventory control have positive impact on JIT based 

industry as compared to non JIT based industries. 

Performance parameters such as operation cost, 

flexibility of production planning have positive 

impact on non JIT based industries. However, non 

JIT based industries suffer a lot on various 

production performances variables such as zero 

defect manufacturing, level of inventory control, 

reduce manufacturing time, degree of on time 

delivery. In case of high impact production variables 

such as PP01 (effectiveness of production planning), 

and PP010 (zero deviation schedule), PP02 

(accuracy of demand forecasting), PP07 (continuous 

improvement), the percentage variation is more than 

99%. That is in case of JIT based industries 

effectiveness of production planning and zero 

deviation schedule play a vital role when compared 

with non JIT industries. Similarly in case of 

production variables such as PP012 (flexibility of 

production planning), PP09 (zero defects), PP06 

(setup time reduction), the percentage variation lies 

between 50% and 99% that is these variables play 

moderate role when comparing JIT industries with 

non JIT industries (Table 2). Also production 

variables PP014 (level of inventory control), PP013 

(reduced manufacturing lead time) PP05 (degree of 

quality), the percentage variation is less than 50% 

that is above variables have very little role to play 

when comparing JIT industries and non JIT 

industries. Figure 2 shows that plot of β values for 

different production variables for comparative 

analysis of JIT  and non JIT based industries. Figure 

clearly depicts the production variables having high 

impact and low impact on production performance 

of JIT based industries as compared to non JIT 

based industries.  

 

4.  CONCLUSIONS 

 
It is concluded that the factors having positive 

influence on the performance of industries are, setup 

time reduction, effectiveness of production 

planning, accuracy of demand forecasting, level of 

work in process reduction, degree of on time 

delivery, reduced manufacturing lead time, level of 

inventory control with respect to Just in time 

component. Further, Non Just in time industries 

suffer a lot on zero defect manufacturing, level of 

inventory control, reduced manufacturing lead time, 

continuous improvement, degree of on time 

delivery. On the basis of T-test analysis it can be 

concluded that in case of some high impact 

production variables such as effectiveness of 

production planning (3.02), zero deviation schedule 

(3.36), accuracy of completing production plan 

(3.01), accuracy of demand fore casting (2.76), the 

percentage variation is more then double in case of 

JIT based industries when comparing with non JIT 

based industries. In case of production variables 

such as setup time reduction (1.96), process 

flexibility (0.24), reduced manufacturing lead time 

(1.82), zero defect (1.72), the percentage variation is 

nearly 100% when comparing JIT based industries 

with non JIT based industries on the basis of T-test 

analysis. Based on the T-test values, non JIT based 

industries showed poor performance in terms of 

production variables such as level of WIP reduction 

(0.14), operation cost (0.315) and continuous 

improvement (0.015). 
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Table 1   T-value for JIT and Non JIT industries 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                   Table 2  -value for JIT and Non JIT industries 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Production 

performance 

variable 
 

 
T-value 

 

 
Description of variable JIT 

industries 
Non JIT 

industries 
 

PP01 3.020  1.080 Effectiveness of production planning  
PP02 2.770  1.610 Accuracy of demand forecasting  
PP03 0.900  0.140 Level of WIP reduction  
PP04 0.200  1.050 Degree of on time delivery  
PP05 1.800   1.001 Degree of quality  
PP06 1.900   0.742 Setup time reduction 
PP07 0.140   0.105 Continuous improvement  
PP08 0.240   1.122 Process flexibility  
PP09 1.720   0.722 Zero defects  
PP010 3.360   1.072 Zero deviation schedule  
PP011 3.010   1.142 Accuracy of completing production plan  
PP012 1.920   0.645 Flexibility of production planning  
PP013 1.820   0.742 Reduced manufacturing lead time  
PP014 2.760   0.550 Level of inventory control  
PP015 0.210   0.315 Operation cost  

 
Production 

performance 

variable 

 

-value 

 

 
Description of variable JIT 

industries 
Non JIT 

industries 
 

PP01 0.231 0.103 Effectiveness of production planning  
PP02 0.190 0.092 Accuracy of demand forecasting  
PP03 0.075 0.006 Level of WIP reduction  
PP04 0.002 0.004 Degree of on time delivery  
PP05 0.140 0.097 Degree of quality  
PP06 0.130 0.079 Setup time reduction 
PP07 0.126 0.008 Continuous improvement  
PP08 0.094 0.009 Process flexibility  
PP09 0.135 0.082 Zero defects  
PP010 0.230 0.116 Zero deviation schedule  
PP011 0.207 0.122 Accuracy of completing production plan  
PP012 0.184 0.107 Flexibility of production planning  
PP013 0.127 0.096 Reduced manufacturing lead time  
PP014 0.191 0.124 Level of inventory control  
PP015 0.003 0.014 Operation cost  
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Figure 1  Production Variables versus T-values 

 

 

 
 

 

Figure 2  Production Variables versus  --values 
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Further, on the basis of comparative analysis of JIT 

industries and non JIT industries it has been 

concluded that JIT component that has noticeable 

positive influence on performance of industries are, 

setup time reduction, effectiveness of production 

planning, accuracy of demand forecasting, level of 

work in process reduction, degree of on time 

delivery, reduced manufacturing lead time, level of 

inventory control. Non JIT industries suffer lot on 

zero defect manufacturing, level of inventory 

control, reduced manufacturing lead time, 

continuous improvement, degree of on time 

delivery. From the regression analysis it  is clear 

that some high impact production performance 

variables such as effectiveness of production 

planning (0.021), zero deviation schedule (0.230), 

accuracy of demand forecasting (0.19), continuous 

improvement (0.126),  differs more than 99% when 

comparing JIT based industries with non JIT based 

industries. In case of non JIT based industries, 

regression analysis shows poor performance in 

terms of degree of on time delivery (0.004), level of 

WIP reduction (0.006), process flexibility (0.009) 

and continuous improvement (0.008). The 

regression analysis also points out that in case of 

production variables such as reduced manufacturing 

lead time (0.127), degree of quality (0.14), the 

percentage variation is less than 50%, that is these 

variables have little role to play when comparing 

JIT industries with non JIT based industries.   At 

last it can be concluded that comparative analysis of 

JIT based industries have competitive edge over non 

JIT based industries on selected performance 

parameters.  
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Uniqueness of Optimal Finite Dimensional Flows for Mixing
Enhancement

Weijiu Liu
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Conway, AR 72035, USA

ABSTRACT

The problem of mixing enhancement is considered by
tuning finite dimensional flows in an optimal way, which
is defined as the linear combination of linearly independent
steady flows. Optimal mixing control problem is formulated
by using the flow as control variable. Using variational prin-
ciples, we prove the existence of an optimal flow and derive
an optimality system that consist of nonlinear convection-
diffusion equations and ordinary differential equations.If the
initial concentrations are sufficiently small or the diffusivity
is sufficiently large, we prove that the optimal flow is unique,
and then synthesize an optimal dynamical state feedback
controller following the dynamical programming procedure.

Keywords: Mixing Enhancement, Optimal Control,
Convection-Diffusion Equations, Variational Principle and
Finite-Dimensional Flows.

I. INTRODUCTION

Mixing enhancement is central to the vast majority of
processes in the chemical, pharmaceutical, aeronautical,and
hydrocarbon processing industries. Well-mixed chemical re-
actions can yield substantial product benefits and enhanced
mixing of fuel can optimize combustion chamber.

Mixing can be enhanced by destabilizing a flow [4], [12],
[13], [14], [15], [17], [27], [30]. The flow can be destabilized
using passive control devices such as the backward facing
step [32] and lobed nozzles [8], open-loop active excitations
through flaps and wall-jets [16], and active feedback controls
[1], [5], [33], [31].

The objective of this paper is to continue the first author’s
work [23] by deriving mathematical criteria for an optimal
finite dimensional flow for mixing enhancement and proving
the uniqueness of the optimal flow under certain conditions,
which was left as an open problem in [23].

A simple mathematical mixing model is the convection-
diffusion equation

∂c

∂t
+ (v · ∇)c = κ∇2c in Ω, (1)

c(x, t0) = c0(x) in Ω,
∂c

∂n
= 0 on ∂Ω

Supported by the University Research Council Fund of the University of
Central Arkansas.

in the absence of a source or sink. In the above equation,c =
c(x, t) denotes the concentration of a physical quantity called
a passive scalar,c0(x) is an initial concentration,κ > 0
denotes the molecular diffusivity of the scalar,Ω is a bounded
domain inR

n, ∂
∂n

denotes the normal derivative along the
boundary∂Ω (n denoting the unit normal on the boundary),
v = v(x,t) denotes an incompressible velocity field (∇·v =

0), ∇ =
(

∂
∂x1

, · · · , ∂
∂xn

)

, and∇2 = ∂2

∂x2

1

+ · · · + ∂2

∂x2
n

. We
assume thatv satisfies no-slip boundary conditions on the
boundary∂Ω ( v = 0).

In the preliminary study [23], we assumed that an arbitrary
unsteady flow can be generated. This may not be realistic.
Thus we consider finite dimensional flows given by

v =
m
∑

i=1

v̄i(x)ui(t), (2)

where v̄i(x) (i = 1, · · ·m) are given steady flows and
ui(t) (i = 1, · · ·m) are weight controls. These steady flows
prescribe how the control action is distributed in the flow
field. Such finite dimensional flows were suggested in the
preliminary study [23] and were studied in [24].

Following our preliminary study [23], we define mixing
efficiency functionals by penalizing the average of variance
of a diffusive scalar and the average of the flow weights.
Using variational principles, we prove the existence of an
optimal flow weight and derive an optimality system that
consists of nonlinear convection-diffusion equations and
ordinary differential equations. Furthermore, we show that
if the initial concentrations are sufficiently small or the
diffusivity is sufficiently large, then the optimal weight is
unique. This uniqueness result enables us to synthesize an
optimal dynamical state feedback controller following the
dynamical programming procedure.

The optimal mixing problem has been studied in the
literature. Using the entropy of automorphisms of dynamical
systems as the measure of mixing efficiency, D’Alessandro,
Dahleh, and Mezic [2] formulated an optimal mixing prob-
lem by maximizing the entropy among all permissible pe-
riodic sequences composed of two shear flows orthogonal
to each other. They derived the form of the protocol which
maximizes the entropy by developing appropriate ergodic-
theoretic tools. Another optimal mixing problem was defined
by Noack, Mezic, Tadmor, and Banaszuk [26], who used the
flux across a recirculation region as the measure of mixing
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efficiency and then maximized the flux among all permissible
controlled vortex motions.

The paper is organized as follows. We define a mixing effi-
ciency functional in Section II. We then derive an optimality
system for the optimal flow weight in Section III. Using
the Banach fixed point theorem of contraction mapping, in
Section IV, we prove the uniqueness of the optimal flow
weight if initial concentrations are sufficiently small or the
diffusivity is sufficiently large.

II. MIXING EFFICIENCY FUNCTIONALS

We need a number of function spaces for our discussions.
We denote byHs(Ω) the usual Sobolev space [11] for any
s ∈ R. For s ≥ 0, Hs

0(Ω) denotes the completion ofC∞
0 (Ω)

in Hs(Ω), whereC∞
0 (Ω) denotes the space of all infinitely

differentiable functions onΩ with a compact support inΩ.
We set

L
2(Ω) = {L2(Ω)}n,

H
1
0(Ω) = {H1

0 (Ω)}n,

H
2(Ω) = {H2(Ω)}n,

H
1
0,div(Ω) = {v ∈ H

1
0(Ω) : div(v) = 0 in Ω},

L
2
div(Ω) = the closure ofH1

0,div(Ω) in L
2(Ω).

The L
2 norm of a functionf(x) ∈ L

2(Ω) is denoted by

‖f‖ =

(∫

Ω

|f(x)|2dV

)1/2

.

The strain tensor of the velocityv = (v1, v2, v3) is
denoted by

∇v =







∂v1

∂x1

∂v1

∂x2

∂v1

∂x3

∂v2

∂x1

∂v2

∂x2

∂v2

∂x3

∂v3

∂x1

∂v3

∂x2

∂v3

∂x3






.

The mean concentration ofc(x, t;v) is defined by

〈c(t;v)〉 =
1

mes(Ω)

∫

Ω

c(x, t;v)dV.

Let v̄1(x), · · · , v̄m(x) ∈ H
1
0,div(Ω) be a set of linearly

independent velocities andu1, · · · , um ∈ H1
0 (0, T ). As in

[23], we define the following mixing efficiency functional

J(u1, · · · , um)

=

∫ T

0

(

ρ‖c(t;v) − 〈c(t;v)〉 ‖2 + α‖v(t)‖2

+β‖∇v(t)‖2 + γ

∥

∥

∥

∥

∂v(t)

∂t

∥

∥

∥

∥

2
)

dt

+µ‖c(T ;v) − 〈c(T ;v)〉 ‖2, (3)

wherev is given by (2),T > 0 is some desired time, and
α > 0, β, γ, µ, ρ ≥ 0 are weight constants. For the physical
motivation of this functional, we refer to [23].

The weight constants in (3) play an important role in
determining the control strength. For small values ofα, β, γ,
the functional will result in an optimal solution with a small
variance of the scalar, but with big magnitudes of the velocity

v, of the strain tensor∇v, and of the acceleration∂v

∂t . This
implies that the smaller the weights, the more turbulent the
optimal flow, and then the better the mixing enhancement.

There are different measures for mixing efficiency such
as Lagrangian and Eulerian time-averages of a flow [3], the
mixing variance coefficient [7], and the Mix-Norm defined
by Mathew, Mezić, and L. Petzold [25]. For the convenience
of treatment of our optimal control problem, we use the
L2 norm of a scalar variance as the mixing efficiency
measurement.

We note that the mean is conserved. In fact, integrating
equation (1) overΩ gives

d

dt
〈c〉 =

κ

mes(Ω)

∫

Ω

∇2c dV = 0,

where we have used the boundary conditions onv and c.

Therefore we can assume zero mean without loss of gen-
erality. With the zero-mean assumption, the cost functional
reduces to

J(u1, · · · , um)

=

∫ T

0

(

ρ‖c(t;v)‖2 + α‖v(t)‖2 + β‖∇v(t)‖2

+γ

∥

∥

∥

∥

∂v(t)

∂t

∥

∥

∥

∥

2
)

dt + µ‖c(T ;v)‖2. (4)

Then the optimal control problem is to minimizeJ in an
admissible weight spaceU = (H1

0 (0, T ))m

J(u∗
1, · · · , u∗

m) = min
(u1,··· ,um)∈U

J(u1, · · · , um). (5)

The minimizer(u∗
1, · · · , u∗

m) is called anoptimal weight.

III. OPTIMALITY SYSTEMS

The existence of an optimal weight was proved in [23] and
the optimality system for the optimal weight can be derived
as in [23].

Theorem 3.1: Let v̄1(x), · · · , v̄m(x) ∈ H
1
0,div(Ω)∩C(Ω)

be a set of linearly independent velocities. If(u∗
1, · · · , u∗

m) is
an optimal weight under the efficiency functionalJ defined
by (4), then it satisfies the following system

∂c

∂t
+ (v∗ · ∇)c = κ∇2c, (6)

∂g

∂t
+ (v∗ · ∇)g = −κ∇2g + ρc, (7)

m
∑

i=1

d2u∗
i

dt2

∫

Ω

γv̄j · v̄idV =

∫

Ω

gv̄j · ∇c dV

+

m
∑

i=1

u∗
i

∫

Ω

v̄j · (αv̄i − β∇2
v̄i)dV, (8)

v
∗ =

m
∑

i=1

v̄i(x)u∗
i (t), j = 1, · · · , m, (9)

∂c

∂n
=

∂g

∂n
= 0 on ∂Ω, (10)

u∗
i (0) = u∗

i (T ) = 0, i = 1, · · · , m, (11)

c(x, 0) = c0(x), g(x, T ) = −µc(x, T ). (12)
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IV. UNIQUENESS OF OPTIMAL WEIGHT

To prove that the optimal weight is unique, it suffices
to prove that the optimality system (6)-(12) has a unique
solution (note that the system has at least one solution since
an optimal weight exists). We can achieve this by developing
a number of estimates about the solutions of (6)-(12).

For convenience, we state a well-known estimate [23]
about the solution of (1) as follows.

Lemma 4.1: Let v ∈ L2(0, T ;L2
div(Ω)). Then the solu-

tion c of (1) satisfies the following estimate

‖c(t)‖
2

+ 2κ

∫ t

0

‖∇c(s)‖
2
ds =

∥

∥c0
∥

∥

2
. (13)

Lemma 4.2: Let v̄1(x), · · · , v̄m(x) ∈ H
1
0,div(Ω) ∩ C(Ω)

be a set of linearly independent velocities. Letc1, c2; g1, g2;
(u1, · · · , um), (w1, · · · , wm) be the solutions of (6)-(12)
corresponding the initial conditionsc0

1, c
0
2, respectively. Set

u =

m
∑

i=1

v̄iui,w =

m
∑

i=1

v̄iwi. Then the solutions satisfy the

following estimates:

max
0≤s≤t

‖c1(s) − c2(s)‖
2

≤ 2‖c0
1 − c0

2‖
2 +

2

κ
‖c0

2‖
2

∫ t

0

‖w(s) − u(s)‖2
∞ds, (14)

κ

∫ t

0

‖∇(c1 − c2)(s)‖
2
ds

≤ ‖c0
1 − c0

2‖
2 +

1

4κ
‖c0‖2

∫ t

0

‖w(s) − u(s)‖2
∞ds, (15)

max
0≤s≤t

‖g1(s) − g2(s)‖
2

≤

(

6M2ρ2(T − t)

κ2
‖c0

2‖
2 +

4µ2

κ
‖c2(T )‖2

)

×

∫ T

0

‖w(s) − u(s)‖2
∞ds + 2µ2‖c1(T ) − c2(T )‖2

+
2M2ρ2(T − t)

κ
‖c0

1 − c0
2‖

2, (16)

and

∫ T

0

∥

∥

∥

∥

d

ds
(u1(s), · · · , um(s))

−
d

ds
(w1(s), · · · , wm(s))

∥

∥

∥

∥

2

ds

≤
K‖c0‖2

2κ

∫ T

0

‖g1(t) − g2(t)‖
2dt

+K

(

M2ρ2T ‖c0‖2

κ
+ µ2‖c2(T )‖2

)

×

∫ T

0

‖∇c1(t) −∇c2(t)‖
2dt, (17)

whereM is the Poincaré’s constant in the Poincaré’s inequal-
ity and K is a positive constant.

Proof. Setec = c1(u)−c2(w). A direct calculation shows

that ec satisfies

∂ec

∂t
+ (u · ∇)ec = κ∇2ec + ((w − u) · ∇)c2(w), (18)

ec(x, 0) = c0
1 − c0

2,
∂ec

∂n
= 0 on ∂Ω.

Multiplying (18) by ec and using the boundary conditions,
we obtain the equation

1

2

d

dt
‖ec(t)‖

2

= −κ ‖∇ec‖
2

+

∫

Ω

ec((w − u) · ∇)c2(w)dV

≤ ‖w(t) − u(t)‖∞‖ec(t)‖‖∇c2(t;w)‖. (19)

Integrating over[0, t] gives

‖ec(t)‖
2
≤ ‖c0

1 − c0
2‖

2

+2 max
0≤s≤t

‖ec(s)‖

×

∫ t

0

‖w(s) − u(s)‖∞‖∇c2(s,w)‖ds

≤ ‖c0
1 − c0

2‖
2

+2 max
0≤s≤t

‖ec(s)‖

(∫ t

0

‖w(s) − u(s)‖2
∞ds

)1/2

×

(
∫ t

0

‖∇c2(s,w)‖2ds

)1/2

,

which implies that

max
0≤s≤t

‖ec(s)‖
2
≤ ‖c0

1 − c0
2‖

2

+2 max
0≤s≤t

‖ec(s)‖

(∫ t

0

‖w(s) − u(s)‖2
∞ds

)1/2

×

(∫ t

0

‖∇c2(s,w)‖2ds

)1/2

≤ ‖c0
1 − c0

2‖
2

+
1

2

(

max
0≤s≤t

‖ec(s)‖

)2

+ 2

∫ t

0

‖w(s) − u(s)‖2
∞ds

×

∫ t

0

‖∇c2(s,w)‖2ds.

It then follows from (13) that

max
0≤s≤t

‖ec(s)‖
2
≤ 2‖c0

1 − c0
2‖

2 (20)

+4

∫ t

0

‖w(s) − u(s)‖2
∞ds

∫ t

0

‖∇c(s,w)‖2ds

≤ 2‖c0
1 − c0

2‖
2 +

2

κ
‖c0

2‖
2

∫ t

0

‖w(s) − u(s)‖2
∞ds.

This proves (14).
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Using the first equation of (19), we derive that

1

2
‖ec(t)‖

2
+ κ

∫ t

0

‖∇ec(s)‖
2
ds

≤ ‖c0
1 − c0

2‖
2

+ max
0≤s≤t

‖ec(s)‖

∫ t

0

‖w(s) − u(s)‖∞‖∇c2(s,w)‖ds

≤ ‖c0
1 − c0

2‖
2

+ max
0≤s≤t

‖ec(s)‖

(∫ t

0

‖w(s) − u(s)‖2
∞ds

)1/2

×

(∫ t

0

‖∇c2(s,w)‖2ds

)1/2

.

This implies that

1

2
max
0≤s≤t

‖ec(t)‖
2

+ κ

∫ t

0

‖∇ec(s)‖
2
ds

≤ ‖c0
1 − c0

2‖
2

+ max
0≤s≤t

‖ec(s)‖

(∫ t

0

‖w(s) − u(s)‖2
∞ds

)1/2

×

(∫ t

0

‖∇c2(s,w)‖2ds

)1/2

≤ ‖c0
1 − c0

2‖
2

+
1

2
max
0≤s≤t

‖ec(s)‖
2 +

1

2

∫ t

0

‖w(s) − u(s)‖2
∞ds

×

∫ t

0

‖∇c2(s,w)‖2ds.

It then follows from (13) that

κ

∫ t

0

‖∇ec(s)‖
2
ds ≤ ‖c0

1 − c0
2‖

2

+
1

4κ
‖c0‖2

∫ t

0

‖w(s) − u(s)‖2
∞ds. (21)

This proves (15).
Set eg = g1(u) − g2(w). A direction calculation shows

that

∂eg

∂t
+ (u · ∇)eg = −κ∇2eg

+((w − u) · ∇)g2(w) + ρec in Ω, (22)

eg(x, T ) = µ[c2(T ) − c1(T )],
∂eg

∂n
= 0 on ∂Ω.

Multiplying (22) by eg and using the boundary conditions,
we obtain the equation

1

2

d

dt
‖eg(t)‖

2
= κ ‖∇eg‖

2

+

∫

Ω

eg((w − u) · ∇)g2(w)dV + ρ

∫

Ω

egecdV

≥ κ ‖∇eg‖
2
− ‖w(t) − u(t)‖∞‖eg(t)‖‖∇g2(t;w)‖

−ρ‖eg(t)‖‖ec(t)‖. (23)

Since〈eg〉 = 0, we have the following Poincarés inequality
[10], [11]

‖eg(t)‖ ≤ M‖∇eg(t)‖.

whereM is a positive constant. Using the Young’s inequality,
it therefore follows from (23) that

d

dt
‖eg(t)‖

2
≥ 2κ ‖∇eg‖

2

−2‖w(t) − u(t)‖∞‖eg(t)‖‖∇g2(t;w)‖

−2Mρ‖∇eg(t)‖‖ec(t)‖

≥ 2κ ‖∇eg‖
2 − 2‖w(t) − u(t)‖∞‖eg(t)‖‖∇g2(t;w)‖

−2κ‖∇eg(t)‖
2 +

M2

2κ
‖ec(t)‖

2

= −2‖w(t) − u(t)‖∞‖eg(t)‖‖∇g2(t;w)‖

−
M2ρ2

2κ
‖ec(t)‖

2. (24)

Integrating over[t, T ] gives

‖eg(t)‖
2 ≤ 2 max

0≤s≤t
‖eg(s)‖

×

∫ T

t

‖w(s) − u(s)‖∞‖∇g2(s,w)‖ds

+µ2‖c1(T ) − c2(T )‖2 +

∫ T

t

M2ρ2

2κ
‖ec(s)‖

2ds

≤ 2 max
0≤s≤t

‖eg(s)‖

(

∫ T

t

‖w(s) − u(s)‖2
∞ds

)1/2

×

(

∫ T

t

‖∇g2(s,w)‖2ds

)1/2

+µ2‖c1(T ) − c2(T )‖2 +

∫ T

t

M2ρ2

2κ
‖ec(s)‖

2ds.

It therefore follows from (20) that

max
0≤s≤t

‖eg(t)‖
2
≤ 2 max

0≤s≤t
‖eg(s)‖

×

(

∫ T

t

‖w(s) − u(s)‖2
∞ds

)1/2

×

(

∫ T

t

‖∇g2(s,w)‖2ds

)1/2

+µ2‖c1(T ) − c2(T )‖2 +

∫ T

t

M2ρ2

2κ
‖ec(s)‖

2ds

≤
1

2
max
0≤s≤t

‖eg(s)‖
2 + 2

∫ T

t

‖w(s) − u(s)‖2
∞ds

×

∫ T

t

‖∇g2(s,w)‖2ds

+µ2‖c1(T ) − c2(T )‖2 +
M2ρ2(T − t)

κ
‖c0

1 − c0
2‖

2

+
M2ρ2(T − t)

κ2
‖c0

2‖
2

∫ T

0

‖w(s) − u(s)‖2
∞ds, (25)

351

Proceedings of the 3rd International Multi-Conference on Complexity, Informatics and Cybernetics (IMCIC 2012)



which gives

max
0≤s≤t

‖eg(t)‖
2

≤ 4

∫ T

t

‖w(s) − u(s)‖2
∞ds

∫ T

t

‖∇g2(s,w)‖2ds

+2µ2‖c1(T ) − c2(T )‖2 +
2M2ρ2(T − t)

κ
‖c0

1 − c0
2‖

2

+
2M2ρ2(T − t)

κ2
‖c0

2‖
2

∫ T

0

‖w(s) − u(s)‖2
∞ds. (26)

To estimate
∫ T

t ‖∇g2(s,w)‖2ds, we multiply (7) (changeg
to g2) by g2 and integrate overΩ × (t, T ). Using (13) and
the Poincaré’s inequality, we can readily derive that

1

2
‖g2(t)‖

2 +
κ

2

∫ T

t

‖∇g2(s,w)‖2ds

≤
M2ρ2(T − t)

2κ
‖c0

2‖
2 +

µ2

2
‖c2(T )‖2. (27)

It therefore follows from (26) that

max
0≤s≤t

‖eg(t)‖
2

≤

(

6M2ρ2(T − t)

κ2
‖c0

2‖
2 +

4µ2

κ
‖c2(T )‖2

)

×

∫ T

0

‖w(s) − u(s)‖2
∞ds

+2µ2‖c1(T ) − c2(T )‖2

+
2M2ρ2(T − t)

κ
‖c0

1 − c0
2‖

2. (28)

This proves (16).
Using the well known estimate [11, Chapter 6] on the

boundary value problem (8), it follows from (13) and (27)
that there exists a constantK, independent ofκ, c0 such that

∫ T

0

∥

∥

∥

∥

d

ds
(u1(s), · · · , um(s))

−
d

ds
(w1(s), · · · , wm(s))

∥

∥

∥

∥

2

ds

≤ K max
0≤t≤T

‖g1(t) − g2(t)‖
2

∫ T

0

‖∇c1(t)‖
2dt

+K max
0≤t≤T

‖g2(t)‖
2

∫ T

0

‖∇c1(t) −∇c2(t)‖
2dt

≤
K‖c0‖2

2κ

∫ T

0

‖g1(t) − g2(t)‖
2dt

+K

(

M2ρ2T ‖c0‖2

κ
+ µ2‖c2(T )‖2

)

×

∫ T

0

‖∇c1(t) −∇c2(t)‖
2dt. (29)

This proves (17).
Theorem 4.1: Let v̄1(x), · · · , v̄m(x) ∈ H

1
0,div(Ω)∩C(Ω)

be a set of linearly independent velocities. If the initial
condition c0 is sufficiently small or the diffusivityκ is
sufficiently large, the optimality system (6)-(12) has a unique
solution, and then the optimal weight is unique.

Proof. Suppose the solutions of the optimality system (6)-
(12) is not unique. Noting thatc0

1 = c0
2 = c0, we deduce

from (14), (15), (16), (17), and the Poincaré’s inequalitythat
there exists a constantK, independent ofκ, c0 such that

∫ T

0 ‖(u1(s), · · · , um(s)) − (w1(s), · · · , wm(s))‖
2
ds

≤ K‖c0‖4

4κ3 (12M2ρ2T 2 + M2ρ2T + 17κµ2)

×
∫ T

0 ‖(u1(s), · · · , um(s)) − (w1(s), · · · , wm(s))‖
2
ds.

If the initial condition c0 is sufficiently small or the diffu-
sivity κ is sufficiently large such that

K‖c0‖4

4κ3
(12M2ρ2T 2 + M2ρ2T + 17κµ2) < 1,

then we must have
∫ T

0

‖(u1(s), · · · , um(s)) − (w1(s), · · · , wm(s))‖2
ds = 0.

This is a contradiction.
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ABSTRACT 

The IT - Information Technology, in accordance with the 

philosophy of the IT Governance (and also as defined by Authors 

listed as follows) requires its integration to the process of Strategic 

Planning of its Corporation, with the intention to align its actions 

with the Core-Business aiming at to reach the expected results by 

the IT Area. 

The question is how the IT can, under a methodological and direct 

way, to know how to interpret the expectations expressed by the 

Strategic Planning (a component of the Corporative Governance), 

in actions that are addressed to its Area in a practical manner and 

with an adequate tool kit related to the Frameworks (Models) 

focused to the implementation of the IT Governance, for posterior 

creation of the necessary Effectiveness Indicators for monitoring 

about success level of the actions of IT in alignment with the 

Business. 

The result of this work is the proposal of the Text Retrieval and its 

subsequent validation (as a plausible resource for actual use to try 

to help the Governance of IT in its primary task of assisting the 

Corporation Core-Business), which was named as Plan-for-

Gov[IT] - Planning for Governance of IT Method, which can be 

automated by the use of resources of "word finding" in Word 

Processors or in another software products with also this purpose. 

Keywords: IT Governance; IT Management; Strategic Planning;

Frameworks (Models) of IT Governance; Text Retrieval, Keyword 

Search, Survey.  

1. INTRODUCTION 

The Rau's [27] approach defines Governance as a way for that 

Organizations can guarantee that Strategic Goals are defined, 

monitored and achieved and, according to this same Author, when 

Governance is applied to Information Technology (IT) this is 

called as IT Governance and it means how Top Managers interact 

and communicate with IT Leaders to ensure that investments in 

this sector contribute to the achievement - in an efficient and 

effective way - the targets set as evaluation criteria for Business 

Strategy. 

In reference to the aspects between Corporate Strategy and the 

adequacy of IT to meet it, Grosvenor & Brown [13, p.5] argue that 

"...the biggest challenge for IT Management is to maintain 

alignment between the connection points of the Business with its 

own IT...", in other words, to focus its work operations in practical 

results in accordance to the planning of the Corporation. 

Under the vision of Bergstein & Sviokla [4], IT is the essence of an 

Organization and the analysis of how the Board of Directors 

manages such an asset, perhaps the most critical, may be useful to 

consider the type of administrative attitude that CIO - Chiefs of 

Information Office should have before the Board, in an 

Organization that intensively uses IT in its Business. 

The necessity of alignment with the objectives of the Organization 

is described by these Authors when they stated that IT can become 

viable as an integrant part of the productive machine, as much in its 

own activity as well as in its interaction with the Business, mainly 

serving the determinations and achievement of the objectives 

related with the Corporative Strategic Planning (which are based 

on quantification metrics to monitor results). This is due to the 

crucial importance for conducting Businesses, achieved by IT, in a 

scenario of strong competition faced by Organizations today. 

2. PROBLEM STATEMENT 

As a paradigm of IT Governance, presented as a "Puzzle" to be 

built and also to be resolved, Altino Moraes [20] establishes the 

following questions (graphically exposed in Annex A in the 

Appendix 1 with green color and italic format font for English 

terms/words translation). 

According to this argument, by supplementing also that of other 

Authors, the basis work of the IT Governance is the Indicators 

Management (which, can be, to control Performance, Results, 

Quality and Effectiveness). 

As an example, about the theory of Construction of Indicators, 

according Goethert & Hayes [11] on the goal of proposing a result 

measurement via Indicators, the main question is not what metrics 

should be used, but what information you want to retrieve and 

what data you need to know. To answer this questioning, the 

Authors conduct Workshops with Executives of Organizations 

through the GQ(I)M Methodology - Goal, Question, Indicator and 

Measurement. 

In Annex A in the Appendix 2 is shown graphically the difference 

between the application of Types of indicators to assess 

compliance with targets set for the results that may add value to 

the business. 

For answer the question rise in the Topic “ABSTRACT”,  this 

work has the intention of assisting this process proposing (and 

using the “Text Retrieval” Techniques) a relationship of 

Keywords, that can be retrieved in resultant texts of the planning 

activity, with the identified Fields of Action (that are also defined 

in this work) of the Frameworks (Models), what, would assist the 

IT Governance to understand how to put in practice its activities 

(beyond the activities of monitoring its own Effectiveness 

Indicators) in order to support the Core-Business’ Organization 

needs. This proposal has the name of Plan-for-Gov[IT] - Planning 

for Governance of IT Method.  

3. RESEARCH METHODOLOGY 

After the exposition of the concepts of IT Governance, of 

Construction of Indicators and Techniques of Text  Retrieval, was 

held a Bibliographical Research based in the literature of the 

Frameworks (Models) that can be applied by the IT Governance 

as support for its Management, and then selected the most 

disclosed (but others are also mentioned) for each one of the ten 

(10) Fields of Action (which are also defined in this article as one 

of its results) and that could be identified this way by the direction 

given to its use by the Institutes, Organizations and Associations 

that have created and still maintain them. 

In the sequence, a Survey was conducted (during the entire year of 

2011) with 320 (three hundred and twenty) Graduate Students - in 

the IT Area - in order to evaluate this work statements and its 
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proposal, and also, to validate the applicability (or not) of the 

Keywords proposed as initial idea (between Verbs and Nouns) to 

implement the Plan-for-Gov [IT] - Planning for Governance of IT

Method in their Companies. 

4. LITERATURE REVISION 

4.1. Text Retrieval  

The Text Retrieval Technique describes the use of Keywords (also 

called "reserved-words") to search for terms in free-texts that can, 

by consolidation, providing a unique understanding to the context 

in which these are. 

The most used technique, by IT to identify classes and elements of 

a database, is proposed by Russell Abbott [1] in his article 

"Program Design by Informal English Descriptions" published in 

1983 in the "Communication of the ACM" periodical. This paper 

argues that the objects of the database can be identified by parsing 

the grammatical text that describes the problem. Another Literature 

sample is the Attar article [3]. 

This technique will be applied, in the proposed Model presented in 

this work, to link the documents generated by the Strategic 

Planning with the actions that IT must implement to meet them. 

This will be done by the Proposal of the Keywords that should 

make this link of liaison with the Frameworks (Models) for IT 

Governance. The connection point will be the Fields of Action of 

IT those will be identified in the Frameworks (Models). 

4.2. Frameworks (Models) for IT Governance  

To put into practice their control activities of the IT environment, 

in order to exercise its governance, IT uses Frameworks (Models) 

that point to procedures and propose controls in various fields of its 

actions. 

Following are presented (in Alphabetical Order) the Frameworks 

(Models) selected, from the various among those which were 

studied, and which were chosen among the most publicized and 

recognized by the IT Community. Others, also researched, are 

mentioned and referenced in the Bibliography of this work. 

During this analysis, were identified in which fields of IT these 

would be applied, since have been identified 10 (ten) Fields of 

Action, according to direction given to its use by Institutes, 

Organizations and Associations that have created and still maintain 

them. These 10 (ten) Fields will be defined in the Topic "4.3. 
Definition of the Fields of Action of IT".

4.2.1. CMMI© 

This Framework (Model) was created and is still being maintained 

by SEI - Software Engineering Institute [29]. By the direction 

given to its use by this Entity, this Framework (Model) can be 

defined as DEVELOPMENT for the Field of Action of IT 

Governance. The Figure 1, presented after the Topic “8. 
REFERENCES”, shows its architecture. Others options, for this

same Field of Action, are Brazilian MPS br [28] and ISO/IEC 

15504 [15]. 

4.2.2. CobiT© 

This Framework (Model) was created ITGI - IT Governance 

Institute [16] and is still being maintained by ISACA [14]. By the 

direction given to its use by this Entity, this Framework (Model) 

can be defined as MANAGEMENT for the Field of Action of IT 

Governance. It is referenced by Gartner Group in its “IT 

Governance Report” [10]. The Figure 2, presented after the Topic 

“8. REFERENCES”, shows its architecture. Other option, for this 

same Field of Action, is TOGAF [31].  

4.2.3. ISO 17799© 

This Framework (Model) was created and is still being maintained 

by British Standards Institute [6] under BS15000 scope. By the 

direction given to its use by this Entity, this Framework (Model) 

can be defined as SECURITY for the Field of Action of IT 

Governance. Other option, for this same Field of Action, is NIST  

800-14 [22].  

4.2.4. IT BSC© - Balance Score Card 

This Framework (Model) was created and is still being maintained 

by Grembergen [12]. This work is based in another original work 

written by Kaplan & Norton [17], but also, including concerns 

about IT controls. By the direction given to its use by this Author, 

this Framework (Model) can be defined as PLANNING for the 

Field of Action of IT Governance. The Figure 3, presented after 

the Topic “8. REFERENCES”, shows its architecture.   

4.2.5. ITIL© 

This Framework (Model) was created and is still being maintained 

by ITGI - IT Governance Institute a branch of Office of 

Government Commerce [23]. It has 7 (seven) Books. By the 

direction given to its use by this Entity, this Framework (Model) 

can be defined as PRODUCTION for the Field of Action of IT 

Governance. The Figure 4, presented after the Topic “8. 
REFERENCES”, shows its architecture.  

4.2.6. PMBoK© 

This Framework (Model) was created and is still being maintained 

by PMI [26]. By the direction given to its use by this Entity, this 

Framework (Model) can be defined as DESIGN for the Field of 

Action of IT Governance. Other option, for this same Field of 

Action, is PRINCE II [25].  

4.2.7. SAS 70© 

This Framework (Model) was created and is still being maintained 

by AICPA [2]. By the direction given to its use by this Entity, this 

Framework (Model) can be defined as AUDITING for the Field 

of Action of IT Governance. Other option, for this same Field of 

Action, is COCOMO [7].  

4.2.8. Six Sigma© 

This Framework (Model) was created by Motorola [21], based in 

Deming [9] studies, and was later improved by 3 (three) Authors, 

which are, Pande, Neuman and Cavanagh [24]. By the direction 

given to its use by these Authors, this Framework (Model) can be 

defined as QUALITY for the Field of Action of IT Governance.  

4.2.9. SOX 

This Framework (Model) was created by 2 (two) Senators from 

US Republican and Democrat Party, is also known as Sarbanes-

Oxley or Sarbox and was normalized by COSO [8]. By the 

direction given to its use by these Authors, this Framework 

(Model) can be defined as COMPLIANCE for the Field of Action 

of IT Governance. The Figure 5, presented after the Topic “8. 
REFERENCES”, shows its architecture. Others options, for this

same Field of Action, are Basel II [5] and Solvência II [30]. 

4.2.10. TMMI© 

This Framework (Model) was created and is still being maintained 

by 3 (three) Authors, which are, Liebman, Paes and Menezes [19]. 

By the direction given to its use by these Authors, this Framework 

(Model) can be defined as TESTING for the Field of Action of IT 

Governance. The Figure 6, presented after the Topic “8. 
REFERENCES”, shows its architecture. Other option, for this 

same Field of Action, is Krause [18].  

4.3. Definition of the Fields of Action of IT 

The 10 (ten) Fields of Action identified according to direction 
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given to its use by Institutes, Organizations and Associations that 

have created and still maintain them, were (in Alphabetical Order): 

AUDITING, COMPLIANCE, DESIGN, DEVELOPMENT, 

MANAGEMENT, PLANNING, PRODUCTION, QUALITY, 

SECURITY e TESTING. 

In Table 1 the acronyms, for the 10 (ten) Fields of Action listed in 

the preceding paragraph, were also defined (along with colors that 

are added below in order to better understanding) to facilitate the 

classification of them under the Plan-for-Gov [IT] - Planning for

Governance of IT Method proposed by this work. 

Table 1 - Definition of the Fields of Action of IT

5. PLAN-FOR-GOV[IT] PRESENTATION  

The Plan-for-Gov[IT] - Planning for Governance of IT Method 

proposes the use of the “Text Retrieval” Techniques, in resultant 

texts of the planning activity, for the Keywords selection that can 

drive activities for the 10 (ten) Fields of Action identified in the 

Frameworks (Models), what means to say that, the 10 (ten) Fields 

of Action are the link (and are in the middle of the connection) 

among the Keywords and the Frameworks (Models) defined to be 

applied.       

After this step, already with the identified Field of Action, the 

Framework (Model) that could be better adjust for support this 

activity, would be placed operational (with the creation, and 

posterior monitoring, of KPI - Key Performance Indicators) with 

the objective to help the auditing of the IT Governance tasks. 

In Annex A in the Appendix 3, there is a Figure that presents 

graphically the relationship among the Keywords, the 10 (ten) 

Fields of Action of the Frameworks (Models) and also the 10 (ten) 

Frameworks (Models) select in this study.     

6. SURVEY EXECUTION 

This universe of 320 (three hundred and twenty) Graduate Students 

- in the IT Area - was asked whether the below Words (divided in 

Verbs and Nouns) could point to one (or more than one) of the 

Fields of Action that were identified in the Frameworks (Models) 

analysis done in the selected Frameworks (Models) in the Topic 

"LITERATURE REVISION" of this paper (those were also shown 

to them). 

Verbs: To Administer; To Administrate; To Auditing; To Build; To 

Componentize; To Control; To Cost; To Define; To Design; To 

Development; To Enhance; To Estimate; To Evaluate; To 

Implement; To Improve; To Institute; To Manage; To Measure; To 

Normalize; To Plan; To Processing; To Product; To Prospect; To 

Raise; To Record; To Rule; To Run; To Schedule; To Support; To 

Systematize; To Test 

Nouns: Adjusting; Administration; Application; Auditing; 

Component; Componentization; Compliance; Contingency; 

Control; Coordination; Cost; Deadline; Definition; Design; 

Development; Directives; Enhancement; Evaluation; Expectation; 

Goals; Indicators; Legislation; Management; Method;

Methodology; Metrics; Mission; Performance; Planning; 

Procedure; Proceduring; Processes; Production; Productivity; 

Prospection; Quality; Recording; Rules; Regulation; Result; 

Schedule; Scope; Security; Solution; Strategic; Support; Survey; 

Systems; Tasks; Time; Tests; Values. 

After the tabulation, the results are shown in a table in Annex A in 

the Appendix 4, where the Verbs and Nouns chosen by the 

Graduate Students in the Survey done are presented (Keywords). 

Also, in this Table, were included a new column to define which 

Framework (Model), suggested by this paper, can be used to 

implement the IT Governance auditing and controlling activities. 

To put in practice the Plan-for-Gov[IT] - Planning for Governance 

of IT Method, this work proposes the Formulary in Annex B. 

Using this one and also the Keywords, which can be revised in 

future works, and Frameworks (Models) referenced in the Table 

above (in Annex A in the Appendix 4), it is possible to record the 

job done (in the Strategic Documents connected to an already 

existent Project or driving to an opening of new one), to support 

the tasks execution and future revisions about the procedures. 

7. CONCLUSIONS 

By the supervised manner with that this work was built (assembly 

and survey), it is possible to conclude that the proposal presented 

can be useful, by the more methodological way of treatment 

regarding to the integration of the IT Governance with the 

processes of Strategic Planning, assisting a first and initial 

approach, for posterior development of the tasks of this Area. 

Despite of this Proposal points to some initial Frameworks 

(Models) suggestions, the application of the Plan-for-Gov[IT] - 

Planning for Governance of IT Method could be kept even that 

others Frameworks (Models) are defined or exist more than 1 

(one) for each Field of Action, by the reason of the connection 

with the planning directives are done by these Fields of Action 

and its Keywords (which, in this Proposal, are kept constants). 
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Abstract – This research presents the modeling and 

implementation of an information system, called a "A Physical 

Feasibility Study - PFS."  It considers information on the law for 

land use and occupancy in the city of Belo Horizonte, Minas 

Gerais, Brazil. The system simulates the PFS construction 

possibilities and profitability of a given site or region based on 

the standards and parameters of the land, a fact that directly 

involves the profitability of the project and the construction 

companies’ decision-making process. It uses concepts and 

techniques of Building Information Modeling - BIM to model and 

simulate the construction possibilities. The PFS responds to 

questions (research questions) on how to define the short term 

profitability of a site in order to allow company managers to 

make the decision to invest or not in the purchase of a particular 

site. The first part considers the parameters and variables 

concerning the rules of urban works legislation in the 

municipality of Belo Horizonte. Next comes the analysis, design 

and development of the PFS system to simulate the possibility of 

the civil construction project. The system collects input data on 

the area, front, zoning, type of use and occupancy of the land and 

the road classification. These data are processed through 

consulting tables of parameters that form urban regularization 

and the law on land use and occupation in a region. The system 

presents output data on the utilization coefficient, occupancy 

rate, minimum permeable area, clearances and other parameters 

that dictate what can be built on the land and the topology of the 

buildings with all their internal areas and respective uses. It then 

sets out the possible construction options so that the user may 

choose the desired option. After this, with the definition of the 

construction costs, you have the profitability of the land. Cost 

definition is based on the definition of the standard cost amount 

per meter squared for construction, considering the standard 

finishing and real estate value in the region. In 58 seconds, the 

PFS system presents the parameters with information on what 

can be constructed and the cost of implanting the project. Finally, 

in order to validate the research and analysis of system 

functionality, a feasibility study and tridimensional simulation of 

113 sites in the Belvedere neighborhood of Belo Horizonte were 

performed
1
. 

Information retrieval, information system , physical feasibility 

study, urban legislation, Building Information Modeling,  

                                                           
1 The authors thank FAPEMIG (Fundação de Amparo à 
Pesquisa do Estado de Minas Gerais) for their financial 
support. 

I. INTRODUCTION  

The theme of site/terrain physical feasibility study 
mobilizes professionals and companies in Brazil with the 
intention of achieving the best utilization of a given site, taking 
into consideration the multiple parameters that can directly 
influence construction. Mindful of the over-riding need for 
quick and precise information these days, it is important to 
strive for solutions that support the decision-making process.   

This article involves the study, design and proposal for a 
physical feasibility study of building. The research considers 
concepts and techniques of three-dimensional simulation to 
evaluate and optimize the possibilities for construction in a 
given site, in accordance with the rules, master plans and 
legislation of a region’s municipal government. A system that 
automates the physical feasibility study of sites was 
implemented. The result of the study generates project 
construction possibility reports that directly influence in the 
project decision-making process.  

 The object of this research is to develop an information 
system that, using the parameters of urban legislation, assists 
the manager in the decision-making process.  

During research development, we implemented a prototype 
of a Physical Feasibility Study – PFS computer system that 
produces a report with the information that managers need to 
quickly answer questions such as: What are the project options 
that generate economic yield and better utilization of a 
particular site/region? What the profitability of the site/region 
that I am analyzing?; What can be built on this site/region?; 
How many floors is it possible to build? In this context, an 
analysis of urban indices and occupancy guidelines of a given 
region can offer the best opportunities for projects by working 
on the maximum utilization of land for construction, and 
consequently by extracting socio-economic and environmental 
impact data with respect to the enterprise project.  

Once the analysis parameters have been defined, other 
questions that arise are the difficulty in interpreting and 
analyzing these parameters within the context of maximum 
utilization of the land/site and the construction possibility 
calculations that meet legislative norms. One manner of 
reducing the possibility of errors is the automation of the 
physical implantation feasibility study process of the civil 
works project, through the database system with access 
programmed according to site data; this automation makes 
calculations and carries out studies in accordance with 
parameters stored in the database and the site’s parameters. The 
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prototype uses database and graphic computing concepts and 
was developed in the VB/VBA programming language on the 
.NET platform.  

To evaluate the results, a prosperous region in growth and 
with new urban paradigms was chosen in the Belvedere 
neighborhood. A feasibility study and tridimensional 
simulation of 113 sites/terrains was carried out in this 
neighborhood, located in the southern region of Belo 
Horizonte, capital of Minas Gerais State/Brazil, a state with  
853 municipalities.  

 

II. LITERATURE REVIEW 

This research developed a feasibility analysis model for 
works implantation in accordance with the real estate sector 
dynamic. According to Gonzalez [1], this sector shows 
differentiating characteristics, such as the strong influence of 
location and the diversity of assets, as well as operating under a 
regime of imperfect competition, which generates problems in 
the study of feasibility, subjecting the process to evaluation 
errors and a resultant fall off in the utilization of a site’s 
economic potential.  

To explain and evaluate the main theories connected to the 
study of urban politics, Kelvin [2] clarifies what the 
methodological approaches are in the urban filed.  

Within this context, city expansion planning is necessary, in 
the sense of achieving the full development of social functions 
and ensuring the well being of city inhabitants. Based on this, 
one of the strategies defined to address this situation is through 
the adoption of specific legislation. With the accelerated 
growth of large cities, such as São Paulo, Rio de Janeiro and 
Belo Horizonte, the need arose to control the planning of this 
growth as a form of ensuring better housing development 
conditions. For Belo Horizonte, one of the instruments of urban 
control is the Urban Legislation Applied to Building Projects - 
laws on the use and occupancy of land.   

For Weber [3], the study of typologies becomes important, 
since as well as indicating the project criteria adopted in a 
certain time and place, it can serve as parameter for the 
feasibility studies, in relation to decision making for the 
implantation of new buildings. 

Building Information Modeling - BIM is a new approach 
that uses a 3D computer model, with semantic contextual 
intelligence for the spatial coordination of conception, 
construction and management of buildings. The model contains 
information related to physical and functional construction in 
order to facilitate the integration, inter-operability, exchange, 
and reutilization of information by different users during the 
life cycle of a building, besides allowing for different visions 
and data analysis according to the digital information available. 
[4, 5, 6,7] 

To evaluate results, a prosperous region in rapid and large 
scale growth was chosen, questioning the urban parameters of 
Belo Horizonte: the Belvedere neighborhood. 

Interface and usability techniques were analyzed and 
utilized, with the objective of making the system easier to use. 
According to Nielsen [8], usability is an important factor that 

aims to measure ease of use: Usability is the characteristic that 
determines if the handling of a product is easy and quickly 
learned, not easily forgotten, does not provoke operational 
errors, offers a high degree of satisfaction in its users and 
efficiently resolves the tasks for which it was designed.    

In current methods, measuring the ease of use level of an 
application is very important both for the developers, who may 
evaluate the content developed, and for the end users, who 
have the opportunity to evaluate how easy the content is to use, 
check if the operations can be carried out promptly and supply 
feedback to developers so that there is continuous 
improvement.  

If an application is easy to use and accessible, it means that 
the user can navigate and consult the content, learn quickly, 
memorize easily and make fewer errors during operations. 

The municipality of Belo Horizonte is divided in five 
regional administrations: Oeste, Venda Nova, Pampulha, 
Centro-Sul and Noroeste. The Centro-Sul region is made up of  
49 neighborhoods, has a total area of 32.49 Km² and a 
population of 260,524, according to City Council data. 
Managed by the Centro-Sul Municipal Regional 
Administration Department, the region was divided in 13 
planning units (PUs). The PUs are spatial units that bring 
together one or more neighborhoods, with homogeneous land 
occupancy characteristics and respecting physical, natural or 
constructed barrier limits.  

The Belvedere neighborhood is in the Centro-Sul region, in 
the Belvedere PU. Its privileged location allows direct access 
through the region’s busiest roads: direct access to the highway 
ring roads, an access channel that surrounds the city with exits 
to the principal regions of Brazil, including Federal Highway 
BR-040, which links Brasília to Rio de Janeiro; the MG-030 
State Highway, which connects Belo Horizonte to Nova Lima; 
and the Avenidas Raja Gabaglia, linking the neighborhood to 
the center, and Nossa Senhora do Carmo, linking the 
neighborhood to Savassi, an important point of commerce in 
the region. The neighborhood is located near the Serra do 
Curral, one of the most scenic landscapes of Belo Horizonte, 
considered one of its symbols. As such, Belvedere is implanted 
in an up-market area of the city with an infrastructure boasting 
complete services, leisure, public road connection, as well as 
natural beauty. 

According to Amorim[9], another positive characteristic of 
the area is the services infrastructure, with large scale 
commercial ventures, such as the BH and Ponteiro Lar 
Shopping Malls, as well as super markets, car dealerships, 
building material outlets, specialized hospitals, among other 
services, such as banks, bakeries and fruit and veg shops.  

To simulate urban growth, according to Baracho[10], the 
utilization of tridimensional parametric modeling generating 
the information system involves software utilization. Normally, 
the parameters should be adapted to local norms and conditions 
where the Project and construction will be executed. 
Implantation of the system makes it necessary to carry out 
interoperability tests in order to verify if the exported data can 
be used directly. 
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III. BH LAND USE AND OCCUPANCY LAW  

 
The first part of the research project may be defined as an 

information survey phase in which information is gathered on 
the relevant urban land use and occupancy law, and the 
technical manual on urban works legislation for Belo 
Horizonte/MG. This information forms the consultation base 
for the calculations to be done by the information system. In 
this first part, a study of specific legislative terms was 
developed in order to create concepts for the interpretation of 
information contained in legislation for use in project 
development. 

The legislation applied to building projects supplies the 
data in chart form. These charts are divided according to the 
zone, roadway classification and site use, whereby the data 
varies according to these parameters.  

Legal consultation begins with the identification of a given 
site. Based on chart consultation, you have the zoning 
classification (Figure 1). Zoning is a fundamental unit of 
legislation and is a widely used instrument in master plans, 
where the city is divided into areas to which differentiated 
guidelines for land use and occupancy are applied, especially 
urban indices.  

 
Figure 1.  Zones defined by law.                                                                

Source: Urban land use and occupancy in Belo Horizonte 

With the identification of zoning and use, through 
consulting the “Zones, Categories of use, Settlement Models”. 
you arrive at the settlement model that may be utilized. The 
settlement model defines the parameters to be applied in 
relation to minimum number of car parking spaces, minimum 
permeabilization rate, minimum frontal distancing, maximum 
height of division, minimum side and rear distancing, 
maximum utilization coefficient and maximum occupancy rate.  
The parameter for car parking spaces indicates the minimum 
number of spaces the building should have according to the 
locality, site area and the use and type of building. The rate of 
permeabilization indicates the percentage of the site that must 
be reserved for water absorption by the soil, an area that may 
not be waterproofed or built on. Minimum frontal distancing 
indicates the minimum distance that a construction must 
maintain from the frontal limit of the site. Maximum height of 
the division defines the height of the building, preserving, for 
example, heights compatible with the ‘Serra do Curral’, the 
mountain that boarders the Belvedere neighborhood. Minimum 
side and rear distancing complete this. Maximum utilization 

coefficient is the number that, multiplies by the lot area, 
indicates the maximum quantity of squared meters that may be 
built on in a lot, adding up the area of all floors. The maximum 
occupancy rate is the percentage between the building design 
and the site area. In other words, it represents the percentage of 
the land that it is built on.  

IV. PHYSICAL FEASIBILITY STUDY - PFS 

The second part of the project entails the drafting of 
VB/VBA programming language concepts with the aim of the 
theoretical arsenal to develop the programming techniques 
necessary for the creation of a prototype. The VB/VBA 
language was chosen as it was more efficient in the 
development user graphic interfaces and had certain 
applicability with respect to the possibility for application 
connection and CAD software. 

A database was implemented with the possible situations 
considering the municipality of Belo Horizonte/MG. The 
database was used to implement data and charts considered as a 
set of inter-related information, referring to one same subject 
and organized in a useful manner, with the proposition of 
serving as a base for the user to recover information, draw 
conclusions and make decisions.  

The database in question has information such as: minimum 
number of car parking spaces, minimum permeabilization rate, 
minimum frontal distancing, maximum height of division, 
minimum side and rear distancing, maximum utilization 
coefficient and maximum occupancy rate.  

The PFS starts on a welcome screen with the names of the 
researchers, the project name, and the name of the research 
financers (Figure 2). The system has an easy to use interface. 

 
Figure 2.  Opening screenshot of the Physical Feasibility Study System - PFS 

Source: Prepared by author. 

The PFS system is divided into three stages and a report 
module; the first stage is called ‘Site’, the second ‘Building” 
and the third ‘Profitability’. Each stage makes calculations 
related to their respective parameters. The three stages are 
available through the upper menu and its respective tags. 

In accordance with the previous section on land use and 
occupancy law for Belo Horizonte, the necessary variables for 
data input in the system are defined, through consultation. The 
variables that need to be defined by the user are: site area, size 
of site front, type of use, zoning and roadway classification. 
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The PFS system shows the possible site uses through a 
consultation of legislation regarding possible uses for a given 
site. The user then chooses a type within the possibilities 
shown by the system.   

The user starts to use the system through the Site tab, and 
then fills out the boxes in the order they appear. In the first tab, 
the program has compulsory data entry boxes: user name, site 
area, size of site front, site use, zoning and roadway 
classification of site – the other input data is optional (Figure 
3). Figure 3 has the definition of variables on the left, and the 
frame with report of calculated parameters on the right hand 
side.  

 
Figure 3.  Physical Feasibility Study – EVF: Site tab.                             

Source: Prepared by author 

In this table the program provides output data. Parameters 
supplied by the database consultation: minimum 
permeabilization rate, frontal distancing, maximum height of 
division, utilization coefficient and maximum occupancy rate; 
an initial study report: maximum area to construct; area of 
maximum occupancy; minimum area per floor; permeable 
area; construction options: number of floors; area of each floor; 
construction height (H); minimum number of parking spaces. 
The second program tab, Building, uses the construction 
options calculated in the Site tab as input data. The user 
chooses the option of preference and a table automatically 
appears with distribution by compartment for that floor. The 
user can make simulations and change or compare the area 
occupied by the distribution generated with the maximum area 
per floor (Figure 4). 

 

Figure 4.  Physical Feasibility Study – PFS: Building Tab                     
Source: Prepared by the author 

In the third tab, Profitability, the users enters the meters 
squared construction amount in the site region, normally 
stipulated in a chart and released in specialized media on civil 
construction. The PFS system calculates the construction cost 
of each floor and the total cost of the works (Figure 5). 

 
Figure 5.  Physical Feasibility Study – PFS: Profitability Tab.                

Source: Prepared by author 

The final report appears as the result of the study and the 
calculations executed by the PFS system. In this report, all the 
data generated by the PFS system are shown, as well as all the 
relevant information contained in the urban legislation 
database. Figure 6 shows the screen with report. The PFS 
system generates a report with all the parameters and 
calculations showing the result for site profitability.  

Another result is the use of the report to simulate urban 
growth and generate supplemental data for studies on regional 
growth and social, economic and environmental impacts in a 
region. As research methodology strategy, a simulation of how 
to use the system was performed in a region of Belo Horizonte. 
The choice of the Belvedere neighborhood, in Belo Horizonte, 
as object of the study was made due to its rapid growth and the 
impact caused in the region. The speed of growth and real 
estate speculation provoked great debate between professionals 
involved in urban growth and buildings. 

 
Figure 6.  Physical Feasibility Study – EVF: Report Tab Source: Prepared by 

author. 

Initially, a feasibility study of part of the Belvedere 
neighborhood was done; the neighborhood’s zoning and the 
region’s plan were researched. The plan was acquired through 
a consultation with the data processing company PRODABEL, 
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Belo Horizonte, who are in charge of this information. The 
plan was transferred from pdf to CAD 2D format.  

With the information generated by the PFS system, a 
simulation of the constructions within each lot was created, so 
as to modify the 2D plan and obtain a tridimensional - 3D 
simulation (Figure 7), in which you have a tridimensional 
virtual image of a part of the neighborhood; this view shows 
blocks that simulate the constructions with maximum possible 
utilization of the site. 

Based on the definition of a set of lots in the Belvedere 
neighborhood, the PFS System was used to generate charts 
with information on the number, address, area and front of lots; 
the construction options possible were simulated, with the 
definition of numbers of floors, area of each floor and total 
construction area. The estimated project cost is related for each 
one of the options.  

 
Figure 7.  Tridimensional simulation, result of PFS system – View 1. Source: 

Prepared by author. 

V. RESULTS 

A step by step simulation carried out with the PFS System 
is shown below for the number 11 lot, located at Rua Juvenal 
de Melo Serra, Belvedere. The result of this simulation is 
described in the example that follows and the data summarized 
in Chart 1. 

Input parameters – Site Tab: Area: 528m², Front: 16.5m, 
Zoning: ZP3, Use: Residential, Roadway classification: Local, 
Outut parameters – Site Tab: Utilization Coefficient: 1.5, 
Maximum occupancy rate (%): 50, Minimum permeable area: 
158.4m². These parameters generate nine construction options 
as defined in floor numbers 1 to 9 (Chart 1) 

Chart 1 – Physical Feasibility Study, study of 1 lot 

Floor 
Num.  

Floor Area Area to 
Construct 

Height Num. 
Spaces 

1 264.00 246.00 2.90 1 
2 264.00 524.00 5.8 2 
3 264.00 792.00 8.7 3 
4 198.00 792.00 11.60 4 
5 158.00 790.00 14.50 5 
6 132.00 792.00 17.40 6 
7 113.00 791.00 20.30 7 
8 99.00 792.00 23.20 8 
9 88.00 792.00 26.10 9 

 

Input Parameters – Building Tab: Choice of option 
generated: 2; Number of apartments per floor: 1; 
Compartments: 1 BEDROOM - 8m²; 1 KITCHEN - 4m²; 1 
LIVING ROOM - 8m²; 1 BATHROOM – 2.2m²; Observation: 
The values shown for each compartment are minimum default 
amounts obtained based on Urban Legislation Applied to 
Architecture Projects. 

Input parameters – Profitability Tab: Cost per meter 
squared of construction in the region: R$ 1,200.00; 
Observation: the cost per meter squared of construction in the 
region was obtained from the Belo Horizonte Municipal City 
Council. Output parameters – Profitability Tab: Cost per floor: 
R$ 316,800.00; Total project cost: R$  633,600.00. 

In order to validate the PFS System, 113 simulations were 
carried out according to the example above. Lots in the ZP2 
zone of Belvedere were considered. A second analysis was 
done in the ZP3 zone varying the number of lots between 1 and 
4, these lots to be linked, creating a larger lot with an area 
equal to the sum of the areas of the adjacent lots. This second 
analysis was done so that the area of the lots would allow for 
larger buildings to be simulated.  

Input parameters – Site Tab: Area: 1056m², Front: 33.0m, 
Zoning: ZP3, Use: Residential, Roadway classification: Local, 
Output parameters – Site Tab: Utilization co-efficient: 1.5, 
Maximum occupancy rate(%): 50, Minimum permeable area: 
316.8m². These parameters generate 14 construction options 
according to the definition of floor numbers 1 to 14 (Chart 2) 

 

Chart 2 – Physical Feasibility Study - PFS, study of 2 lots. 

Flo
or 

num 

Floor 
Area 

Area to 
Construct 

Heigh
t 

Num
. 

Spac
es 

Cost 
R$ 

1 528.00 528.00 2.90 1 633,600.00 
2 528.00 1056.00 5.80 2 1,267,200.00 
3 528.00 1584.00 8.70 3 1,900,800.00 
4 396.00 1584.00 11.60 4 1,900,800.00 
5 316.00 1580.00 14.50 5 1,896,000.00 
6 264.00 1584.00 17.40 6 1,900,800.00 
7 226.00 1582.00 20.30 7 1,898,400.00 
8 194.00 1552.00 23.20 8 1,862,400.00 
9 176.00 1584.00 26.10 9 1,900,800.00 

10 158.00 1580.00 29.00 10 1,986,000.00 
11 144.00 1584.00 31.90 11 1,900,800.00 
12 132.00 1584.00 34.80 12 1,900,800.00 
13 121.00 1573.00 37.70 13 1,887,600.00 
14 113.00 1582.00 40.60 14 1,898,400.00 
 

The program generates the profitability calculation of 
implanting such works. Along with this, the environmental 
impacts of the works may be calculated, since based on the 
parameters of the site and the zoning, we can define, for 
example, the rate of water absorption by the soil in the site 
analyzed; as a consequence of a study such as this, one could 
rethink the structural policy of works for sanitation and 
channeling of rain water, generating the consequent reduction 
of flooding points, the improvement of social conditions of the 
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population and a reduction of public money being spent on 
sanitation and health.  

A physical feasibility study digital prototype was 
constructed for part of Belvedere neighborhood, as shown in 
Figure 11, seeing as tridimensional visualization is a very 
useful tool in the context of data analysis when dealing with the 
works process and civil optimization.  

VI. CONCLUSION 

The study offers a new method for information retrieval 
based on visual content for architectural/engineering projects 
and starts an innovative line of research. With the Physical 
Feasibility System – PFS, in just 58 seconds, you can get the 
physical feasibility study result for a site in which you can find 
out all the construction and site parameters, simulate the 
construction options possible, as well as the project cost. A 
study of a block with 28 lots may be executed in 27 minutes 
and 4 seconds; that is, a study that would take days to complete 
without using this automated method. The expected research 
objective of using graphic computing techniques and a digital 
prototype to optimize and consistently improve the study 
process of civil works projects and physical feasibility studies 
of sites was achieved. In doing so, we built a physical 
feasibility study prototype for sites, with part of the Belvedere 
neighborhood, in Belo Horizonte/MG serving as digital 
prototype. Through this digital prototype you can simulate and 
calculate project parameters, creating a model and a general 
scheme for optimizations in project development. A physical 
feasibility study prototype was implemented with the 
development of a computational system in VB/VBA language; 
simultaneously, the architectural project of part of the 
Belvedere neighborhood was implemented using graphic 
computing software. The digital prototype was done with a 
tridimensional simulation of the architectural project; Reports 
on studies and final results for feasibility study possibilities 
were prepared, and through the simulations and calculations 
performed, information on the parameters and possible options 
that interfere, or could interfere, in the project concept was 
gathered.   
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Introduction 

 
The issue of monitoring shifts (vertical 

deformation) of buildings is addressed by Czech 

technical standards CSN 73 0405 on "Measuring 

Shifts of Construction Objects" and "CSN 73 

1001 Building Foundations, Foundation Soil 

 These standards 

describe measurements of location and shape 

(shift and deformation) of buildings and their 

parts relative to the position and shape in the 

initial stage of measurement caused by changes 

in the foundation soil material under the object, 

or in its vicinity due to construction or other 

activity, the effect of static, dynamic or seismic 

strain or other factors. The CSN 73 0405 

standard deals with all building types, for which 

specific legislation does not apply. It does not 

apply to measurements done: 

1. during load tests of building 

constructions, 

2. for land subsidence and landslides, 

3. for deviations of geometric parameters 

of actual completion of buildings during 

construction which are determined 

during the inspection accuracy by other 

CSN standards. 
 

1. Purpose of Shift Measurements 

The purpose of measuring the shifts is to: 

1. Obtain documentation for the assessment 

of behavior of the foundation soil and he 

effect of construction of nearby objects, 

2. comparison of actual shift magnitudes to 

predicted values, calculated in as part of 

the construction project, 

3. monitoring of the state, functions and 

security of new constructions and 

existing buildings affected by 

construction activity in their vicinity. 

 

Building shifts are measured during their 

construction and after its completion if: 

1. shifts can be significant for safety and 

the use of the built object or facility 

2. unusual or new structures, for example 

are used; e.g., foundations of the turbine 

plate for turbines of 100 MW output and 

above (CSN 73 1020), 

3. high-rise objects are built with a height 

greater than 50 m (e.g., a dam wall), 

4. built object are sensitive to the effects of 

shifts or are founded in adverse 

geological conditions, 

5. objects are constructed on a previously 

undermined area (CSN 73 0039) and this 

measurement corresponds to the 

significance of the object. 

 

It is necessary to establish a measurement 

project for each structure, whose shifts are to be 

measured, specifying the purpose and means of 

measurement, expected magnitudes of shifts, 

measurement accuracy with prior analysis, 

method of point stabilization and measurement 

time frame.  

 Construction of the Temelín nuclear power plant 

represents a unique technical undertaking with 

the use of new technological procedures, 
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advanced construction methods and construction 

technologies. The main production block of the 

power plant consists of the reactor building 

(ground plan 68 x 68 m, height 66 m), engine 

house (128 x 49 x 49 m) distribution facility (98 

x 22 x 23 m) and the exchange station (48 x 17 

x 26 m). The engine house is a single-nave steel 

hall where the turbo engine aggregate and 

related service equipment of this non-nuclear 

part of the power plant. The building structure is 

divided into these parts: 

1. base plate, - a reinforced concrete 

structure measuring 61,1 x 16,4 x 2,7 m, 

2. reinforced concrete structure formed by 

the 2 x 8 pillars fixed in the base plate at 

-5.1 m connected in the upper parts by 

stringers and crosspieces. Stringers have 

86 vibration isolators installed at the 

pillar locations at the +10.95m level and 

GERB 26 viscose absorbers (flexible 

mounting system enabling horizontal 

adjustment of the turbo engine 

aggregate). 

3. Turbogenerator upper foundation plate at 

the +15m level. This reinforced concrete 

plate has built-in anchor elements and 

outer dimensions of 60 x 16 x 3.5m. 

 

2. Measurement Accuracy 

The accuracy of building shift measurements of 

shifts is defined by the deviation threshold value 

for determination of the length of the resulting 

shift vector, or its elements. The deviation 

threshold value, unless stated otherwise, is 

determined as: 

 

1 < 2/15 p.  (1) 

 

where p is the expected total shift or its 

component in mm. 

The deviation threshold value for a device with 

increased requirement for stability, reliability, 

safety and operation economy, the 1 is 

reduced by 1/3, unless determined differently by 

the designer. The threshold deviation value of 

shift measurements of used building facilities, 

affected by construction activities in the 

vicinity, should not exceed the value of: 

 

2 < 2/15 pk.  (2) 

 

where pk is the critical shift value in mm. If 

reached, safety of the monitored object is 

threatened. 

 

3. Stationary automated hydrostatic 

measuring system 

Requirements on the stability of accuracy 

measurements (in height terms) of the 

technological facility and buildings hosting the 

engine aggregates, and turbogenerator of 500 

MW and 1000 MW outputs and the foundation 

plate of the reactor room, were incorporated in 

the development of the HYNI and INVA 

sensors by the Research Institute of Geodesy, 

Topography and Cartography, in cooperation 

with other institutions. The measurement 

accuracy of these sensors is stated as standard 

deviation of elevation measurements a part of 

the system aggregate accuracy of the entire 

measuring system (up to the distance of 100 m)  

 < +0.05 mm. 

  

Fig. 1  Compled HYNI sensors 

 

The stationary hydrostatic measuring system 

consists of hydrostatic sensors HYNI which are 

connected by hoses filled with liquid and data 

transmission cables power supply. The number 

of sensors in a measuring system is determined 
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by the requirements of the case with up-to the 

maximum of 126 sensors used the measuring 

system. Due to possible measurement of vertical 

shifts at different height levels, it is possible to 

include the INVA sensors which enable 

connecting different levels and it is possible to 

continuously monitor distance changes of these 

interconnected levels. Evaluation of individual 

shifts is automated using the established 

reference points and on the basis analysis of the 

measured data, even height stability of reference 

points is assessed. 

An important characteristic of the measuring 

system is its ability of acquiring continuous 

measurements without operator intervention. 

Data collection takes place in previously 

specified time intervals and measured values 

can be viewed at any time while the automated 

measurement programme is running. 

 

Technical parameters of the sensor: 

Sensor dimensions: width 205 mm, 

height 275 mm, depth 275 mm 

Screws for the input of fluid and air:  1/2  

Weight :  13kg 

Power supply:  18 30 Vss, 0,5 A 

Measuring range: 10-90 mm 

Communication: RS 485 

double-wire circuitry 

 

 
connections of height levels using the invar device 

thermal sensor 

console 

sensor interconnections 

sensors INVA I,II 

 

Fig. 2  Connection scheme of sensor HYNI and 

INVA in height terms at TA 

 

 
Fig. 3  The HYNI system at the  5,20 m level 

at the engine house (plan view) 

 

 

Side view on the TA from the side of 

the exciter. Connection between 

sensors INVA to HYNI

 

Fig. 4  Side view on the TA from the side of 

the exciter. Connection between sensors INVA 

to HYNI 

 

 

 

 
 

Fig. 5  The sag curve of the TA 
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Fig. 6  Recorded height deformations during 

discharge and recharge of condensers 

 

 

 
 

Fig. 7  Comparing the results of measurement 

system HYNI and very accurate leveling 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Conclusion 
 

Results of measurements are used for a planned 

and efficient maintenance while providing 

evidence to enhance the security and reliability 

of the turbo engine and extension of its service 

life. Measured results of the development of the 

deformation of the bottom foundation plate 

shows that the magnitude of deformation does 

not exceed 20% of the criteria of the CSN 73 

1020. Deformations of the upper foundation 

plate reach, in comparison with the relevant 

criteria, a maximum of 70% of their value, and a 

substantial part of the established magnitude of 

deformation of the upper foundation plate is 

mainly caused by the change of the temperature 

field base  TG. 
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ABSTRACT 

 
The mathematic representation of the functions used to 

calculate penstock head loss, turbine efficiency and 

generator efficiency can be modified over time as the 

plant ages. These functions are important information to 

computational models used for optimization and 

simulation of the power generation systems operation. 

They depend on data quality to provide reliable results. 

Therefore, this paper presents a methodology to adjust an 

efficiency function for each generating unit based on 

measured data. It is applied using an optimization method 

available in Excel 2010 software, the Evolutionary 

Algorithm. A case study with data from a large Brazilian 

hydroelectric is shown. The benefits of the data adjusting 

are analyzed using a comparison metric. The results 

confirm that the optimal unit efficiency functions 

significantly improve the performance of simulation 

models to reproduce observed data and better describe the 

actual operation of the hydroelectric plant. 

Keywords: Hydroelectric operation, Efficiency 

curves, Generating units, Optimization methods. 

 

1 I*TRODUCTIO* 

 
A significant performance factor in the power 

generation from a hydroelectric plant is the efficiency of 

the units. Each generating unit experiences three types of 

losses. These losses occur in the turbine, the generator, 

and the penstock.  In the turbine and the generator the 

losses happen due to mechanical friction and heat 

dissipation in the process to convert kinetic energy into 

mechanical energy and mechanical energy into electrical 

energy, respectively. The penstock head losses are 

associated with the friction of water in the pipeline [1]. 

Unfortunately the efficiency functions used by many 

operators are still those obtained from tests in reduced 

scale models when the company originally acquired the 

equipment [2]. It is important to have accurate estimates 

of the efficiency functions so that computational models 

used for optimization and simulation of the hydroelectric 

plants operation provide reliable results [3][4][5]. 

Diniz et al. (2007) [6] studied two mathematical 

models to represent the efficiency of turbine-generator 

sets. They used a linear regression technique on the 

points of the efficiency hill curve in order to find the 

coefficients of the models. 

Colnago (2007) [2] adjusted turbine efficiency curves 

with the aid of methods for measuring of water discharge. 

According to him, an optimal dispatch using efficiency 

curves derived from a reduced model probably do not 

optimize the plant generation. 

Resende (2007) [7] assessed the variation of the 

characteristics of pipelines infested by golden mussels. 

He states that using conventional tables for the adoption 

of coefficients of penstock head losses can lead to 

mistaken results if compared to reality. 

This paper presents a methodology to adjust an 

efficiency matrix for each generating unit based on 

measured data. Each matrix considers the losses in the 

penstock, the turbine and the generator. 

 

2 COMPO*E*TS OF THE PROBLEM 

 
Production Function is the focus of this work. The 

goal of the production function, Eq. (1), is to quantify the 

power generation of a hydroelectric plant. 

 

qhuhxhkp pltrfbgt .])()([... −−= ηη              (1) 

 

where: 

 

p Is the power obtained in the conversion process of 

hydraulic potential energy into electric energy 

(MW); 

k  Is the gravity constant, multiplied by the water 

specific weight and divided by 10
6
. Its value is 

0.00981 (MW/(m³/s)/m); 

ηt  Is the turbine efficiency in the conversion process 

of kinetic energy into mechanical energy; 

ηg  Is the generator efficiency in the conversion 

process of mechanical energy into electrical 

energy; 

hfb(x) Is the forebay elevation which is function of the 
water storage x (m); 
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htr(u)  Is the tailrace elevation which is function of the 

water release u (m); 

hpl  Is the penstock head loss which is function of the 

water discharge (m); 

q  Is the water discharge by the turbines in the 

powerhouse (m³/s). 

 

In order to apply the production function to short-term 

planning, turbine efficiency, generator efficiency and 

penstock head loss functions are required. The turbine 

converts kinetic energy into mechanical energy. This 

transformation does not occur completely because there 

are losses due to mechanical friction and heat dissipation. 

Turbine efficiency can be expressed as function of the 

power or water discharge by the gross or net head. It is 

also called a Hill Curve because of its shape. 

The generator converts mechanical energy into 

electrical energy. This transformation does not also occur 

completely because there are losses in the armature 

winding known as copper loss, magnetic losses caused by 

hysteresis and eddy current and mechanical losses that 

consist of friction at bearings and commutator. Generator 

efficiency is function of the generated power. 

Penstock head loss refers to the loss of water power, 

in meters, due to friction within the pipeline in the route 

from the reservoir to the turbine. This loss is calculated 

taking into account the length, diameter, curvature and 

roughness of the penstock’s inner walls. The loss is 

usually represented as a quadratic function, Eq. (2): 

 
2.qch ppl =                      (2) 

where: 

 

cp Is the constant that represents the characteristics of 

the pipeline (s
2
/m

5
). 

 

3 METHODOLOGY 

 
In order to consider the variations in each generating 

unit of the plant without needing to estimate the 

individual functions of turbine efficiency, generator 

efficiency and penstock head losses, an efficiency matrix 

is developed for each unit. In this case, Eq. (1) can be 

rewritten as follows: 

 

qhuhxhkp pltrfbgt .])()([... −−= ηη           (1) 

 

 

quhxhkp trfb

G .)]()([.. −= η           (3) 

 

where: 

 

 ηG
 Is the unit efficiency considering the losses of the 

turbine-generator set and the penstock. 

According to Eq. (3), the unit efficiency matrix 

depends on the power, the forebay and tailrace levels and 

the water discharge. In general, these variables are 

recorded in the database by the company that manages 

the plant operation. Therefore, they can be used to 

compute an efficiency matrix for each generating unit. 

As shown in Eq. (4), the objective function for this 

problem is to optimize the values of the efficiency matrix 

in order to minimize the sum of squared errors between 

the measured water discharge and the water discharge 

calculated using the efficiency matrix. 

 

Objective function: 

∑
=












−
−

num

i itrifbi
G

i
i

uhxhk

p
qMin

1

2

])()([..η
   

     (4) 

 

Subject to: 

min ≤ ηG
r,c ≤ max 

 

where: 

 

num Is the number of operations recorded in the plant’s 

database; 

i  Is the index of the operation recorded in the 

plant’s database; 

min Is the lowest acceptable value for the unit 

efficiency matrix; 

max Is the highest acceptable value for the unit 

efficiency matrix; 

r Is the row number of the unit efficiency matrix; 

c Is the column number of the unit efficiency 

matrix. 

 

The limits of the unit efficiency matrix should 

consider the estimated losses associated with the turbine, 

generator and penstock. According to Encina 2006 [8], 

the lowest loss related to turbine, generator and penstock 

together is 6% and the highest is 27%. Therefore, the 

value of the elements or cells in the unit efficiency matrix 

should range between 73% and 94%. 

For application of the optimization methods the 

turbine efficiency matrix was used as an initial starting 

point. During the optimization process, this matrix is 

converted to a unit efficiency matrix. 

 

4 CASE STUDY 

 
The proposed methodology to optimize unit 

efficiency functions was applied to a large Brazilian 

hydroelectric plant. The hourly data of power, gross head 

and water discharge from 2006 to 2010 were transferred 

from the plant’s database to a spreadsheet in Excel. This 

corresponds to 43,784 records to be used in the 

optimization process. 
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The optimization tool used was the Evolutionary 
Algorithm (EA) of the Solver package in Excel Version 

2010. An EA applies the principles of evolution found in 

nature to the problem of finding an optimal solution. 

These algorithms maintain a population of candidate 

solutions, rather than a single best solution so far. From 

existing candidate solutions, they generate new solutions 

through either random mutation of single points or 

crossover or recombination of two or more existing 

points. The population is then subject to selection that 

tends to eliminate the worst candidate solutions and keep 

the best ones. This process is repeated, generating better 

and better solutions. 

EA are designed to find "good" solutions to non-

smooth, multi-modal optimization problems, but they can 

also be applied to smooth, non-linear problems to seek a 

globally optimal solution. The EA in the Solver tool is 

based upon a Genetic Algorithm (GA) approach [9]. 
Two personal computers were used for the tests, since 

personal computers are common in hydroelectric 

companies. Their characteristics are shown in Table 1. It 

was anticipated that the run-time could be significant for 

this problem and therefore it would be useful to 

determine how much the run-time might be reduced with 

an enhanced processor. 

 

 
Table 1. Characteristics of the computers used for the tests 

Item Computer-1 Computer-2 

Processor Core 2 Duo Core 2 Quad 

Processor speed 2.00 GHz 2.83GHz 

Memory (RAM) 3 GB 4 GB 

System type  32 bits 64 bits 

 
An EA is often overwhelmed by the dimensionality 

when problem size scales up, for example, from ten to a 

hundred or to a thousand decision variables [9]. 

Therefore, for all tests using this method the problem was 

sliced in pairs of gross head. 

The tests were made using both “default options” and 

“customized options”. First, the optimization process was 

run using the default sets of population size, convergence 

and maximum time without improvement. Second, the 

convergence value was changed from 0.0001 to 0.00001 

and the maximum time without improvement was altered 

from 30s to 60s. The population size was not changed 

from its’ default value of 100. 

Table 2 presents the results of the optimization 

analysis for each computer. The table contains the test 

type, the sum of squared errors between recorded and 

calculated water discharge, the percentage that this sum 

represents in relation to the use of the initial efficiency 

matrix, and the total run-time. 

The results for each computer are always different. 

An EA is designed for multi-model objective functions 

and is intended for exploration of the objective function 

surface. The EA algorithm begins from a population 

randomly distributed over the range of the decision 

values. The method may yield different solutions on 

different runs, even if the user has not changed the model 

at all. 

 

 
Table 2. Results of the optimization analysis using EA 

Comp. 
Test 

Type 

Sum of  

Squared Error 

% Initial 

Matrix 

Run-Time 

(hh:mm:ss) 

1 Default 3,073,107.05 12.98 00:25:32 

2 Default 1,166,047.67 4.92 00:25:22 

1 Custom 1,230,683.52 5.20 00:41:54 

2 Custom 411,886.48 1.74 00:37:21 

 

The numbers of Table 2 show that in both types of 

options the sum of squared errors in Computer-2 is 

around 1/3 of the value of this variable in the Computer-

1. Besides, the run-times are similar and longer with the 

customized option. 

 

5 A*ALYSIS OF RESULTS 

 
In order to evaluate the model performance a 

comparison metric commonly used in hydroelectric 

operation simulators was analyzed; the water discharge. 

This analysis used a one year period (8,753 records) not 

included in the optimization process. 

Two types of comparisons were made. In the first 

mode, the recorded water discharge values were 

compared to the calculated water discharge values using 

the current functions of turbine efficiency, generator 

efficiency and penstock head loss, as Eq. (1). In the 

second manner, the recorded water discharge values were 

compared to the calculated water discharge values using 

the best unit efficiency functions optimized with EA as 

proposed in this paper, according to Eq. (3). 

Table 3 shows the values of Sum of Squared Errors 

(SSE), Mean Squared Errors (MSE), Sum of Absolute 

Errors (SAE) and Mean Absolute Errors (MAE) between 

the recorded and calculated water discharge for the two 

types. It also shows the percentage of the error reduction 

of these variables when using the optimized functions 

instead of the current functions. 

As can be seen, comparing the second and the third 

columns, the use of the optimized functions reduces the 

error between recorded and calculated water discharge in 

relation to use of the current functions. For the analyzed 

period, the use of the optimized functions with EA 
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reduces, on average, more than 50% the errors in the 

calculation of the water discharge. 

 
Table 3. Statistical Summary 

Statistics 
Current 

Functions 

Optimized 

Functions 

% Error 

Reduction  

SSE 313,853.30 122,219.22 61.06 

MSE 35.86 13.96 61.07 

SAE 44,215.41 24,501.61 44.59 

MAE 5.05 2.80 44.55 

 

A detailed analysis of the values that make up the 

SAE using current functions, 44,215.41, shows that 55% 

of this value consists of negative errors. This means that, 

in general, the calculated water discharge is lower than 

the recorded, probably, because the current efficiency 

functions of this plant are overestimated. This indicates 

the importance of updating the efficiency functions based 

upon observed data that reflects the changing condition of 

the plant. 

 

6 CO*CLUSIO*S 

 
This paper presents a methodology to adjust 

efficiency functions for hydroelectric generating units. It 

is based on measured data of power, gross head and water 

discharge. Its objective is to determine the actual 

performance characteristics of the set: penstock, turbine 

and generator. 

The methodology was employed to the data from a 

Brazilian hydroelectric plant using the EA optimization 

method. The tests were also made in two ways: “default 

options” and “customized options”. The use of the 

“customized options” was around 2.66 times better; 

however, the run-time increased around 1.56 times. The 

best result using EA, sum of squared errors equal 

411,886.48, was obtained in about 37 minutes. 

After the optimization process of the unit efficiency 

functions, the benefits of the methodology were analyzed 

comparing values of water discharge. Recorded water 

discharge values were compared to calculated water 

discharge values using both current functions (based on 

manufacturer’s data at initial installation) and the unit 

efficiency functions (optimized with EA). 

The use of the optimized functions reduces the error 

between observed and calculated water discharge when 

compared with the use of the functions currently in use. 

For the analyzed period, the percentage of the error 

reduction for the SSE using the optimized function with 

EA was 61.06%. This is a significant improvement and 

provides operators with a more accurate simulation result 

on which to base daily operating decisions. 
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ABSTRACT 

 

This paper shows the results of incorporating the MSP (multiple 

streams perspective) into the cybernetic-based hazard analyzing 

methodology STAMP (systems-theoretic accident modeling and 

process) to improve the development-process of policies within 

socio-technical systems. Understanding policy processes is seen 

as crucial in improving safety-compliance of policies and thus 

increase system’s safety. MSP illustrates several obstructions to 

safety-compliant policy making e.g. due to unclear preferences, 

time restrictions or manipulation. In contrast the application of 

cybernetic-based analyzing methodologies shows significant 

improvement in increasing systems’ safety, because it generates 

a deeper understanding of hidden processes and feedback-loops 

within socio-technical systems. STAMP models control struc-

tures of systems’ resources, showing the cascaded relationships 

between interdisciplinary control components, e.g. market 

actors and policy entrepreneurs. This paper initially focuses on 

the description of socio-technical systems, MSP and STAMP. 

Afterwards it focalizes the analogy between MSP and STAMP 

and subsequently generates a hybrid methodology incorporating 

MSP into the system’s control structure modeled by STAMP. 

Furthermore the explanatory power of STAMP-MSP is exem-

plified by analyzing the German traffic system. 

 

Keywords: STAMP, Policy Process, Hazard Analysis, Multiple 

Streams Perspective, Control Structures, Ambiguity 

 

1. CHALLENGES OF COMPLEX SYSTEMS FOR POLI-

CIES AND SAFETY 

 

Policy within a socio-technical system is seen as a key to sus-

tain system’s safety and to control social components within 

safety-relevant constraints [1]. Recent research has shown that 

the application of system dynamic models improves the policy 

process and the intended impact. Some decades ago the adapta-

tion of cybernetics to political science led to partial models of 

the policy process like “Information Flow in Foreign Policy 

Decisions ” by Karl W. Deutsch which where renowned at due 

time [2]. Nevertheless political systems and policy processes 

have diversified and became more complex and those models 

do not seem to be state of the art anymore. Modern systems 

have similarly evolved from formerly simple mechanic systems 

to complex systems with a vast number of components, like 

hard-, and software, personnel, equipment, environment, func-

tions, procedures, and policies [3,4]. Generally safety can be 

defined as the absence of undesired events [5], which means it 

is measurable by its complement, the accident [6].In contrast to 

this trend the so-called classic hazard analyzing methodologies 

have not been developed adequately to fulfill the exigencies of 

complex systems, especially the influence of policies. Metho-

dologies like FMEA (failure mode and effect analysis) or FTA 

(fault tree analysis) are still based on the assumption that acci-

dents result from chains of events leading to an undesired event, 

thence all events must be predictable. Breaking these chains 

consequently will hinder the accident to happen. The primary 

problem lies in the fact that complex systems cannot be unders-

tood thoroughly and that breaking event-chains is not sufficient 

in order to prevent accidents. [4] 

 

There is a range of developments which abet the systems’ com-

plexity and strengthen the need for renewed policies and thus 

analyzing methodologies. Minding the fast pace of technologi-

cal change while the range of a product’s functions is increasing 

[7] the period of a product’s life-cycle is decreasing [8]. Using 

software within systems generates new kinds of hazards, which 
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do not stem from mechanical dysfunctions. Nowadays an in-

cremental amount of information is necessary to control a so-

cial-technical system. [9] “The operation of some systems is so 

complex that it defies the understanding of all but a few experts, 

and sometimes even they have incomplete information about its 

potential behavior.“ [10] Consequently the less is known about 

accidents, the more often personnel are accused as the initiators 

of accidents. [5] Usually human behavior only is reported, if it 

generates an undesired event. Often humans need to intervene in 

a system’s operative process if an accident is already inevitable 

[4]. Ergo tolerance for simplified accident decreases and under-

standing of an accident must be based on the analysis of the 

system’s design and not on human failure [11]. Furthermore 

public opinion tends to force the policy giving institutions to 

take more responsibility in achieving safety and increase the 

control of human behavior to more safety compliance, because 

“[…] safety exists within a complex environment involving 

interactions between people, equipment, policies and operating 

conditions.” [1] “Effectively preventing accidents in complex 

systems requires using accident models that include that social 

system as well as the technology.” [11] Therefore analyzing 

safety requires an approach which is capable of identifying the 

meshed interactions between social and technical controllers. 

Every social-technical system is influenced by society, psychol-

ogy, economy and politics. Following the ascendancies on 

shaping human behavior will be regarded more intensely [12]. 

 

Social learning postulates that individuals adopt habits of other 

role models. These habits may be contrary to policies but legi-

timated by others. Thus policies almost never get full com-

pliance and the system drifts into an unsafe state [13]. Dulac 

also anticipates that social systems continuously shift into an 

unsafe state, because in some way unsafe states are higher 

rewarded to the social controllers than safe states [5]. This 

effect is supported by psychological ascendancies on humans 

within socio-technical systems. Walter [14] introduces a model, 

which is based on the Law of Effects by Thorndike [15] that can 

be used for describing the link between stimulus and response 

of humans. The model separates humans’ behavior into the state 

of rule-compliant and rule-non-compliant behavior. The non-

compliant behavior is kept until it results in a negative response. 

If a stimulus results in a negative response humans switch back 

to the safety-compliant behavior [14]. Knowledge of this stimu-

lus-response link is crucial because it forces politics to take this 

into account while creating safety-increasing policies. Further-

more it strengthens the need for combining interdisciplinary 

research approaches in order to create a better knowledge about 

systems and thus develop adequate policies. 

 

In policy-processes numerous concepts and theories exist to 

explain the process and results of the policy process. These 

theories deliver conflicting perspectives though. The political 

sphere is a crucial variable for system-safety since its decisions 

affect the whole safety environment. In accordance [12] the 

cybernetic model describes the interaction between the political 

system and its environment mainly with the simple but estab-

lished triad of input, throughput and output [12, 16, 17]. On the 

input side demand and support are generated and progress 

through the political sphere to meet certain ‘checkpoints’ “ 

occupied by gatekeepers” [17] who have a major influence on 

the systems agenda, thus its decisions or policies [16]. The 

underlying logic of this textbook perspective is the policy cycle 

that focuses separately on each stage. Input, throughput and 

output occur at an univocal moment in time involving specific 

actors and institutions [17]. 

MSP in contrast presumes that the policy process consists of 

changing constellations of different actors at different moments 

in time [18]. This assumption draws upon the “garbage can 

model of organizational choice”, which was introduced by 

Cohen, March and Olsen (1972) [19, 20]. Cohen, March and 

Olsen define choice in organizations as a garbage can into 

which an alternating set of actors discards solutions and prob-

lems [18]. Kingdon applies this concept to the policy process 

and presumes that those constellations emerge under conditions 

of ambiguity and with the possibility of political manipulation 

[20, 21]. MSP thereby assumes that the policy processes is 

shaped by "fluid participation, problematic preferences, and 

unclear technology" as Robinson and Eller (2010) underline by 

citing Kingdon´s key indicators for ambiguous policy processes 

[22]. The MSP model of the policy process consists of three 

rather independent streams which are coupled by a policy entre-

preneur during open windows of opportunity [23]. The distribu-

tion of all necessary information for policy makers is hampered 

by systemic conditions which refer to a notion of a very broad 

spectrum of motifs, ideas, beliefs and other patterns of thinking 

that could be connected to the same phenomena [24]. Neither 

the epistemic and ontological foundation nor the perception of 

phenomena as problems or solutions is definite [20, 25].This 

affects the whole policy process. Problems and solutions are not 

determined and policy outcomes are utterly variable. Thence the 

conversion of different opportunities into decisions within a 

political system is not predictable [20, 26]. 

Against the background of the increasing challenges within 

complex socio-technical systems and the conflicting theories of 

policy-processes, the following chapter will present interdiscip-

linary perspectives on systems and thus generate a hybrid me-

thodology for gaining a deeper understanding of policy-

processes using cybernetics. 

 

 

2. POLICY PROCESSES UNDER AMBIGUITY: THE 

MULTIPLE STREAMS PERSPECTIVE 

 

The political system is capable of affecting system´s safety 

especially through legislation. It sets framework conditions for 

engineering, education, enforcement, and the economy. The 

assumption of ambiguity affects the model of the policy process 

as rationality cannot be improved by more information and 

policy choice is hardly predictable. 

 

Zahariadis [20] names three assumptions of the MSP. Firstly the 

difference between serial and parallel attention, respectively 

processing: serial attention applies to individuals e.g. policy 

makers who are only able to regard one issue at a time due to 

the limits of human cognition and other constraints. Political 

systems in contrast have the possibility of parallel processing.. 

Secondly time restrictions are an important aspect: issues are 

non-permanent phenomena. They only remain salient for a 

certain time until another competing issue raises on the policy 

agenda. The third assumption focuses on the independence of 

the streams: The streams within a policy subsystem not only 

generate different contents but usually do so without consider-

ing each other. For example policy “solutions” might be pro-

duced even before an issue floats on top of the problem stream. 

 

The implications for the policy process that result from these 

assumptions are quite unique. First of all it is necessary to con-

sider which should be the level of analysis: Should this be the 

individual with serial attention and processing or the subsystem 

with parallel attention and processing. Increasing system’s 

safety by providing all necessary information might especially 

be hampered when decisions are made at an individual scale. 

Secondly policy makers’ shortness of time limits their rationali-

ty and problem orientation [26]. Furthermore data validity 

might not have an impact on policy output if data and policy 

makers meet at the wrong time. Thirdly to improve system’s 
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safety one needs a deep understanding of how the streams of the 

policy process are structured. 

 

• The problem stream consists of conditions and information 

that under conditions of ambiguity are neither obvious prob-

lems nor have public attention [22, 27]. The mechanisms of 

attention drawing include indicators, feedback and focusing 

events. Indicators like the number of deaths on the road or 

people without health insurance are either periodically pub-

lished or emerge in single studies. Feedback from former 

programs highlights best practices as well as failed policies. 

Focusing events are able to disrupt the dominant pattern of 

thinking about a problem and thus the erupting policy 

process. [20] For instance multiple vehicle collisions or oth-

er unpredictable fatal traffic accidents might shift the actors’ 

perception and increase the contingency of the underlying 

policy system. The conversion of such conditions into prob-

lems is a genuine political process. Kingdon alleges that 

problems have a “perceptual, interpretive element” [27]. In 

addition specialized actors draw policy makers´ attention to 

a limited spectrum of problems [22]. 

• The policy stream represents a “soup of ideas that compete 

to win acceptance in policy networks” [20]. These ideas 

might be “solutions” to one or a set of problems [22] but 

without an obvious nexus between problem and solution 

since the streams are independent and problems have an in-

terpretative element. Zahariadis identifies “technical feasi-

bility “ and “value acceptability” as “selection criteria” of 

the policy stream. The selection effects on ideas reach from 

no change at all to their total disappearance. [20] Robinson 

and Eller point out that policy selection in MSP is dominat-

ed by an elitist set of actors and public opinion is mainly 

disregarded [22]. 

• The politics stream includes three elements, namely the 

“national mood, pressure group campaigns, and administra-

tive or legislative turnover” [20]. National mood and pres-

sure group campaigns are important to policy makers since 

they have to identify which policies are zeitgeisty and will 

be supported by interest groups. Turnover in administration 

or legislation change the political conditions in the way that 

a different set of actors with different beliefs and values 

might change the value acceptability of some policies. [20] 

 

Policy Windows or “windows of opportunity”1  are points in 

time when “advocates of proposals [are able] to push their pet 

solutions, or to push attention to their special problems” [27]. 

Policy windows do only open when each of the independent 

streams functions complementarily. Firstly at certain moments 

in time a phenomenon must be defined as a problem. Secondly a 

technical feasible and value acceptable solution has to be at 

hand and thirdly restrictions within the politics stream must not 

be too intense. Policy windows are only of short duration inde-

pendently on whether they have opened from the politics stream 

e.g. through changes of individual actors or by new problem 

definitions e.g. shaped by focusing events [27]. Policy windows 

might be predictable e.g. through elections but can also emerge 

out of the sudden e.g. epidemics, nuclear or natural disasters 

[28]. Although those more or less predictable events might 

provide the opportunity for decisions to be made, MSP assumes 

another venue for policy change which involves active coupling 

or joining of the three streams [20, 22, 27]. Individual or corpo-

rate actors who are trying to use these windows by coupling of 

the streams are labeled “policy entrepreneurs”. In order enforce 

policy change policy entrepreneurs try to manipulate policy 

makers and develop a decision context within which the politi-

������������������������������������������������������������
1Windows of opportunity and policy windows are often used 

interchangeably by MSP scholars like John W. Kingdon [19]. 

cal framework, problem definition and their pet solution work 

complimentary [20,27]. Zahariadis 2007 identifies three factors 

that have an impact on coupling. Firstly access through value 

compatibility is helpful to convert an entrepreneur´s solution 

into actual policy. Policy entrepreneurs who have general access 

to policy makers due to similar values are more successful than 

others. Secondly the more resources they have to promote their 

solutions the more successful they tend to be in achieving their 

goals. Thirdly policy entrepreneurs who are skilled at using 

manipulating strategies, e.g. salami tactics, framing or affect 

priming have greater chances of success [20]. In summary 

policy entrepreneurs that couple streams and open policy win-

dows can use everything that either improves the perceived 

feasibility of a solution that increases the normative acceptance 

of a policy and/or that lets a problem appear more urgent. 

 

The multiple streams perspective helps analyzing policy 

processes on the qualitative level, but it lacks capabilities in 

quantifying policy processes. Thence the aim of this research is 

to combine the multiple streams perspective with cybernetics-

based hazard analyzing methodology and thus quantify policy 

processes to certain amount. 

 

 

3. SYSTEMS-THEORETIC ACCIDENT MODEL AND 

PROCESS 

 

An appropriate hazard analysis using cybernetics is represented 

by STAMP (systems-theoretic accident modeling and process), 

which has been introduced by Leveson. “[STAMP] is a new 

approach to hazard analysis that enables model-based simula-

tion and analysis of risk throughout the system life cycle, in-

cluding complex human decision-making, software errors, 

system accidents (versus component failure accidents), and 

organizational risk factors.” [11] The primary aim of STAMP is 

to identify adequate safety constraints in systems, which are 

capable of sustaining safety and hinder accidents to happen. 

This can be achieved by analyzing all relevant control compo-

nents, technical and social, within a system and ascertain their 

direct and indirect control loops. Within socio-technical systems 

most interactions between human and technical control compo-

nents are cascaded control loops. The controlled process can be 

measured by sensors which deliver their information to the 

automated controller. The controlled process, also named opera-

tive process, transforms inputs into process outputs influenced 

by disturbances. The automated controller adhere a model of the 

process and a model of the interfaces. In order to conduct the 

adequate control actions, the automated controller controls the 

controlled process by the actuator. The human supervisor is 

located parallel to the automated controller. Thus the supervisor 

is able to influence the automated controller. The here presented 

control loop can be translated to the policy process by recoupl-

ing the human supervisor and automated controller by the actors 

of policy processes. In doing so, STAMP offers a further tool, 

which helps visualizing the relevant controllers. In our model 

the policy making process itself can be described as the con-

trolled process, inputs from different streams are transformed 

into legislation. Policy makers function like automated control-

lers since focusing events or feedback as well as national mood 

meet their value based “sensors” and their decisions are compa-

rable to the actuators. The policy entrepreneur’s influence may 

lack of a predictable “if-then” function. Nevertheless their more 

or less successful attempts to frame information and manipulate 

have an influence on the policy maker´s sensors thus their deci-

sions for instance. [4] 

 

At the center of the STAMP analysis is the safety control struc-

ture. It represents all relevant control components involved in a 
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controlled process. The control structure models the in- and 

outputs of each control component and generates virtual con-

tainer. These functional relationships of in- and outputs can be 

quantified by empiric data of the systems. By doing so, the 

static control structure can be translated into a dynamic system 

dynamics model which can be simulated. The basic structure of 

the system dynamics model is defined by the specific control 

structure. Thus STAMP is able to achieve the following main 

intentions to increase safety: 

 

• Determining control limits for safe behavior 

• Generating awareness of permissible behavior towards 

human and automated controllers 

• Developing of strategies for coping with hazardous states 

• Supporting of optimization and adaptation processes on 

contextual influences 

• Admitting fault tolerances 

• Ensuring visibility and reversibility of errors 

• Liberating decision makers and system’s operators of per-

formance pressures [5] 

 

Instead of seeing accidents traditionally as the result of event-

chains, STAMP defines an accident as an inadequate implemen-

tation of safety constraints within the system’s structure. The 

causal factors of accidents lie within the differing mental mod-

els about the system’s structure and behavior of the system’s 

controllers. The mental model of human beings can vary signif-

icantly to the models implemented within the automated con-

trollers. The result of that are inadequate and conflicting con-

trolling actions. STAMP is capable of analyzing technical and 

human errors within systems, but also the meshed control ac-

tions between humans, hardware, software, organizational 

factors, sociology, and management. [10] 

 

 

4. CREATING A HYBRID METHODOLOGY USING 

STAMP AND MSP 

 

In order to generate a hybrid model melding STAMP and MSP, 

one must get a basic understanding of how systems are designed 

and where the basic problems of operating process are located: 

Systems are generally designed by a system’s designer with a 

certain mental model. Within this hybrid methodology the 

system’s designer is the policy maker, e.g. the legislative au-

thority. The designer develops the original design specifications 

of a socio-technical system, which is the basis for the manufac-

turers to translate the designer’s mental model into an actual 

system. The mental model of the designer represents the ideality 

of a system. Controversy the actual system is implemented in 

the reality, which makes it a complex system so that a complete 

anticipation is impossible. Manufacturing and constructions 

variances generate discrepancies between the designer’s mental 

model and the actual system. The policies are created on the 

designer’s mental model, thus the developed policies do not fit 

the requirements of the actual systems, because they differ 

significantly from the mental model of the designer. Further-

more the operators create their own mental models of the sys-

tem which is based firstly on the operating instructions (poli-

cies) and the experience with the actual system. The system’s 

operators are according to MSP the policy entrepreneurs, which 

are trying to influence also the policy makers (designer) to 

achieve their own goals. The mental model of the operator is 

also differing from the designer’s model and furthermore does 

not fit the requirement to understand the whole actual system 

but a few aspects in which the operator is involved. Thus the 

operator cannot foresee what consequences the individual con-

trol actions may generate at another place in the system. A 

single decision may be safety-compliant in one context of the 

system’s operation. But at another context it may be hazardous 

(figure 1). 

 

 
Figure 1: Principles of hybrid methodology, according to [4] 

 

MSP highlights the difficulties of policy making under condi-

tions of ambiguity. In policy processes information is neither 

“value-neutral” nor an unused instrument for manipulation [20] 

One principle of STAMP is trying to make all relevant informa-

tion to each control component accessible. Thus the individual 

mental models of the system can be updated continuously. 

Policy entrepreneurs are a crucial analytical figure within MSP 

and drivers for policy change. The combination of STAMP and 

MSP helps to understand policy maker’s decision patterns and 

illuminate the consequences of policy processes for systems 

safety on the basis of a control structure representing all rele-

vant policy makers (system designing control components) and 

entrepreneurs (system operating control components). In addi-

tion to the challenge of an anticipation of consequences of a 

policy due to complexity and differences between ideality and 

reality policy entrepreneurs might push a single pet policy 

which might actually obstruct system´s safety. This is also due 

to the inadequate mental models by the policy entrepreneurs.  

 

After creating a control structure including all relevant policy 

makers and entrepreneurs the next step is to identify relevant 

variables which can be used to develop a system dynamics 

model of the political system. Making use of system dynamics 

in analyzing policy processes offers a significant improvement 

due to the following three aspects: Firstly, system dynamics is 

based on the feedback approach, modeling the effects of va-

riables on themselves. Secondly, using control structures aggre-

gates the relevant variables to a minimum and focuses on the 

main ascendancies. Thirdly, the research field of system dynam-

ics provides umpteen simulation tools. By analyzing policy 

processes the formerly qualitative analysis can be upgraded to a 

quantitative analysis and hence become more profound. 

 

 

5. PERCEPTIONS FOR POLICY PROCESSES ANALYZ-

ING THE GERMAN TRAFFIC SYSTEM 

 

After describing the hybrid methodology, the next section will 

show selected results by applying STAMP and MSP on German 

Traffic Safety. The interdisciplinary ascendancies of the legisla-

tive authorities by the various players within the political sys-

tem can be illustrated by the STAMP-MSP-analysis. The results 

of STAMP are based on expert interviews. 

 

Analyzing the German traffic system one can identify 11 opera-

tive control components, e.g. the individual driver, and in sum 

18 system designing control components including the legisla-

tive authorities. Within the analysis the legislative authority is 

represented by the German Politics and the European Union. 
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The legislative authority is located on the highest level within 

the policy giving institutions. Located directly under the legisla-

tive authority are the public institutions, like the BMVBS (Bun-

desministerium für Verkehr-, Bau- und Stadtentwicklung), 

KBA (Kraftfahrbundesamt) and the BAST (Bundesanstalt für 

Straßenwesen). The institutions take responsibilities for servic-

ing the infrastructure, creating engineering standards, perform-

ing research for increasing traffic safety, prosecuting traffic 

offenders, etc. On the one hand the legislative authority supplies 

the public institutions with personnel and monetary resources. 

On the other hand the legislative authority receives information 

about the status within the traffic system by the public institu-

tions. The basis of any policy is defined by the German Basic 

Law (Grundgesetz), which is located within the control compo-

nent engineering standards. Any kind of traffic related policy 

must be created in accordance to the Basic Law. Minding the 

policy process under ambiguity, one can see within the control 

structure (see figure 2) that the processes are underlying lobby-

ing influences. Also the insurance companies, private and pro-

fessional, execute an influence on the legislative authority. 

These ascendancies may hinder the policy processes in their 

effectiveness. For instance the automobile industry does have an 

interest in bringing new innovations to the market, which may 

be hampered by regulatory hurdles. 

 

 
Figure 2: Control structure of the German traffic system, ac-

cording to [29] 

 

Also the legislative authorities are shaped by society. Minding 

the multiple streams perspective, different influences do shape 

the focus of politics to certain areas of interest. This is hard to 

model due to the numerous aspects having an impact on the 

attention of politics. Furthermore in Germany, the different 

federal states do have different policies defining the rules of 

traffic. Therefore the local influences do also shape policies and 

have an influence on the policy-processes. One more important 

aspect about the underlying control structure of the German 

traffic system is that the legislative authorities receive mostly 

their monetary resources by taxes which come from the people. 

But also the citizens do elect the politicians; hence they have an 

impact on the people defining the policy system. 

 

A crucial part during the hazard analysis by STAMP is identify-

ing missing safety constraints within the control structure. 

Focusing on the political aspects of the German traffic system 

one can see that it is mandatory to adapt the policies by the EU. 

Herein lays a hazard, because the policies of the EU may have a 

negative impact within the traffic system due to local and/or 

cultural aspects. Other aspects like the driver education are also 

hazardous. For instance it is possible to keep the driver license 

for decades but without any driving experience. There are only 

mandatory educational provisions at the beginning of a driver 

participating to the traffic, but no ongoing tests assuring the 

driver’s capabilities. 

 

Another aspect analyzing the control structure is that according 

to the number of control-relations within the system’s structure, 

the legislative authority is inferior to automobile managements. 

Even though the legislative authority is strongly connected to 

other control components within the traffic system, it has just 11 

relations to other components. But automobile managements 

have 13 relations within the traffic system, which are enabling 

them to perform more control actions influencing traffic safety 

(see figure 3). 

 

 
Figure 3: In- and outputs of system designing control compo-

nents, according to [29] 

 

The inferiority of the legislative authorities exemplifies that 

politics is hampered performing the optimal policies within the 

traffic system. But it shows also how interconnected the control 

loops are affecting safety and policy-processes within socio-

technical systems. Furthermore the multiple streams can be 

visualized by analyzing the meshed relations of the different 

control components. 

 

 

6. CONCLUSION 

 

Very little research has been performed in order to analyze and 

improve policy processes by cybernetics, especially by theory 

[30]. Based on the MSP the policy process is described as am-

biguous and often irrational phenomenon. This paper identifies 

two main aspects of the MSP that are crucial for a combination 

of this model of the policy process and cybernetics: the policy 

entrepreneur (system’s operators) and the policy maker (sys-

tem’s designers) that by analogy can be modeled as components 

in a STAMP control loop structure. Furthermore the findings of 

this paper have shown that the incorporation of MSP into 

STAMP produces an enhanced analytical tool for the develop-

ment of policies within socio-technical systems. We find strong 

support for our hypothesis that policy is a key variable for 

system´s safety.. STAMP-MSP illustrates that system design-

ers’ and operators’ mental models of the system diverge from 

ideality thus creating a deterioration of system´s safety. 
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The results on implementing STAMP and MSP on the German 

traffic system show a strong dependency of policies by the 

automobile industry. One rationale for this phenomenon within 

the MSP is the successful use of resources by the automobile 

industry, which are influencing the policy process. Furthermore 

the distribution of all necessary information for policy makers is 

hampered due to a broad spectrum of different motifs, ideas, 

beliefs and other patterns of thinking. Thence the conversion of 

opportunities into policies is not determined and influenced by 

policy entrepreneurs. Modeling and simulating a system by 

STAMP and MSP can help constraining these effects and there-

fore increase the logical reasoning of policy processes. The 

results are based on semi-quantitative analysis (literature re-

search, expert interviews) and must be fully quantified in order 

to verify the findings. The hybridization between STAMP and 

MSP shows significant improvement in the understanding of 

policy processes, especially applying cybernetics to policy-

processes. Illustrating the policy process within control struc-

tures used by STAMP can help to identify all relevant actors 

and entrepreneurs engaged in the processes. This hybrid ap-

proach based on STAMP and MSP can be used for improving 

policies within the legislature, management and engineering 

standards and help increase compliance to safety-critical sys-

tems. Illustrating which information must be used for develop-

ing adequate policies helps to understand how a system is con-

trolled by its system’s resources. 
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ABSTRACT 

 

Elemental bismuth nanoparticles and 

nanotubes were obtained via microwave 

hydrothermal synthesis starting from bismuth 

oxide (Bi2O3) in the range of temperatures 200-

220
o
C for 10-45 min. The formed nanostructures 

were studied by scanning electronic microscopy 

(SEM) and transmission electronic microscopy 

(TEM). Relationship between reaction 

parameters and shape of the formed 

nanostructures is discussed.  

 

Keywords: bismuth, nanotubes, truncated 

nanospheres, microwave hydrothermal 

synthesis.  

 

1 INTRODUCTION 

 

Metallic bismuth is an important 

element, having a lot of distinct industrial 

applications as a component of low-melting 

alloys, catalysts, for production of polonium in 

nuclear reactors and tetrafluorhydrazine, among 

others. High-purity metal is used, in particular, 

for measuring super-strong magnetic fields. 

Bismuth in nanostructurized forms has been 

mentioned in some recent monographs [1-4], 

reviews [5-7], patents [6-7], and a lot of 

experimental articles. Bismuth nanoparticles, 

nanopowders, nanowires, nanofilms and other 

nanostructurized forms have been produced by a 

host of methods, among which, microwave 

heating (MW) has been also used to obtain 

bismuth nanostructures [8]. Thus, microwave 

treatment of bulk bismuth in air in a domestic 

MW-oven (power 800 W and frequency 2.45 

GHz) led to formation of bismuth nanoparticles 

(60-70 nm) with Bi2O3 impurities [9], in a 

difference of a similar treatment in vacuum [10, 

11],
 
when Bi nanotubes formed for 5-15 min. 

The optimal MW-heating process time was 60 

min; the process was found to be highly 

reproducible and easy. The objective of this 

report is the study and comparison of various 

bismuth nanostructures, observed as a result of 

the synthesis in the conditions of microwave 

hydrothermal procedure.  

 

2 EXPERIMENTAL 

 

 The reactions were carried out in a Teflon 

autoclave (equipment MARS-5), using 

bismuth(III) oxide as a precursor and 

ethyleneglycol (EG) as a reductant. Due to the 

necessity to exceed boiling point of EG (187
o
C) 

and security limits of the equipment, the 

syntheses were made in the range 200-220°C, 

reaching pressure close to 300 psi. The reaction 

times were 10, 15, 30 and 45 min. The formed 

nanostructures were studied by scanning 

electronic microscopy (SEM, equipment Hitachi 

S-5500) and transmission electronic microscopy 

(TEM, equipment JEOL 2010-F). 
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3 RESULTS AND DISCUSSION 

 

The samples, heated for 10-15 min at 

200
o
C, were analyzed by high-resolution TEM, 

where 5 nm nanoparticles were observed (Fig. 

1a). Fig. 1b shows a nanostructure having 5 nm 

diameter and length of 58 nm, constituted of 

various aligned more thin structures. It can be 

affirmed that these nanoparticles grow 

accordingly to the bottom-up type: the 

nucleation process takes place, in which, 

meanwhile the reduction of bismuth oxide 

occurs, the bismuth atoms are being added to the 

particle constructing different nanoforms.  

  

 
Fig. 1. TEM images of the formed 

nanostructures (15 min heating at 200°C). The 

image a) shows nanoparticles with <10 nm size; 

the image b) shows the growth of nanotube 

agglomerates.  

 

Fig. 2 (in this case, the heating time was 

10 min and temperature 220
o
C) shows high-

resolution TEM images of nanoparticles with 

15-20 nm diameters, one of which is shown in a 

larger scale in Fig. 3. The nanoparticles are of a 

spherical or truncated-spherical form. No 

nanotubes were observed for 10 min heating.  

 
 

    
 

 

 

 

Fig. 2. TEM images of samples, heated 

for 10 min at 220
o
C. 
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a 

 
b 

Fig. 3. High-resolution TEM images of the 

samples, heated for 10 min at 220°C: a) nanoparticle 

with a visible diameter of 18.8 nm; b) nanoparticle 

with sizes of 13.52 nm x 17.94 nm and interatomic 

distance of 3.5 Å 
 

Further increase of heating time to 30-45 

min leads to formation of two types of 

nanostructures, depending on temperature: 

spherical nanoparticles are observed in the 

samples heated at 200
o
C and 220

o
C (Fig. 4), as 

well as multi-wall nanotubes (Fig. 5), observed 

heating at 220
o
C only. The maximum observed 

diameter of spherical nanoparticles reaches 500 

nm. 

 

 

 

. 

 

Fig. 4. SEM image of spherical nanoparticles (the 

sample, heated for 45 min at 220°C). 

  

 

Fig. 5. S-TEM image of nanotubes (the sample, 

heated for 45 min at 220°C). 

 

4 CONCLUSIONS 

 

Elemental bismuth was obtained in the 

form of nanoparticles and nanotubes in the 

conditions of microwave hydrothermal heating. 

Complete reduction of bismuth oxide to metallic 

bismuth was observed starting from 10 min of 
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treatment. Agglomerates and blocks of metallic 

nanotubes were observed at intermediate heating 

times (15-30 min), meanwhile short (10 min) 

and large (45 min) treatment durations led to 

spherical and truncated spherical nanoparticles. 

Additionally, multi-wall nanotubes were 

observed at large heating times and higher 

temperature.   
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Abstract 
 
When people complain about traffic 
congestion in cities, the non-specialist 
imagines a lot of car drivers, who may be in 
each others way, but who at least all want to 
get to a certain destination. There is an 
increasing interest from motorists to have 
access to real-time information while en-
route to a particular destination, advances in 
Intelligent Transportation Systems (ITS) has 
focused on the dissemination of real time 
information. As central business districts, 
airports, transit stations, and shopping 
centers continue to become more crowded 
during peak times, demand for real-time 
parking information is increasing. With 
decreasing parking supply and increasing 
MMI airport patrons, Federal government of 
Nigeria needs to beginning to realize the 
importance of properly allocating available 
parking. Intelligent Parking Systems (IPS) 
can provide the positive guidance necessary 
to help MMI airport patrons find available 

parking quickly and safely without missing 
the plane. The purpose of this paper is to 
develop a conceptual model of parking 
guidance information system (PGIS).  The 
reality is quite different: Up to 40 percent of 
car drivers are just cruising around hoping to 
find a parking space. It should be noted that, 
looking for parking spaces is a major cause 
of inner-city traffic especially Lagos. 
Keeping urban traffic flowing therefore 
means helping drivers find parking spaces. 
As experience has shown, the complexity of 
traffic means that real improvements can 
only be achieved with carefully harmonized 
complete solutions taking all factors into 
account. An Intelligent Parking System 
could help the Federal government of 
Nigeria reallocate parking and reduce 
congestion and illegal parks within the 
airport and its environment.  
 
Keyword: Urban design, IPS, ITS, 
Advanced traveler systems, Urban 
parking guidance 
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1. Introduction 

 
There is an increasing interest from 
motorists to have access to real-time  
information while en-route to a particular 
destination, advances in Intelligent 
Transportation Systems (ITS) have focused 
on the dissemination of real time 
information. As central business districts, 
airports, transit stations, and shopping 
centers continue to become more crowded 
during peak times, demand for real-time 
parking information is increasing. With 
decreasing parking supply and increasing 
MMI airport patrons, Federal government of 
Nigeria need to beginning to realize the 
importance of properly allocating available 
parking. Intelligent Parking Systems (IPS) 
can provide the positive guidance necessary 
to help MMI airport patrons find available 
parking quickly and safely without missing 
the plane. 
 
Stout et.al. (1997)  reported that for over 
thirty years, traffic information has been 
provided to help motorists make en-route 
decisions. In more recent years, the 
development of Intelligent Transportation 
Systems (ITS) and Advanced Traffic 
Management Systems (ATMS) have begun 
to improve transportation through the use of 
technology. 

 
Along the same lines, Intelligent Vehicle 
Highway Systems (IVHS), systems that 
“acquire, analyze, communicate, and present 
information to assist surface transportation 
travelers in moving from a starting location 
(origin) to their desired destination,” can 
now be utilized for en-route assistance as 
well as traffic data collection ( Stout et.al. 
(1997). 
 
However, Polak et.al. (1991) also reported 
that technology is beginning to recognize the 
importance of post-trip information 
dissemination by providing information on 
the location and availability of parking. 
Real-time information can be accurately 
provided to motorists through Intelligent 
Parking Systems (IPS) to reduce congestion 
in or near parking areas, insufficient 
utilization of the available parking space 
stock, road congestion caused by space-
searching traffic, access problems and safety 
hazards caused by illegal parking, and 
environmental strains. 
 
The best MMI airport IPS application will 
provide real-time parking information, 
reduce congestion, and reallocate parking 
for all patrons creating more efficient use of 
airport parking supply. 

 
2. Purpose of the Paper 

 
The purpose of this paper is to develop a 
conceptual model of parking guidance 
information system (PGIS) that will assist 
drivers to locate a car parking space within 
airport and its environs  
 
 
 
 

3. Conceptual Model of 
Parking Guide 
Information System 

 
The figure 1 below illustrates the operation 
of the parking guide information system 
(PGIS). The system includes the following 
components:   Outstation unit, Car park site, 
Vehicle detectors, variable message sign and 
control center. 
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                       Figure 1: Conceptual Model of PGI System Operation 
 
 

4. Analysis of Conceptual Model of Parking Guidance Intelligent 
System Operations 

 
 
 
Basic System that Coordinates a Multiple 
Facility Intelligent Parking System 
 
The basic system that coordinates a multiple 
facility intelligent parking system contains 
the three main elements of (1) parking 
facility equipment, (2) central computer and 
connections, and (3) signage. The parking 
facility equipment includes the vehicle 
counters, space monitors and processing 
units found on site to monitor ingress and 

egress traffic, which is sent usually by 
modem to a central computer. The central 
computer then controls the variable message 
signage producing the desired LED displays 
to direct traffic to open garages or other 
parking areas. The central computer can also 
be programmed to send simultaneous 
messages by radio frequency, dedicated 
phone line, or Ethernet connection to the 
local radio, television station, or Internet.  
 

 
 
Design of the System 
 
The system includes the following 
components:  
 

•  vehicle detectors  will be located at 
the entrances and exits to car parks, 
which are capable of detecting the 
passage of a vehicle;  

• variable Message Signs (VMS) will 
be located at strategic points on the 
road network, which provide 
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information to drivers on the 
occupancy status of car parks or car 
park areas and direct drivers to car 
parks or car park areas with 
available spaces;  

•  a central computer which calculates 
the number of available spaces in 
each car park and car park area and 
commands the VMS to display the 
appropriate legend;  

• a communications subsystem over 
which the central computer 
communicates with the vehicle 
detectors and VMS. 

 
 
Possible Applications of Intelligent 
Transportation Systems 
 

Intelligent Transportation Systems has a 
number of possible applications in relation 
to parking alert to drivers. Parking guidance 
systems have traditionally linked counters 
(microwave, inductive loop or infrared) at 
the entrances and exits of off-street car parks 
(which monitor occupancy and queueing) to 
variable message signs on key links into and 
around the town or city center, in order to 
advise drivers where they are most likely to 
find a space, close to their final destination. 
 
In an effort to balance competing 
transportation objectives as well as meet 
urban design criteria, the MM International 
Airport Parking Guidance and Information 
will be strategically designed to group car 
parks into distinct parking areas to restrict 
cross-town movement around the airport and 
its environ. 
 

 
5. Conclusions 

 
The paper concludes that an Intelligent 
Parking System could help the Federal 
government of Nigeria reallocate parking 
and reduce congestion and illegal parks 
within the airport and its environment. 
However, even the best parking guidance 
system will not help if a tailback in front of 
a multi-storey car park blocks the road. Car 
park guidance must work just as smoothly as 
the equipment installed on the periphery and 
must be completely integrated. 
 

In order to meet the efficiency demands, the 
Intelligent Parking System needs to be 
utilized; if not utilized, IPS will have little or 
no affect on the parking problems. The real 
challenge for the Federal government is to 
begin to develop a parking system that 
meets the demands of the workers and 
visitors that utilize parking. Current parking 
policy may hinder IPS effectiveness; 
however, if progressive changes are made to 
MMI airport parking policy, IPS could have 
positive effects on the supply and efficiency 
of parking at MMI airport. 
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Abstract 

 
This paper presents a new search method whose 

targets are hyperlinked papers on the Web. In this 

sense, this method is similar to that of Web-search 

engines, and is based on reference-dereference 

relationships among papers that are clustered by user-

supplied topics. This means that more flexible search 

can be achieved to find user-desired papers effectively. 

The experiments demonstrate that hyperlinked papers 

on the same topic can be obtained. 

 

1. Introduction 
 

Currently, many academic paper databases are 

accessible over the Web, but do not realize the full 

benefit of an online paper search. For academic 

research, it is important to understand the relationship 

among the various papers when examining the 

references and previous research. Existing methods 

make it difficult to enumerate the search results. This 

research, thus focuses on reference-dereference 

relationships among papers. We propose an effective 

method of paper search that utilizes the relationships 

among papers. 

Structure mining a set of papers deals with the papers 

obtained from the given query and papers standing in 

a reference-dereference relationship to them. 

A user issues queries, such as a keyword and an 

author, to a paper database, and narrows down the 

number of papers. By selecting important papers from 

the paper set based on criteria such as Web page 

ranking, the user can then efficiently retrieve the 

information that comes with important papers. 

The Hyperlink-Induced Topic Search (HITS) 

algorithm is used to calculate a degree of association 

based on reference-dereference relationships. The 

HITS algorithm begins with a foundation, such as the 

page rank provided by Yahoo and is a method of 

extracting the Web community relevant to a specific 

topic. 

If a topic with a broad meaning appears in a query, it 

can be assumed that there will be several communities 

related to the topic. However, since the HITS 

algorithm corresponds only to a single community, 

when several communities exist, structure mining 

cannot be conducted correctly. Cluster processing 

using Markov Cluster Algorithm (MCL) a graph 

clustering method based on a random walk on a graph , 

then employed. 

After clustering several communities using MCL, the 

HITS algorithm is applied to each cluster. Rather than 

being a HITS algorithm independent technique, this 

technique can generate the user-desired community, 

and can perform exact structure mining. 

The technique used in this research is described in 

Chapter 2. The results and a discussion of the 

experiment conducted based on the HITS algorithm 

are found in Chapter 3. Chapter 4 examines possible 

future research 

 

2. Proposed Algorithm 
 

In this research involving mining the structure of 

reference-dereference relationships among papers, 

searches for related papers are conducted, based on 

importance. With this approach, however, if there are 

several communities related to the topic, structure 

mining cannot be performed accurately. We propose a 

more precise structure mining method that is 

combination of topic-specific clustering method. 

This section, about the HITS algorithm presents the 

underlying principles. A problem discussed after that. 

A combination with MCL, which is at the heart of the 

proposed technique, is discussed. 
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2.1 Structural mining of paper data 
 

 In this research, the HITS algorithm is used as a 

technique for determining the importance of a paper 

and extracting the paper set relevant to a specific topic. 

This extracts a paper (authority) set that includes exact 

information about a search topic, a paper (hub) set that 

has a reference/dereference relation with more than 

one authority set. A paper set consisting of an 

extracted authority and a hub is defined as a paper 

community. As mentioned above, the technique for 

discovery of a paper community relevant to a specific 

topic leads to an increase in the efficiency of a user's 

information retrieval from a paper database, and is 

thus useful. 

The extended processing procedure of the HITS 

algorithm used by this research is outlined below.  

Procedure (1) A set (root set) of a paper 

containing a search topic specified by a keyword is 

obtained. 

 The search topic is input as a query into CiNii 

which is a paper search engine that can be used on the 

Web, and all papers containing the search topic in the 

paper database are collected. The paper set obtained 

by this procedure is called a root set. 

Procedure (2) A paper set (base set) containing a 

paper that expands a root set and is related to the 

search topic is obtained. 

 The paper in the root set and the paper which has 

the reference/dereference relation are added to the root 

set, and a base set is obtained. This base set is the 

target of paper structural mining. 

Procedure (3) A contiguity procession is created 

within the base set. 

 All of the reference and dereference relations 

between the pages contained in the base set are 

investigated, and contiguity procession   [   ] is 

created. A contiguity procession is sets to [   ]   , 

when reference and dereference relations to page j 

exist from page i. The procession indicates a 

connection relation based on the reference and 

dereference relations between the papers set to 

[   ]    here. 

Procedure (4) The reference and dereference 

structure of a base set is analyzed based on the 

contiguity procession, and an authority score and a 

hub score are determined. 

In order to extract this authority and hub, with the 

HITS algorithm, the dignity    of the authority and the 

dignity    of the hub are assigned to paper i. It 

performs updates by repetition processing of these 

scores, and calculates a convergence score. That is, the 

dignity of the authority of paper i is updated by the 

total dignity of the hub of a paper that refers to paper i.  

The dignity of the hub of paper i is updated by the 

total of dignity of the authority of the paper currently 

referred to from paper i. This repeats until    and    
converge as a result of this processing. The ranks of 

the authority paper and the hub paper can be 

determined as seen in Fig.2. 

In actual calculation, the convergence score of a is 

determined by the characteristic vector corresponding 

to the maximum characteristic score of procession    , 

and the convergence score of h is determined by the 

characteristic vector corresponding to the maximum 

characteristic score of procession    . 

 

2.2 Problem with the HITS algorithm 
 

 A topic with a general meaning may be closely 

related to a topic differs in more than one meaning. 

root set

base set

: Web page

: Link

Good
Hub

Good
Authority

Fig.1 Expansion to base set from root set

Fig.3 Relation  between authority and hub

q

i

p

q

i

p

Fig.2 Renewal of score of authority/hub 
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For example, the topic “apple” is related to the topic 

from which one more than meanings, such as Steve 

Jobs' Apple Company and apple the fruit. Therefore, it 

is possible that a paper group relevant to more than 

one topic has dense reference/dereference relations in 

the base set created based on a general keyword which 

generally has a large meaning. 

The HITS algorithm extracts the paper set with the 

densest reference and dereference structure as a paper 

community consisting of an authority and a hub.  

Therefore, when the base set consists of paper sets 

with more than one dense reference and dereference 

relations, only one can be used to extract the paper 

community relevant to a topic. 

One or more meanings, exist for a general topic, so 

providing a result that satisfies a user with HITS 

algorithm that extracts a single community is of little 

value. Thus, a technique for discovering one or than 

paper communities in relation to a topic is proposed.  

 

2.3 Combination with MCL 
 
 The HITS algorithm extracts the paper set with the 

densest reference and dereference structure as a 

community in the base set created based on the topic, 

so only one community relevant to a topic can be 

extracted. In the base set, though, a paper set treating 

the same topic has many references and dereference 

relations, but there are only a few reference and 

dereference relations between paper sets treating a 

different topic. Therefore, there are many references 

and dereferences relations inside a cluster, and few 

reference and dereference relation between classes. As 

a result, a cluster can be generated by clustering a base 

set for every topic from which a meaning differs. In 

this research, a base set is clustered using MCL and 

one or more clusters are generated. Authority and hub 

scores are computed by applying the HITS algorithm 

to each generated cluster. 

MCL is a graph class ring technique based on a 

random walk on the graph. MCL is performed on a 

base set using the following procedures. First, a 

Markov procession    to the base set is created. 

When one thinks of a random walk model, it can be 

considered that the Markov procession    is a 

transition probability matrix of a Markov chain, and 
(  )   expresses the probability of change from node 

q to node p.  Moreover, the transition probability 

matrix after the kth step of a Markov chain can be 

denoted by the k-th power of procession  . Here, the 

transition probability(  
 )
  

 becomes so large that the 

density of the edge in the local domain where nodes p 

and q exist is high. The fundamental idea of MCL 

involves alternating two operations, expansion and 

inflation. The expansion operation for the procession 

  is given by      . Inflation operation     for 

procession          is defined by the following 

formula. 

(     )   
(  )  

 

∑ (   )
  

   

 

    is called an inflation parameter and    . Usually, 

  is set to 2. 

 

3. Experiment and Consideration 
 

Calculating the authority and hub scores using the 

HITS algorithm, the foundation of this research, is 

explained. The experiment input "collaborative 

(1). Only HITS Algorithm (2). Our Algorithm combines HITS with MCL 

base set

Score calculation

base set

Cluster 1

Cluster 2

Score calculation

Score calculation

Fig.3 The difference between HITS and our algorithm
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filtering" to the paper database CiNii as a search query, 

targeting papers whose publication year, which can 

provide reference and dereference information is 

before 2010 for inclusion in the root set for the 50 

newest papers. The 354 papers that the 50 papers refer 

to and the 11 papers currently referred to are extracted, 

and the root set and the papers, or 415 papers in all are 

considered as the base set. As described in Chapter 2, 

the algorithm determines the characteristic vectors a 

and h by repetition processing after analyzing 

reference/dereference structure of the base set of 415 

papers and doing normal-matrix   conversion. The 

hub score and the title of the papers with the top three 

hub scores acquired from the experiment are listed in 

Table 1.  

The papers with the top two hub scores in Table 1 

refer to many of the same papers, so the degree of 

association is considered to be high. Many papers 

refer to the third paper, so the hub score is considered 

high. This paper is the result of the "collaborative 

filtering" phrase used as a search query not being 

entered directly, but causing the extraction of 

circumferential information relevant to the target 

paper which was one of the purposes of this research.  

 

4. Future Research 
 
 In this experiment, the keyword "collaborative 

filtering", which restricted the search to papers about 

an information system, was used as a search query. 

For this reason, the possibility that the obtained 

search-result root set and the base set expanded based 

on reference/dereference relation have more than one 

community was low. When a general keyword is made 

into a search query, use of the Markov Cluster 

Algorithm discussed in Chapter 2 is required.  

Authority and hub score are computed for each paper 

contained in the base set that has a relation to the 

search topic that generated the search query. This will 

be evaluated using the relative measures from the 

paper communities obtained from each search query. 

Since it is relative evaluation, a hub score may be high 

compared with other communities in the paper whose 

reliability is not high. To process all of the paper data, 

it is necessary to change each relative evaluation into 

an absolute evaluation. By converting this evaluation 

to an absolute scale, a paper structure network can be 

formed for all of the paper data. The necessary 

processing can be handled by combining principal 

component analysis with the HITS algorithm. 

Moreover, new evaluation approaches, such as 

evaluating the degree to which keywords are similar, 

can be added. When a user searches a paper, support 

for extracting the papers that a user usually cannot 

search can be provided in addition to support for 

reducing the number of papers returned. 
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