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Foreword 
 

Engineering activities are based on the development of new Knowledge (Scientia), new 

'made things' (Techné), and/or new ways of working and doing (Praxis). Scientia, 

Techné, and Praxis are three important dimensions of a comprehensive conception of 

Engineering as a whole. Engineering, as Scientia, is mostly developed in academia; as 

Techné, is practiced in industry generating technological innovations; and as Praxis, is 

carried out in technical and non-technical organizations, supporting managerial activities 

and technical procedures, via methodical and methodological design and implementation. 

This is why Engineering provides one of the most solid academic and professional 

substrata for bridging among universities, industries and governments.  

 

Publications and conferences related to Engineering are usually oriented to one of its 

three dimensions. While this is an adequate thing to do when disciplinary focus is sought, 

it does not represent Engineering as a whole and it misses the very important synergic 

relationships among the three kinds of engineering activities mentioned above. This is 

why a group of scholars, professionals, and consultants, in the field of engineering, 

considered the possibility of organizing a conference where presentations would not be 

reduced to one specific Engineering dimension, but would foster the participation of 

academics, practitioners, and managers in the three dimensions of Engineering, in the 

same conference, so they can synergistically interact with each other. A consequence of 

this purpose is the organization of IMETI 2010, where submissions were accepted for the 

presentation of:  

• New knowledge (Engineering as scientia);  

• New products and services, i.e. technological innovations (Engineering as 

techné);  

• New technical and managerial methods and methodologies (Engineering as 

praxis);  

• New meta-engineering (Engineering of Engineering activities) knowledge, 

innovations, and methodologies.  

 

The 7
th

 International Conference on Cybernetics and Information Technologies, Systems 

and Applications (CITSA 2010) and The 8
th

 International Conference on Computing, 

Communications and Control Technologies (CCCT 2010) have been organized in the 

context of IMETI 2010, because both are mainly oriented to Engineering and 

Technology. Both of them are International Multi-Conferences organized with the 

purpose of providing a communicational forum to researchers, engineers, practitioners, 

developers, consultants, and end-users of computerized, communications, and/or control 

systems and technologies in the private and the public sectors. This multi-disciplinary 

forum provides the opportunity to share experience and knowledge by facilitating 

discussions on current and future research and innovation.  Participants can explore the 

implications of relationships between new developments and their applications to 

organizations and society at-large. 

 

One of the primary objectives of CITSA 2010, CCCT 2010 and, in general, IMETI 2010 

is to promote and encourage interdisciplinary cross-fertilization and knowledge 



communication. They encourage systemic thinking and practice, including the analogical 

thinking that characterizes the Systems Approach, which is, in most cases, the required 

path to logical thinking, scientific hypothesis formulation, and new design and innovation 

in engineering. 

 

CITSA 2010 and CCCT 2010 are spin-offs from the International Conference on 

Information Systems, Analysis and Synthesis (ISAS), and the World Multi-Conference 

on Systemics, Cybernetics and Informatics (WMSCI) which are yearly events that have 

been held in the last 15 years as a forum for Information Systems researchers, 

practitioners, consultants, and users who have been interchanging ideas, research results, 

and innovations in the area of Information Systems. Analytical as well as synthetical 

thinking represent the conceptual and methodological infrastructures that support the 

papers presented in ISAS conferences. Synthetical thinking supported papers in the 

Information Systems area, as well as in its relationships (analogies, "epistemic things", 

"technical synthetical objects", hybrid systems, cross-fertilization, etc.) with other areas. 

The Organizing Committees of IMETI/CITSA/CCCT 2010 invited authors to submit 

original works, analogy-based hypothesis, innovations, experience-based reflections and 

concepts, specific problems requiring solutions, case studies, and position papers that 

explore the relationships among the disciplines of computers, communications and 

control, and the social and industrial applications within these fields. 

 

On behalf of the Organizing Committee, I extend our heartfelt thanks to:  

 

1. the 625 members of the Program Committee from 63 countries;  

2. the 673 additional reviewers, from 80 countries, for their double-blind peer 

reviews; 

3. the 451 reviewers, from 58 countries, for their efforts in making the non-blind 

peer reviews. (Some reviewers supported both: non-blind and double-blind 

reviewing for different submissions) 

 

A total of 2480 reviews made by 1124 reviewers (who made at least one review) 

contributed to the quality achieved in IMETI 2010. This means an average of 5.84 

reviews per submission (425 submissions were received). Each registered author could 

get information about: 1) the average of the reviewers’ evaluations according to 8 criteria, 

and the average of a global evaluation of his/her submission; and 2) the comments and 

constructive feedback made by the reviewers, who recommended the acceptance of 

his/her submission, so the author would be able to improve the final version of the paper. 

In the organizational process of IMETI 2010, including CITSA 2010 and CCCT 2010, 

about 425 papers/abstracts were submitted. These pre-conference proceedings include 

about 126 papers, from 36 countries, that were accepted for presentation,. We extend our 

thanks to the invited sessions organizers for collecting, reviewing, and selecting the 

papers that will be presented in their respective sessions. The submissions were reviewed 

as carefully as time permitted; it is expected that most of them will probably appear in a 

more polished and complete form in scientific journals. 

 



This information about IMETI 2010 is summarized in the following table, along with the 

other collocated conferences: 

 

Conference 
# of 

submissions 
received 

# of reviewers 
that made at 

least one 
review 

# of reviews 
made 

Average of 
reviews per 

reviewer 

Average of 
reviews per 
submission 

# of papers 
included in 

the 
proceedings 

% of 
submissions 

included in the 
proceedings 

WMSCI 2010 711 1841 3586 1.95 5.04 211 29.68% 

IMETI 2010 425 1124 2480 2.21 5.84 126 29.65% 

IMSCI 2010 321 720 1751 2.43 5.45 121 37.69% 

CISCI 2010 622 1174 3321 2.83 5.34 194 31.19% 

TOTAL 2079 4859 11138 2.29 5.36 652 31.36% 

 

We are also grateful to the co-editors of these proceedings for the hard work, energy, and 

eagerness they displayed preparing their respective sessions. We express our intense 

gratitude to Professor William Lesso for his wise and opportune tutoring, for his eternal 

energy, integrity, and continuous support and advice as Honorary President of WMSCI 

2010 and its collocated conferences, as well as for being a very caring old friend and 

intellectual father to many of us. We also extend our gratitude to Professor Belkis 

Sanchez, who brilliantly managed the organizing process. Special thanks to Dr. C. Dale 

Zinn for chairing CCCT 2010 Program Committee (PC) and for co-chairing IMETI 2010 

PC, to Professor Hsing-Wei Chu for co-chairing the IMETI 2010 PC and being General 

Co-Chair of CCCT 2010; to Professor Michael Savoie for being Co-General Chair of 

CCCT 2010 and CITSA 2010; to Professor José Ferrer for chairing the CITSA 2010 

Organizing Committee; to professors Andrés Tremante and Belkis Sánchez for co-

chairing the IMETI 2010 Organizing committee.  

 

We also extend our gratitude to Drs. W. Curtiss Priest, Louis H. Kauffman, Leonid 

Perlovsky, Stuart A. Umpleby, Eric Dent, Thomas Marlowe, Ranulph Glanville, Karl H. 

Müller, and Shigehiro Hashimoto, for accepting to address the audience of the General 

Joint Plenary Sessions with keynote conferences, as well as to Drs. Sam Chung, Dr. Susu 

Nousala, Robert Lingard for accepting our invitation as Keynote Speakers at the Plenary 

Session of IMETI 2010. 

 

Many thanks to Professors Friedrich Welsch, Thierry Lefevre, José Vicente Carrasquero, 

Angel Oropeza, and Freddy Malpica for chairing and supporting the organization of the 

focus symposia and conferences in the context of, or collocated with, IMETI 2010. We 

also wish to thank all the authors for the quality of their papers.   

 

We extend our gratitude as well to Maria Sanchez, Juan Manuel Pineda, Leonisol 

Callaos, Dalia Sánchez, Keyla Guedez, Nidimar Díaz, Yosmelin Márquez, Riad Callaos, 

Marcela Briceño, Pedro Martínez, Louis Barnes, and Katerim Cardona for their 

knowledgeable effort in supporting the organizational process and for producing the hard 

copy and CD versions of the proceedings. 

 

Professor Nagib C. Callaos,  

IMETI 2010 General Chair 
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ABSTRACT 
 
This paper proposes a generally new type of macro and 
megaspace filling honeycombs having quasiregular pentahedral 
cells with skew hexagonal faces. An existence of spatial cells 
named pentahedra is demonstrated by topological 
transformations of hexagonal prismatic honeycomb and is based 
on a recently discovered Phi relationship within a regular 
hexagonal tessellation. A geometric symmetry of this 
honeycomb is studied, filling the space with no gaps or 
overlaps. Finally it is pointed out that abstract or skeletal 
analogues of pentahedral honeycomb have effective practical 
uses by synthesis of artificial man-made macromedium, 
especially the like of orbital large scale structural systems. 
 
Keywords: Topological Transformations, Skew Faces, 
Pentahedral Honeycomb 
 
 

1.  INTRODUCTION 
 
Two earlier made discoveries lie in the ground of necessity to 
carry out these investigations within spatial macro structural 
geometry.  
 
The first lies within a structural mechanics. In 1993 it was 
demonstrated that stiffness components of the topological 
invariants of a spatial bar system are not identical by identically 
used volume of the material [2]. The numerical value of this 
characteristic is the most highest of cell like a lattice of 
diamond, exceeded for example 5.9 times a topological stiffness 
component of a traditionally used triangular lattice. 
  
It had been discovered in 2007 that vertices of regular 
hexagonal tessellation are Phi centres with very low variance 
that corresponds to the 11-th series of the Fibonacci 
convergence sequence on Phi [3, 4]. It means that an existence 
of such a rational geometric ratio could secure the highest 
specific mechanical stiffness exactly of the hexagonal structure. 
Thereby here is a geometrical problem to construct a 
honeycomb like a spatial analogue of planar regular hexagonal 
tiling. 
 
 

2.  TOPOLOGICAL TRANSFORMATIONS OF A 
HEXAGONAL PRISMATIC HONEYCOMB 

 
We start with building up an infinite horizontal layer of regular 
hexagonal prisms (Fig. 1). Let a be the length of edges of their 
base hexagons, and let y be the height of each prism, i.e., the 

distance between the horizontal base planes (it will be 
determined below). 
 

 
Figure 1: A layer of hexagonal prisms:  

(0) and (-1) – even and odd horizontal planes of vertices, 
respectively; a – length of edges of hexagons;  

y – thickness of a layer. 
 
We further make up a hexagonal prismatic honeycomb by 
arranging layers one above the other so that bases of prisms in 
neighbouring layers coincide. The horizontal planes between 
layers are labelled by consecutive integers: …, -4, -3, -2, -1, 0, 
1, 2, 3, 4… We also colour vertices of the grid in black and 
white so as ends of every horizontal edge are coloured 
differently, while ends of every vertical edge have the same 
colour. This colouring is used to describe a certain deformation 
within the layer: (a) we move all black points lying in the planes 
labelled by even integers (including 0) vertically up by an 
amount x, and all the white points down by the same amount x 
(x will be determined later on); (b) we act the other way (black 
vertices down, white ones up) in the odd planes (Fig. 2). 
 

 
Figure 2: Topologic transformations of hexagonal prism:  

x – amount of the vertical displacement of vertices.
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During the topological transformation vertical edges of former 
hexagonal prismatic honeycomb are divided in two groups such 
that one group consists of those of increased length (y+2x) and 
the other group – of reduced length (y-2x). It means that instead 
of 6 vertical rectangles of each former hexagonal prism we have 
obtained 3 regular once convex hexagonal faces, but instead of 
2 horizontal hexagons, 2 regular twice convex faces. In this 
way, we obtain a peculiar polyhedron of new kind with five 
skew hexagonal faces which will be called pentahedron.  
 
We are now going to determine the corresponding values of the 
parameters x and y. Let us observe one vertex O within obtained 
pentahedral honeycomb (Fig. 3) connected with vertices J, N, C 
and H. In this figure, the point I was moved up, and the points J, 
N, and H were moved down from their common plane, while 
the point C was moved down from the nearest upper plane. The 
point I has now only four adjacent vertices (in contrast to five in 
the former hexagonal prismatic honeycomb). As we want the 
four edges incident to I to be of equal length, and the six angles 
between those edges of the same size, the pyramid JNHC has to 
be regular and the point I has to be its focus. 

 
Figure 3: The pentahedral honeycomb:  

 regular tetrapod circumscribed by  
 triangular pyramid. 

 
Let us draw a regular triangular pyramid JNHC with focus I, 
denote the centre of its base triangle by M, and the midpoint of 
the edge JN by R (Fig. 3). Recall that a was the initial length of 
edges of hexagons, x was the amount of the vertical shift of 
vertices, and y was the thickness of a layer (i.e., the length of 
vertical edges). Therefore aHMNMIM === , xIM 2= , and 

yMC = . 
 

Since the pyramid is regular, the edges of pentahedron incident 
to I are of equal length, which we denote by z:  

zCIHINIJI ==== . 
 
The angles between these lines also are equal; let α stand for 
their size. Then 

α=∠=∠=∠=∠=∠=∠ HICNICJICHIJNIHJIN . 
 
Next we will determine the values of the above-defined 
parameters x and y so that the pyramid JNHC could be regular, 
indeed. Using Eg. (1) - (8) and performing the calculations, we 
finally will also obtain the value of z with respect to y and x as 
well as the size of the angle α: 

aHCNCJCJHNHJN 3======             (1) 

aaaMNNCMCy 23 2222 =−=−==           (2) 

aMCIM 2
4
1

4
1

==                               (3) 

  

The focus of a regular pyramid divides its height in the ratio 
1:3. Then 

aIMx 2
8
1

2
1

==                                   (4) 

aaaMNaMRIMIR
8
3

4828

2222
22 =+=






+=+=   (5) 

aJNNR
2
3

2
1

==                                   (6) 

°≈=
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








⋅==∠=

47,1092arctan2

3
8

2
3arctan2arctan22

IR
NRRINα

         (7) 

aaaaIMJMJIz 2
4
3

8
3

8

2
222 ==+=+==        (8) 

 
Summing up: pentahedral honeycomb is a structure determined 
by a single parameter z. In order to construct this structure, a 
hexagonal prismatic honeycomb has to be constructed first. In 
this latter one the length of an edge of each hexagon 

is zza 2
3
2

23
4

== , the height of each prism (i.e., the length 

of its lateral edges) is zay 2
3
222 == . 

 
Then vertices of the prisms have to be shifted 

by zzax
6
12

3
2

8
2

8
2

=⋅== . In this way, the faces of 

prismatic hexagonal honeycomb are transformed into skew 
hexagonal faces of the pentahedral honeycomb. All the angles 
between the adjacent edges in the pentahedral honeycomb will 
be °≈= 47.1092arctan2α . 
 
Let us check one more geometrical relation within a pentahedral 
cell having skew hexagonal faces. In Fig. 2 depicted is one 
deformed lateral face ABHG of an initial hexagonal prism. It is 
an equilateral trapezoid; the sides AG, GH, and AB are edges of 
a cell in the newly constructed pentahedral honeycomb, 

°≈==∠=∠ 47.1092arctan2αGABAGH and AP is the 

height of the trapezoid. We should to check that zxBP
3
12 == . 

Indeed,  

.
3
1333333,0)

2
2arctan2sin(

)
2

sin(sin

zzz

GABABP ABABBP

≈⋅≈−⋅=

=−∠⋅=∠⋅=

π

π

 

 
3.  SYMMETRY OF THE  

PENTAHEDRAL HONEYCOMB 
 
Symmetry, being the most inherent property of pentahedrons 
and spatial pentahedral tessellations, has been studied both on 
the level of a separate cell and of a honeycomb as a whole by 
means of symmetry groups (Fig. 4). 
 
The pentahedron has 12 vertices, 15 edges, and 5 faces – the 
skew hexagons ABCDEF , GHIJKL, ABCIHG, EDCIJK, and 
AFEKLG. In a pentahedral honeycomb, every vertex is incident 
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to 4 equal edges, and the angle between any two of them is 
( ) .47,1092arctan2 °≈⋅=α  

 

 
Figure 4: On a symmetry of pentahedral cell:  

 bend lines of skew hexagonal faces 
with midpoints X and Y;  triangular prism,  

 vectors of the symmetry. 
 
3.1 Polyhedral Symmetry Group 
The symmetry group of a pentahedron, i.e. the group of 
orthogonal transformations of a space, that map the figure onto 
itself, is isomorphic to the symmetry group D3 of a regular 
triangular prism. This follows from the fact that every 
orthogonal transformation which maps a pentahedron onto itself 
is completely determined by an orthogonal transformation 
which maps onto itself the regular prism ACEGIK. The 
following transformations are the generators of the symmetry 
group of a pentahedron:  

a) Rotation through 120° on the central vertical axis of 
the pentahedron, 

b) Symmetry about the central horizontal plane, 
c) Symmetry about the line XY. 

 
3.2 Symmetry of the Honeycomb 
There are three independent vectors the translation along which 
maps a honeycomb onto itself. These translations are the base 
elements of the translation group of the honeycomb which is 
isomorphic to the free Abelian group .3 ZZZZ ⊕⊕= More 
specifically, the base consists of 

a) The vertical translation along the 

vector AGAGAGFLAG
3
8

3
5

=+=+ , 

b) The translation in the horizontal plane along the 

vector AC , 
c) The translation in the horizontal plane along the 

vector AE . 
 
The (full) symmetry group of the honeycomb is generated by  

a) Generators of 3D , 
b) Generators of Z 3, and 
c) The rotation of the honeycomb through 60° on the 

vertical axis of a pentahedral cell. 
 
An infinite pentahedral tessellation includes space tunnels 
structures with skew hexagonal faces. They have six-fold spiral 
symmetry, for polyhedrons packed along vertical axis repeat 
both after a rotation through 60° and a translation by a distance 
equal to the length of each edge. The main characteristics of 
symmetry properties of a pentahedral honeycomb are given in 
Table 1. 

Table 1. The main characteristics of symmetry properties  
of a pentahedral honeycomb. 

 
No Characterization Explanation 
1. Type Convex uniform honeycomb 
2. Family skew hexagon faces polyhedra 
3. Cell type {6.4} 
4. Face type {6} 
5. Schläfly symbol {6.6} 
6. Coxeter group 

(D 3 , Z 3 , Z) 
7. Coxeter – Dunkin 

diagram 

 
8. Cells / edge {4.3}4 
9. Faces / edge 63 
10. Cells / vertex {4.3} 
11. Faces / vertex 66 
12. Edges vertex 6 
13. Dual triangular bi-pyramid 

 
14. Vertex figure tetrahedron 

 
15. Internal angle 109.47° 
16. Symmetry group D3 
17. Other properties isogonal and isotoxal polyhedra,  

n=6 fold helical symmetry of Z 
tunnel  

 
 

4.  ON A SKELETAL APPROACH  
TO THE PENTAHEDRAL HONEYCOMB 

 
The long standing challenge of designing and constructing new 
crystalline solid state materials from molecular building blocks 
had been successfully started [6]. This success concerning a 
reticular synthesis (or chemistry) of robust materials with highly 
porous frameworks and with predetermined chemical properties 
had been achieved by investigation of abstract (skeletal) micro 
and nanostructural polyhedra. 
 
This same conceptual approach could be employed for the 
creation of non-default macro and megastructural skeletal 
systems by predetermining such mechanical properties like 
minimum mass or maximum stiffness. Branko Grünbaum made 
a special study of abstract polyhedra, in which he developed an 
early idea. He defined a face as a cyclically ordered set of 
vertices, and allowed faces to be skew as well as planar [5]. 
Moreover in modern computer graphics any polyhedron gives 
rise to a graph or skeleton with corresponding vertices and 
edges. 
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It has been proved in a Chapter 2 that macrospatial pentahedral 
honeycomb has the same skeletal graph or skeleton as a 
nanospatial lonsdaleite or hexagonal diamond, which vertices 
are like junctions of tetrapod shape. It allows creating structural 
building constructions like hybrid bar systems. Thereby 
tetrapod shape junctions of bars or finite superelements of this 
system must be shells without moments of deflection like the 
most effective macro and megaconstruction from the point of 
view of used volume of material [1]. 

 
 

5.  CONCLUSIONS 
 
1. The pentahedral honeycomb has been obtained by 

topological transformations (stretching) of a regular 
prismatic hexagonal tessellation and is quasi-regular (vertex 
and edge transitive) with cells having three regular once 
convex and two regular twice convex faces. 

2. Pentahedral honeycomb is a third type of discrete symmetry 
groups equipped with a topology or an infinite space group 
which combines elements of both point groups and lattice 
groups and also include such an extra transformation like 
screw axis. 

3. Pentahedra are homeomorphic to hexagonal prisms uniform 
polyhedra consisting of regular skew hexagonal faces and 
congruent vertices. So they have exactly the same size and 
shape and are second space tiling polyhedra after cubic one, 
tilling space without holes and overlaps. 

4. It could foresee a widely use of pentahedral lattices for a 
synthesis of minimum mass and maximum stiffest large 
scale structural especially orbital systems or builds on Earth 
natural satellites. 
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A wide variety of biological and medical 

applications require separation of biomolecules of a 

particular size from a mixture. Usually separation is

achieved by electrophoretic transport of charged 

biomolecules through a sieving media with a uniform 

electric field. Separation of biomolecules using a uniform 

electric field has serious drawbacks, the most significant 

one being that in order to separate biomoelcules of a 

particular size, complete separation of the sample by size 

is required. Furthermore, since biomolecules are subject 

to diffusion, separation is accompanied by band 

broadening.  

We present an alternative design for biomolecule 

separation that permits selective separation of 

biomolecules from a mixture (complete separation of the 

sample by size is not required)1. In addition, our design 

permits independent translocation of biomolecules of 

different sizes along two dimensional pathways while 

keeping the biomolecules concentrated. Separation is 

achieved by optically directed transport of biomolecules 

through a sieving media.  

In our design, a laser beam is projected onto a 

photoanode that is in contact with an electrolyte, thus 

creating a highly localized electrical field trap. Charged

biomolecules within the electrolyte medium migrate 

toward the center of the photoelectrophoretic trap.

Moving the focus of the laser beam along the 

photoelectrode, translocates the trap and consequently 

results in migration of the trapped biomolecules within 

the medium. When the photoelectrode is in contact with a 

sieving media such as gel, the ability of biomolecules to 

follow the trap is size dependent. For a sample consisting 

of biomolecules of different sizes the speed of the 

photoelectrophoretic trap can be selected such that the 

sample splits in two molecular packets. One molecular 

packet contains biomolecules with mobilities higher than 

the minimal mobility required for following the trap, 

while biomolecules in the other molecular packet have 

lower mobilities and therefore cannot keep up with the 

trap. After the trap has moved a significant distance from 

its initial position, the biomolecules outside of the trap do 

not experience any substantial electric field and 

consequentially remain close to their initial position. 

Thus, in order to separate biomolecules of a particular 

size from the mixture, the velocity of the trap should be 

selected in such a way that only the biomolecules of 

interest follow the trap while the next largest in size 

biomolecules would be incapable of keeping up with the 

trap. The speed of the photoelectrophoretic trap should be 

subsequently increased so that only the biomolecules of 

interest drop out of the trap while the other biomolecules 

would keep translocating with the trap. 

We demonstrated experimentally concentration and 

separation of a sample into two concentrated molecular 

packets consisting of DNA fragments of different sizes.

Photoconcentration and separation was performed in 

1.5% agarose gel. The diameter of the photoconcentrated 

sample was 470 m, corresponding to only ~5% of the 

original sample area. In addition, we performed Monte-

Carlo simulations of the DNA separation. We solved the 

Langevin equation for a DNA particle subject to diffusion 

and the electric field and obtained qualitative agreement 

between our computational and experimental results. We 

believe that well-established electrophoretic techniques 

can be integrated with photoelectrophoretic transport to 

gain more control on the separation process and achieve 

higher resolution. 

[1] A. Braiman, F. Rudakov, and T. Thundat, “Highly 

selective separation of DNA fragments using optically 

directed transport” Applied Physics Letters, Vol. 96, No. 

5, 2010, pp. 53701/1 4.
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ABSTRACT 

 
Summarization is the art of generating the main points of a 

lengthy text document by removing redundant and less 

important information without losing the meaning of the original 

text.  Summaries are significantly shorter than the original text 

and take a broad overview of the source material. With the 

increasing volume of digital information today, people find the 

manual process of summarization as hectic and time consuming.  

Having an automated text summarization system for electronic 

documents would very much help to encourage people to read, 

giving quick access to information thus helping them to a faster 

decision making process.  Although many research and 

commercial text summarization tools are available but no 

research is officially reported for Malay language. Malay text 

summarizers are coming into demand when a lot of information 

in Malay language can now be accessed freely via the Internet.  

This paper presents a hybrid approach to an automated text 

summarization system for Malay language.  The base system is 

built on SUMMARIST system and is expanded by combining 

with EstSum system.  Experimental results show that expanding 

training data size significantly contributes to the performance.  

In general, our system produced acceptable results at the best 

case of 76% and the worst case of 31%. 

 

Keywords:  Malay Text Summarization, Statistical Approach, 

Text Mining, Natural Language Processing. 

 

 

1.   INTRODUCTION 
 

Based on the survey of Malaysian reading profile in 1996 done 

by the Malaysia National Library, the average of reading activity 

for Malaysian is approximately two books in a year. Further 

survey made in 2005 on 60,441 Malaysian reported that the 

‘problem’ has not shown significant improvement.  Malaysia is 

far behind among most of well-develop countries in reading 

activities.  One of the major causes to this problem is the reading 

habits develop very slowly in low income family as compared to 

higher income family.  The mushrooming of the digital Malay 

texts in the Internet motivates us to develop an automated 

summarization system to encourage the reading habits of 

Malaysian by consuming less time to read lengthy documents. 

 

The earliest research in text summarization was done in 1960s 

and the growth of the interest in this research continues in recent 

years.  Most of the work found is for English text summarization 

but with the increasing demand of this tool for other languages, 

a number of research and development found for Estonian [1] 

Scandinavian [2], Thailand [3], Persian [4], Swedish [5] and the  

 

 

 

 

 

 

 

 

 

 

 

 

 

five in one system known as SUMMARIST [6] for summarizing 

English, Japanese, Arabic, Spanish, Indonesian and Korean text.  

 

A summary is categorized into two types: 1) indicative and 2) 

informative summary [7]. Indicative summary is a summary that 

highlights only the topic of the text while informative summary 

describes the central information in the text.  As this research is 

concerned with the synopsis of the text, the results shall produce 

informative summary. However, a development of text 

summarization tool for Malay language which has a totally 

different grammatical structure to English is not only the 

challenge but also the accuracy of the results will be the 

important issue to be discussed. How good a summary is 

depending on the percentage of essence preserved in the 

summary and cohesion between one sentences to another.  As it 

is difficult to measure the quality of the Malay summaries with 

no baseline research in existence, therefore, the outcome of this 

research will be compared with the analysis of human-made 

summaries.  Thus, the objective of this research is to develop a 

Malay text summarizer giving the accuracy of at least 60% 

resemblances with the manual summaries. The development and 

evaluation considers summarization of various types of 

documents such as news articles, magazines, reports and story 

books. 

 

2. RELATED WORKS 

 
In this section we briefly present some of the research literature 

related to our work.  

 

Text Mining  

 
Text mining refers to computational methods to discover 

previously unknown meaningful information from unstructured 

text.  Text mining is closely related to data mining – finding 

interesting patterns and trends in large dataset.  The only 

difference is text mining deals with natural language text while 

data mining requires structured databases or facts. The purpose 

of text mining is to link together the extracted information to 

form new facts or new hypotheses to be explored further [8].  In 

recent years, research in text mining covers diverse areas which 

include term association discovery, document clustering, text 

summarization and text categorization. 

 
Text mining consists of three basic steps: 1) Text Preparation – 

the preprocessing of text to extract meaningful terms or features 

2) Text Processing – the use of computational methods to 

identify interesting patterns in preprocessed text 3) Text Analysis 

– the evaluation of extracted output [9]. 
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Text Summarization 

 
Text summarization is “the process of distilling the most 

important information from a text and to produce an abridged 

version for a particular task and user” [23].  Automatic text 

summarization refers to the use of computational methods to 

automatically derive the summary of a given text. Over the past 

half a century, text summarization research has been explored by 

the Natural Language Processing (NLP) community.  The 

increasing availability of online information has necessitated 

intensive research in this area.   

 

There are two main methods to automatic text summarization, 

abstraction and extraction [10].  Abstraction is a difficult 

technique yet promising where it generates new sentences from 

the original sentences through a process called paraphrasing.  

This technique involves syntactic and semantic study for the 

particular language and is useful for meaningful applications.  

On the other hand, the extraction method has been the current 

state of the art and commonly used by most of the existing tools.  

This method weighted each sentence in the original text with 

some specified characteristics and selects the original sentence 

and juxtapose in the summary.  The basic of extraction-based 

summarization where each sentence is measured through special 

predefined properties, selecting the most relevant sentences 

based from the value of the properties and put them together in a 

summary.  This research learnt the basic extraction based 

technique from [11]. 

 

A research in [12] categorized the approaches of the automatic 

text summarization into three: 1) Shallow Approach – the 

simplest approach of all approaches where a summary is 

produced by extracting sentences from information source.  

However, the challenge in this approach is to preserve the 

original context when breaking the sentences 2) Deeper 

Approach – this approach produces summary called ‘abstract’ 

where some of the text in summary may not be found in the  

original text.  It finds the most specific generalization of 

concepts from texts and uses this for the summary and 3) Hybrid 

Approach – a combination of extraction techniques with Natural 

Language Processing techniques.  This research proposed a 

hybrid approach using the morphological and part of speech 

tagging methods from SUMMARIST [6] and the statistical 

scoring methods from EstSum [1]. 

 

Among the aims of text summarization are the single document 

and multiple documents summarization [23]. In the single 

document summarization, a summary that characterized the 

content of a single document is produced.  Whilst, the multiple 

document summarization takes a group of documents as input 

and a condensation of the content of the entire group is produced 

as the summary.  Multiple-document summarization has turned 

out to be much more complex than summarizing a single 

document.  This research is focusing on the single document 

summarization. 

 

Malay Text Summarizer 
 

Malay is not only a native language for Malaysia but also one of 

the languages used in Indonesia, Brunei, Singapore, and 

southern Thailand.  The Malay language is rich in colloquial, 

idiomatic expressions and literary allusions and like other 

languages, it possess its own unique structure and grammar. As 

the Malay language is used within the South East Asia region, it 

has become one of the less resourced languages in the world. 

Due to this, limited number of computational linguistic research 

was found related to Malay language. Although there are many 

studies related to Malay language, however, to the best of our 

knowledge, none has been officially reported on Malay text 

summarization.  However, other computational linguistic studies 

for Malay language exist such as the Information Retrieval [13], 

Essay Marking [14], Novelty Detection [15] and Machine 

Translation [16].  Recently, an open source tool for Malay 

language corpus analysis was found in an ongoing research [17].  

The tool provides access to Malay tokenisers, lemmatisers and 

part-of-speech taggers that are vital for the Malay linguistic 

research. 

   

Other Text Summarizers 

 
SUMMONS [19] is the first example of multi-documents 

summarization system.  It summarizes news articles about 

terrorism from different news agencies and produces a briefing 

merging relevant information about each identified event. 

SUMMONS architecture consists of two major components: 1) 

Content Planner – selects the important information from the 

combination of input templates with instantiated slots of 

predefined semantics and 2) Linguistic Generator – selects the 

right words to express the information in grammatical and 

coherent text.  

 

An automated text summarization system called EstSum [1] is 

able to summarize newspaper articles in Estonian language. It 

constructs short summaries of text by selecting the key 

sentences that describes the document. The sentences are 

classified using a weighted combination of statistical, linguistic 

and typographic aspects such as the position, format and type of 

sentence, and the frequency of each word appeared in the 

system. It achieves up to 60% accuracy on the evaluation done 

against the human-made summaries or newspaper articles.  

 

SUMMARIST [6] aims at generating both abstracts and extracts 

for arbitrary English and other languages texts. In this research 

extract is defined as “portions extracted verbatim of the original 

(they may be single words or whole passages)” and abstract as 

“novel phrasings describing content of the original (which might 

be paraphrases or fully synthesized text)”.  SUMMARIST 

combines statistical techniques and symbolic word knowledge 

derived from WordNet [18] – a large lexical database of 

English.  It’s technique lies on the following ‘equation’:  

 
summary = topic identification + interpretation + generation   (1) 

 

The purpose of topic identification is to filter the input which 

retains only the most important central topics using various 

techniques such as stereotypical text structure, cue words, high 

frequency indicator phrases and discourse structure. 

Interpretation processes the topics, rephrases and compresses 

them.  This process is vital to achieve further compaction and to 

remove redundancies, rephrase sentences and to merge related 

topics into more general one. Generation process aims to 

reformulate the interpreted data into new text.  The 

SUMMARIST architecture is illustrated in Figure 1. 
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Figure 1.  SUMMARIST architecture 

 

SweSum [2] is a Swedish text summarizer. The sentences are 

extracted based on a combination of linguistic, statistical and 

heuristic methods. SweSum works in three different passes:  1) 

Tokenization, Scoring and Keyword Extraction – the input text 

is split into sentences.  Word boundaries are identified searching 

for periods, exclamation and question marks. The sentences are 

then scored by using statistical, linguistic and heuristic methods.  

2)  Sentence Ranking - The score of each word in the sentence is 

calculated by a set of parameters, which can be adjusted by the 

user, and total score is accumulated. Sentences containing 

common content words get higher scores and 3)  Summary 

Extraction – the final summary file is created in HTML format. 

These processes are schematically represented in Figure 2.  The 

lexicon is a database consists of key / value pairs where the key 

is the inflected word and the value is the stem / root of the word 

in Swedish. 

 

 

Figure 2. SweSum architecture 

 

FarsiSum [20] is a text summarizer for Persian built based on 

SweSum modules. The system is implemented as a HTTP 

client/server application. The FarsiSum’s tokenization module 

uses Persian’s stop-list in Unicode format and a small set of 

heuristic rules. The stop-list is a file including the most common 

verbs, pronouns, adverbs, conjunctions, prepositions and articles 

in Persian. Figure 3 depicts the FarsiSum architecture with the 

each of the summarization steps numbered accordingly. The 

system is located on the server side and the client is a browser.  

The summarization steps are described as follows: 

Step 1:   The browser sends a summarization request to the 

Web server where FarsiSum is located. The URL of 

the document to be summarized is attached to the 

request where the original text is in Unicode format. 

Step 2-5: The document is summarized in three phases similar to 

SweSum. The words in the document are compared 

with the words in the Persian stop-list. 

Step 6:  The summary is returned to the HTTP server. The 

browser then renders the summarized text to the 

screen. 

 

 
 

Figure 3. FarsiSum architecture 

 

3.   PROPOSED APPROACH 

 
In this research, we choose to work with extraction method.  We 

believe that with further refinement to the formula that will be 

discussed in this section, we can maximize the retention of the 

important information in the Malay text. We have considered 

adopting some techniques from existing successful research.  

Basically we divide the whole summarization process into three 

phases:  

1) Preprocessing 2) Text Extraction and 3) Sentence Selection.   

 

In the Preprocessing phase, we used the technique introduced in 

SUMMARIST [6]. The preprocessing algorithm considers only 

two modules in SUMMARIST: 1) Tokenizer and 2) Token 

Frequency Counter. There are two forms of Tokenizer which are 

word tokenizer and sentence tokenizer. Word tokenizer chunks 

each and every word in the input text to produce a set of 

tokenized text. The boundary of each word is determined based 

on the white space found between words. While sentence 

tokenizer chunks the text into sentences by taking the full stop 

(.) as the boundary between sentences.  The tokenizer algorithm 

for Malay text is developed to recognize Malay words.   

 

In the Token Frequency Counter module, the number of 

occurrence of each word appears in the original text is counted. 

The highest frequency will be considered as the keyword of the 

text. However, for some of the commonly used words like 

articles – “the (English) = itu (Malay)” and “is (English) = ialah 

(Malay)” will be ignored.  From this rank of word frequency, we 

select the first 10 words with the highest number of occurrence.  

Referring to these selected words, all sentences containing any 
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of these words will be merged together as a preprocessed text.  

The original text is now simplified based on the frequency score 

of words. In the Text Extraction phase, we applied the 

Edmundson’s statistical formula [21, 22] shown below and our 

main reference is the recent EstSum research [1]: 

 

W(s) = αP(s) + βF(s) + γK(s)                        

                                            P(s) + F(s) + K(s)                         (2)                    

Where, 

W(s) – weight function of sentence s; 

P(s)  – position-based score function; 

F(s)  – format-based score function; 

K(s)  – keyword-based score function; 

α, β, and γ are constants. 

 

The α, β, and γ that have been previously adjusted by hand using 

a manually created training corpus, act as the tuning parameters.  

A combination module evaluates (2) to give each sentence a 

unique weight. The scores are computed based on three 

properties identified by experts: 1) Position – the score given to 

the location of the sentence.  The regularities in text structures of 

many genres are helpful to rank the sentences based on their 

location in the text. For example, the first sentence appears in 

the text tend to contain important information and thus, will be 

given a higher score 2) Format – the score given to the font style 

and format.  For example, the word written in bold or italic will 

be given higher score as it addressed the importance of the word 

and 3) Keyword – the score given to the frequency of word 

appeared in the text.  The expression P(s) + F(s) + K(s) in (2) is 

a normalization factor. The constant α, β and γ act as the tuning 

parameters which have been previously adjusted by hand using a 

manually created training corpus are used to evaluate P(s), F(s) 

and K(s) respectively. The total score gives a sentence a unique 

weight.  Finally, in the Sentence Selection phase, by considering 

some threshold values, sentences with the higher score will be 

merged and taken as summary. The overall architecture of our 

proposed work is shown in Figure 4. 

 

 

 
 

Figure 4.  Malay Text Summarizer architecture 

 

4.    EXPERIMENTS 

 
This section briefly describes the methodology used in our 

system evaluation. 

 

 

Methods 
 

Our experiment requires a training corpus.  Due to the non 

existence of Malay corpus for text summarization, we create our 

own corpus consists of summaries compiled by four Malay 

language experts.  A total of 10 original Malay news articles 

covering general, business and sports news were given to each 

of the four Malay language experts for manual summarization.  

Each expert submitted 10 summaries limited to 30% of the 

length of the source text giving 40 hand-created summaries.   

The length of the source text is varying upon the type of the text.  

On average, it consists between 800 – 1200 words.  The process 

is illustrated in Figure 5. 

 

 

 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5.  Process of creating the training corpus 

 

Scoring Mechanisms  

 
The baseline of the scoring criteria is obtained from [1] with 

minor modifications made to suit the different structure of 

Malay text.  As our training corpus of extracts is relatively small 

(only 40 summaries), we manually examined and compared 

each of the original text and its summaries.   For the Position-

based Scoring, we assigned the appropriate weight to a sentence 

by investigating the location of the sentence appeared in the 

summary using the following rules: 1) The first 3 sentences of 

the original text 2) The first 3 sentences of each paragraph in the 

original text and 3) The first 3 sentences after each subtitle in the 

original text .An example of a Position-based Score for one of 

the summaries is shown in Table 1. 

 

Table 1.An Example of a Position-based Score 

 
Feature % in extract Given score (W(s)) 

1st sentence in article 100 10 

2nd sentence in article 77 8 

3rd sentence in article 45 5 

1st sentence in paragraph 70 7 

2nd sentence in paragraph 38 4 

3rd sentence in paragraph 58 6 

1st sentence after subtitle 40 3 

2nd sentence after subtitle 35 3 

3rd sentence after subtitle 26 2 

 

Perbuatan merosakkan harta benda awam atau 
vandalisme kian hari menular di negara kita . Harta 
benda awam telah dirosakkan sewenang – 
wenangnya . Perbuatan yang tidak 
bertanggungjawab ini telah mengundang pelbagai 
komplikasi . Pihak kerajaan telah membelanjakan 
berjuta – juta ringgit untuk memperbaiki 
kemudahan awam yang telah dirosakkan oleh 
individu yang tidak mempunyai “ perasaan 
memiliki “ setiap kemudahan yang disediakan .  
     Banyak perkara yang dapat dilakukan oleh 
masyarakat untuk membanteras vandalisme 
daripada terus menerus berleluasa . Pendidikan 
merupakan tunjang atau paksi utama yang dapat 
mengubat penyakit sosial ini . Di peringkat sekolah 
, pendidikan diharap mampu mencambahkan 
kesedaran cinta terhadap harta benda awam . Di 
samping itu, masyarakat setempat pula perlu 
prihatin dan berasa terpanggil untuk mengambil 
tindakan tanpa perlu mengharapkan pihak 
berkuasa membuat tangkapan . Dalam hal ini , 
Jawatankuasa Perumahan yang berkenaan perlu 
bergabung tenaga untuk membuat kawal selia di 
kawasan masing – masing .  
     Kepada pesalah – pesalah vandalisme pula , 
hukuman yang lebih berat perlu dikenakan sebagai 
suatu jalan pencegahan yang paling baik . Ada 
cadangan daripada pihak masyarakat yang mahu 
supaya para pesalah didenda melakukan kerja 
pembersihan di kawasan – kawasan awam , harta 
benda awam . 
 
 

Original article 

Summarized 
articles 

 

Original Article 
Summarized 

Articles 

Expert #1 

Expert #2 

Expert #3 

Expert #4 
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In addition to the Position-based Scoring, we defined a 

hypothesis that a paraphrased sentence found in an expert’s 

summary will be treated as a multi-sentence during the manual 

investigation.  Paraphrasing allows putting together multiple 

sentences in author’s own word which is critical in natural 

language.  This has been a challenge for text summarization 

research over a decade ago [24].  However, a research in [25] is 

found to be a promising start for automatically generating 

sentence paraphrases.  At this development stage, we do not 

consider any paraphrasing in our system’s generated summary. 

 

For the Format-based Scoring, we considered the sentence 

based on the style of font (default, bold, italic) and punctuation 

marks (exclamation marks, question marks, double quotes). 

Unlike in [1], we excluded the score of the figure captions and 

text author as they were not present in our training data.  Whilst 

for the Keyword-based Scoring, we used a general Malay word 

frequency table that is generated from all the 10 original texts by 

our Token Frequency Counter module.  This helps to estimate 

whether the word appears more frequently in original text than it 

normally does in the summarized text. This scoring takes the 

following rules: 1) The words belonging to the title (article 

headline) and subtitles are given higher scores and 2) All the 

other words are given similar lower weight. 

 

Evaluation Metrics 
 
The comparison of our proposed system’s generated summaries is 

done against the human experts’ summaries due to the non existence 

of commercially available Malay text summarizer. A survey in [26] 

describes and compares various human and automatic metrics to 

evaluate summaries. We employ the performance measures 

commonly used in the traditional Natural Language Processing 

task – Recall, Precision and F1 Score. These scores quantify 

how close the system’s extract to human’s.  Precision shows the 

accuracy of the extracted sentence, Recall reflects how many 

good sentences the system has missed and F1 Score is a 

weighted average of the Precision and Recall [27].  Given an 

input text (original text), human-made summary and system 

generated summary, the following metrics are applied: 

 

Precision = correct / (correct + wrong)               (3) 

Recall = correct / (correct + missed)                  (4) 

 F1 Score = 2 x (Precision x Recall) / (Precision + Recall)    (5) 

 

Where, 

correct – the number of sentences extracted by the system and 

the human; 

wrong -  the number of sentences extracted by the system but 

NOT by the human; 

missed - the number of sentences extracted by the human but 

NOT by the system. 

 

The generated summary is judged correct if it contains 

sentences that were tagged in the human’s summary or 

partially correct if the summary provides sufficient context 

for the passage.   The generated summary is judged wrong if 

needed context was totally misleading or if the summary did 

not contain the expected passage at all. Finally, the generated 

summary is judged wrong if there is insufficient context for 

the passage.  One standard marks a sentence as in the summary 

only when all four human experts agree. 

5.  RESULTS 

 
Table 2 shows the performance of our system.  The second, third 

and fourth row of the table show the statistics of the three test 

collections. All the summaries agreed at a fixed-length 

compression rate of 30%.   

 

Table 2. System performance evaluation 

 
Type of Test  

Collection 

General 

News 

Business 

News 

Sports  

News 

No. of 

Document 
4 3 3 

Average no. of 

sentences per 

document 

110 85 94 

Average no. of 

sentences per 

summary 

33 23 26 

Average 

Precision (%) 
85.2 77.6 66.3 

Average 

Recall (%) 
38.0 22.3 31.0 

Average 

F1 Score (%) 
76.0 31.0 42.2 

 

The average number of sentence per summary in General News 
is relatively high in comparison with the other test collections 

because the number of sentences in the body of documents is higher. 

Consequently the performance of Domestic News is better on 

average than the other test collections. The reasons, based from the 

feedbacks provided by the human experts, why Domestic News 

outperforms others are as following: 1) They are different from each 

other in genre 2) The Business News provides an extremely 

thorough analysis such as the stock market, foreign exchange 

market and mutual funds.  The technical expressions that are 

regularly iterated reduced the average score and 3) most 

summaries generated by the system are hard to understand.  4)  

The number of the training data is relatively small for drawing 

any final statistical conclusions.  However, further investigation 

need to be done in future in order to reveal clearer reasons. 

 

Accuracy is any natural language application such as text 

summarization, machine translation, speech processing is always 

a big issue.  As for text summarization, evaluation is an 

important aspect to ensure whether the system has reached the 

goal to resemble the human made summaries.  Indeed, naturally 

that it is hard to find two similar human made summaries for the 

same language in the world.  A study in [28] found that at best 

there was about 70% average agreement between two human 

made summaries.  On average, our system produces summaries 

that are about 50% similar to the manually created summaries.  

Although the agreement between the compute generated 

summary and the human summaries is quite low but it can be a 

promising start for a Malay text summarization research. 

 
6.  CONCLUSIONS AND FUTURE WORKS 

 
This paper presents a Malay text summarization system using a 

hybrid approach – the preprocessing module introduced by the 

SUMMARIST [6] and the statistical scoring methods described 

in the EstSum’s text extraction module [1].  Experiment shows 

that using the combination of both techniques, the system is able 

to extract the most important sentence from Malay news articles.  
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This is a cost-effective solution to reduce users’ consuming time 

in document reading without losing the general issues for users’ 

comprehension. Summary helps users to easily decide its 

relevancy to their interests and acquire desired documents with 

less mental loads.   

 

Since the research in this area is still at its immature stage there 

are many things to be investigated in the future. One of the 

problems that should be given a highlight is the widespread use 

of disparate metrics.  It is found that there is no standard human 

or automatic evaluation metric in text summarization to compare 

different systems and establish a baseline. Hence, in future, to 

increase the decision accuracy, we plan to conduct the following 

evaluation as proposed in [29]: 1) Quantitative Measures – 

involve the categorization of decision relevancy, summary time 

and summary length and 2) Qualitative Measures- involve user 

preferences and detailed feedback as to why the summary was or 

was not acceptable for a given task. 
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ABSTRACT

Duffing Oscillator is well known for its chaotic behaviour. 

This paper aims at clustering of emotions from the EEG 

response to external audio-visual stimulus used for excitation 

of a subject. The EEG signal corresponding to a specific 

emotive stimulus is used as an excitation input to a non-linear 

Duffing Oscillator dynamics, and the phase trajectory plots of 

the two state variables of the oscillator dynamics exhibits 

significant differences for various emotion-excitatory stimuli. 

Experimental investigations reveal that injection of Gaussian 

noise with a Signal-to-Noise Ratio as low as 25 dB retains the 

results of emotion clustering, indicating robustness of 

clustering. Further, with different pre-classified audio-visual 

stimulus responsible for excitation of a specific emotion, the 

phase-portraits obtained from EEG data of the subject have 

substantial similarity, indicating accuracy in clustering. 

Keywords: Duffing oscillator, EEG, Emotion clustering and 

Gaussian Noise. 

1. INTRODUCTION 

Perception involves interpreting sights, sounds, smells and 

touch. Perception is relatively younger discipline in Artificial 

Intelligence, and we are afraid that there are fewer works on 

perception about emotions. Researchers, however, are keen to 

develop new models and techniques to understand and 

recognize emotions from external manifestations, such as 

crying, laughing etc. this paper deals with classification of 

emotion aroused with audio-visual stimulus from 

electroencephalographic (EEGs) signals. Biologists believe 

that most of our high level understanding process involving 

emotions is due to the interaction of neural and hormonal 

activities. EEGs that represent neural activities of the brain 

might help us in better understanding human emotions than 

other widely used modes including facial expression [1], [8], 

[17] and voice [2], [6], [17]. 

In recent times, researchers have started paying attention to 

Electroencephalography (EEG) [19], functional Magnetic 

Resonance Imaging (fMRI) [11], [18], Positron Emission 

Tomography (PET) [18], and Magnetoencephalography 

(MEG) [7] –based information to correctly determine the 

emotional response to external stimulus. However, 

unfortunately, very little of brain functioning could be 

identified until this time, and consequently, almost no 

interesting results have been reported so far on emotion 

clustering from the above modes of information extraction. 

The primary objective of this paper is to classify emotion of a 

subject from his/her EEG signal, obtained through audio-

visual excitation of the subject. In our early research [4], [5], 

we classified the input stimulus based on their power of 

excitation on a specific emotion. We used these stimuli in the 

present experiment, and would like to examine whether 

stimulus used for excitation of same emotion would 

ultimately map EEG’s to a unique pattern. 

In order to examine similarity among EEG patterns 

corresponding to a specific emotion excitatory stimulus, we 

employ a Duffing Oscillator and the response of the oscillator 

to the EEG signal as excitation input is recorded. Phase 

trajectories are built up with two state variables of the 

oscillator dynamics, and similarity in the chaotic behavior in 

the phase trajectory is noted for similar stimulus. This 

fundamental observation reveals that EEG obtained for 

arousal of a specific emotion has a unique characteristic. Thus 

emotion classification by EEG signal should result in good 

accuracy in comparison to other traditional means of emotion 

clustering from voice and facial expressions. 

The paper is classified into 5 sections. In section 2, we briefly 

outline the state space representation of a Duffing Oscillator 

dynamics and how phase trajectories were obtained from the 

time-response of the oscillator dynamics. In section 3, we 

represent the experimental results for emotion clustering by 

12

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



noting similarity in phase trajectory. The effect of noise on 

the EEG signal is studied in section 4. Conclusions are listed 

in section 5. 

2. THE DUFFING OSCILLATOR DYNAMICS 

AND PHASE RESPONSE 

In this section, we propose a specialized non-linear oscillator 

dynamics, which has a proven chaotic behavior [3], [13], [14], 

[16] in its temporal response. The dynamics of Duffing 

Oscillator has a similarity with typical spring-mass load 

system of a conventional mechanical process [12], [15]. 

However, the spring in the present context, being a non-linear 

device, has a restoration force proportional to its cubic linear 

displacement. Naturally, the restoration force of ideal spring 

that obeys Hooke’s Law is also maintained in the Duffing 

Oscillator dynamics. Consequently, the restoration force has 

two components, one following Hooke’s Law, while the other 

is due to a high stiffness condition of the spring, represented 

by a cubic displacement term. The dynamics of Duffing 

Oscillator is given in equation (1).   

�� �
��� � �

��
�� � �� � 	�


 � �
�� ���� � ����  (1) 

where, 

x represents the linear displacement, 
��
��  represents the velocity of a unit mass connected 

in spring-mass load system, 

βx and αx
3
 are due to spring restoration force, 

�cos ���� is a fixed excitation input to maintain 

certain level of oscillation in the response of the 

dynamics, and 

e(t) is the disturbance input to the oscillator. 

In this present context, we use the EEG signal as the 

disturbance input e(t). We took α=1, β=-1, γ=0.826, δ=0.5 and 

the gain of the EEG signal to be 5. The basic Duffing 

Oscillator dynamics (1) can equivalently be represented by (2) 

and (3). 

�� � �      (2) 

�� �  �
������ � ���� � � ���� � �� � 	�

  (3)  

  At first, the EEG signal, which was obtained in sampled 

version, was passed through a First-Order-Hold circuit, whose 

transfer function is given by: 

����� � �� !"! # $ %�&'
()*

" +,   (4) 

where 

T= sampling time, 

s= Laplace-domain operator. 

The hold-circuit is used to get a continuous version of 

discrete EEG signal. Then, a Runge-Kutta algorithm was used 

to solve the coupled-differential equations (2) and (3), and 

phase portraits for x against y at different time slots are 

plotted. One typical phase portrait for an initial value of x(0)= 

2 and y(0)= 20 is given in Fig. 2.a for convenience. Since 

Duffing Oscillator has a non-linear dynamics, as shown in the 

block diagram in Fig. 1, it is apparent that for varying initial 

conditions, the phase portraits could have been different 

shapes. However, experimental instances reveal that a chaotic 

response of the dynamics prevails even for redefining new 

initial conditions. Fig. 2.b and 2.c illustrate this behavior with 

different initial conditions. 

 
Fig 1: Block diagram of a Duffing Oscillator 

 
Fig. 2.a: Phase trajectory of anger with initial condition at x(0)= 2, y(0)= 20. 

 
Fig. 2.b: Phase trajectory of anger with initial condition at x(0)= -2, y(0)= 20. 

 
Fig. 2.c: Phase trajectory of anger with initial condition at x(0)= -2, y(0)= -20. 

3. EMOTION CLUSTERING FROM EEG 

SIGNALS USING DUFFING OSCILLATOR 

The time-continuous EEG signal obtained through first 

order hold circuit is used to excite the Duffing Oscillator, [9], 
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[10], [14], [19] and the response of the oscillator is obtained 

by solving the differential equation using Runge-Kutta 

method. The experiment was conducted with 15 audio-visual 

stimuli, each 3 of which correspond to exciting a specific 

emotion. The principles of automatically identifying the best 

audio-visual stimulus, appropriate for excitation of a given 

emotion is briefly outlined below. 

To identify the right audio-visual stimulus responsible for 

arousal of a given emotion, we classified the stimulus 

manually with the help of 50 observers, most of whom are 

University students and faculties. Each observer was asked to 

classify a given audio-visual stimulus into 5 emotion-arousing 

classes - anger, fear, joy, relaxation and sadness. He/she used 

a 100-point scale, and assigned individual score to the entire 

possibility space of 5 emotions, such that sum of the scores 

assigned to a given audio-visual stimulus is equal to 100. For 

50 observers, we determine the mean and variance of their 

assignments to a particular emotion-prone category, and 

evaluate the ratio of mean/variance for each of the 5 emotions. 

The emotion having the largest mean/variance ratio is 

considered the best category for a given stimulus. The 

experiment was repeated for 50 such stimuli, and the 

mean/variance ratio of the winning emotion for each stimulus 

is identified. A sorting algorithm is then applied to rank them 

in descending order of their mean/variance measure in the 

specific emotion category. The first 3 stimuli for each 

category of emotion are then identified from the list. The 

entire experiment was performed with these 3 stimuli 

responsible for excitation of a specific emotion. 

Consequently, for 5 emotions, we have 5×3=15 best-selected 

audio-visual samples. Table I gives the tabular representation 

of the results obtained by responses of 50 subjects, each of 

whom was shown 60 audio-visual stimuli. It is apparent from 

the Table that the row-sum in Table I is always 100. 

TABLE I: ASSESSMENT OF THE AROUSAL POTENTIAL OF SELECTED AUDIO-

VISUAL MOVIE CLIPS IN EXCITING DIFFERENT EMOTIONS 

Subjects 

used  to 

access the 

emotion 

aroused by 

the audio-

visual clips 

Title of 

audio- 

visual 

clips 

Percentage arousals of different 

emotions by a clip 

 

Anger 

 

Relax 

 

Joy 

 

Sad 

 

Fear 

Subject 1 Clip 1 0 20 80 0 0 

Subject 2 Clip 1 0 25 75 0 0 

…       

Subject 50 Clip 1 0 12 88 0 0 

Subject 1 Clip 2 0 82 0 9 9 

Subject 2 Clip 2 0 80 0 12 8 

…       

Subject 50 Clip 2 0 84 0 10 6 

…       

Subject 1 Clip 60 78 10 0 0 12 

Subject 2 Clip 60 80 16 0 0 4 

Subject 50 Clip 60 84 8 0 0 8 

TABLE II: EXPERIMENTAL RESULTS ON THE CLUSTER-SHAPES 

Emotions and 

remarks on 

related phase 

plots 

Experimentally obtained cluster shapes 

(without noise) 

Anger 

 

The phase 

trajectory 

covers the 

least area and 

width, 

confined 

within 

��  = -8 to 

��  = 8. 

Fear 

 

An 

extension is 

visible to 

the right 

side of the 

main phase 

trajectory. 

Happiness 

 

The upper 

lobe is highly 

dispersed, 

less dense, 

thus covering 

the maximum 

area. 

Relaxation 

 

Above the 

upper lobe, a 

thick lobe is 

formed. An 

extension is 

formed nearer 

to the left side 

of the original 

upper lobe. 

Sadness 

 

Below the 

lower lobe, 

another 

lobe is 

formed, 

which is 

sparse in 

nature. 
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Clustering from phase trajectory 

We performed two different experiments for clustering of 

emotions in the EEG space. First, different audio-visual 

stimuli were used to excite a specific emotion of a subject, 

and response of the Duffing Oscillator having initial condition 

x= 0 and y=0 from his/her EEG signal was obtained. Table II 

above gives a comparative study of the phase portraits of x 

against y, formed due to one of the selected audio-visual 

stimuli for each of the emotions. We noted that for three 

stimuli responsible for exciting the same emotion, the phase 

trajectories looked almost similar, indicating the fundamental 

truth that similar excitations for arousal of a given emotion is 

responsible for excitation of similar brain-activities, 

pertaining to similar EEG response. These EEG, when fed to 

a Duffing Oscillator, thus maintains similarity in these 

portraits of the oscillator state variables.  

Figures 3.a, 3.b, 3.c, 4.a, 4.b, 4.c, for example, demonstrate 

similarity in the phase portrait for excitation of emotions fear 

and relaxation from its stipulated stimulus list. 

 
Fig. 3.a: Phase trajectory for Fear due to 1st stimulus of Fear 

 
Fig. 3.b: Phase trajectory for Fear due to 2nd stimulus of Fear 

 
Fig. 3.c: Phase trajectory for Fear due to 3rd stimulus of Fear 

 
Fig. 4.a: Phase trajectory for Relaxation due to 1st stimulus of Relaxation 

 
Fig. 4.b: Phase trajectory for Relaxation due to 2nd stimulus of Relaxation 
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Fig. 4.c: Phase trajectory for Relaxation due to 3rd stimulus of Relaxation 

4. EFFECT OF NOISE ON EMOTION 

CLUSTERING FROM DUFFING 

OSCILLATOR RESPONSE 

In this section, we experiment by adding noise to the 

original signal corresponding to a specific emotion, and note 

the changes in the phase portrait obtained from the Duffing 

Oscillator response. It is interesting to note that when Signal-

to-Noise Ratio of the EEG signal is maintained to a level of 

25 dB, the phase portraits maintains similarity, indicating 

robustness in emotion clustering. 

Figures 5.a, 5.b, 5.c, 6.a, 6.b, 6.c demonstrate the 

behavior in the phase portrait for different level of Signal-to-

Noise Ratio as indicated in the figure caption. It is also 

noteworthy that when the Signal-to-Noise Ratio goes below a 

threshold, misclassification starts, by noting differences in the 

phase portraits for a given emotion. 

 

Fig.5.a: Phase trajectory for Anger when the EEG signal is corrupted by a 

noise of SNR 30dB 

 
 Fig. 5.b: Phase trajectory for Anger when the EEG signal is corrupted by a 

noise of SNR 25dB 

 
Fig. 5.c: Phase trajectory for Anger when the EEG signal is corrupted by a 

noise of SNR 20dB 

 
Fig. 6.a: Phase trajectory for Joy when the EEG signal is corrupted by a 

noise of SNR 30dB 
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Fig. 6.b: Phase trajectory for Joy when the EEG signal is corrupted by a 

noise of SNR 25dB 

 
Fig. 6.c: Phase trajectory for Joy when the EEG signal is corrupted by a 

noise of SNR 20dB 

5. CONCLUSIONS 

The paper attempted to cluster emotions from the 

stimulated EEG signals using Duffing Oscillator as a 

medium. EEG signals aroused with specific emotion 

excitatory stimulus were supplied as an input to the Duffing 

Oscillator, the phase portrait corresponding to the response 

of which is plotted. Similarity in phase portraits is 

considered clustering of EEG in the phase-space. 

Consequently, clustering of emotions can be undertaken by 

determining similarity of the EEG signals. A noise analysis 

undertaken reveals that the clustering of emotions can be 

clearly visualized in the phase portrait, as long as the Signal-

to-Noise Ratio is maintained above a prescribed threshold 

(25 dB). It is also obtained from the experiments that 

excitations responsible for arousing specific emotion have 

similar EEG signals, which can be clustered easily in the 

phase space from the response of the Duffing Oscillator. In 

brief, the similarity in chaotic behavior of the phase portraits 

resembles the similarity in EEG and consequently, similarity 

in emotions. The paper thus opens up a new methodology of 

emotion clustering from the EEG signals in the phase-space. 
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Abstract

The growing complexity of software systems as well as
changing conditions in the operating environment demand
systems that are more flexible and dependable. A possible
solution we envisage is the use of mechanisms for effect-
ing behavioural enhancements or changes in running sys-
tems. This has been called Dynamic Adaptation (DA). This
implies exploring a number of challenges. Some questions
that have to be addressed relate to finding mechanisms for:
service detection, implementation of behavioural changes
during runtime, service interaction and service behaviour
modification. This paper introduces a survey of approaches
to dynamic adaptation in order to assess their capabilities.
We describe a framework for comparing approaches to (dy-
namic) adaptation (DA) and evaluate selected approaches
to DA against this framework. Based on the comparison
framework we outline current trends in DA technologies.

Keywords: Software Engineering, Dynamic Adapta-
tion, Software and Systems Development, Run-time Sys-
tems

1 INTRODUCTION

Dynamic Adaptation (DA) is gradually becoming a key
element in software engineering for a growing range of do-
mains such as: automotive systems, web services, networks,
among others. Furthermore, within these domains the re-
quirement to adapt to changing conditions in the environ-
ment as well as the need to deploy additional services on
heterogeneous platforms, motivates the use of technologies
facilitating a higher level of adaptation to changes.

A review of the state of the art on DA, reveals open
research areas. Consider, for instance, time-bounded run-
time dynamic systems. As will be explored later in this

work, DA within time bounds and without feature interfer-
ence is a research field in which no conclusive results have
been achieved. Naturally, there is a number of approaches
for adaptation, but at the same time most are static ones.
More importantly, the flexibility of adaptation or the de-
gree at which adaptations are achieved, is in most cases lim-
ited. Also, in many existing DA frameworks adaptation is
achieved by parametrisation or reconfiguration, which may
render limited solutions with respect to flexibility and limit
further adaptations.

The relevance of DA lies on the growing need for flexible
and dependable systems in complex environments. These
are environments characterized by the need for: ubiquity,
distributed systems, interoperability; as well as controlled
and foreseeable adaptation mechanisms.

2 DYNAMIC ADAPTATION

In this section we explore current concepts and defini-
tions related to DA. Adaptability is defined as the ability of
software systems to withstand changes in their environment.
As Yan et al. mention “a software system will be adaptable
provided its software architecture is itself adaptable in the
first place” [18].

Adaptive systems are those that posses the ability to
adapt at run-time to react to user needs, system intrusions
or faults, changing operational environment, resource, and
performance variability. We consider dynamic adaptable
systems to be a subset of adaptable systems wrt. moment
of adaptation. Dynamic adaptable systems perform adap-
tations at run-time as opposed to performing adaptations at
design time.

In this sense, [6] and [9, 10] introduce a thorough re-
view of adaptability and adaptiveness. In Section 4, we
inspired on their classification to develop our comparison
framework. However, the emphasis of our work is on dy-
namic adaptive systems.
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3 COMPARISON OF APPROACHES

In order to classify groups in DA, we first scrutinised the
possible lines of research in adaptive systems. This means,
the extent to which a system adapts to changes in the en-
vironment, whether it is through structural means i. e., ar-
chitectural adaptation, changes in the parametrisation of the
system, or a combination of both. Another set of criteria
we found, relates to the degree of anticipation to changes.
In other words, the extent to which the adaptation reacts
to changes in the environment: fully unanticipated or fore-
seable changes. Clearly, the former is hard to conceive and
even more to implement in its pure form. Second, we clas-
sify adaptability according to characteristics we identified
as relevant for adaptive systems, such as: degree of antic-
ipation, scope of adaptation changes (i. e., architectural vs.
localised), whether it is achieved with composition mecha-
nisms or through parametrisation and whether there is tool
support or not. Equally important, some authors (see [6])
consider the relationship between what is called “composi-
tional” as opposed to “parametric” adaptation, and mixed-
forms. We consider both as two dimensions in the classifi-
cation, which can be combined. Our classification criteria
is further explained in Section 4. Third, the classification
criteria and the approaches we analysed is represented in
Table 1, in which we assigned values (ranging from low to
medium and high) to the surveyed research teams for each
criteria. Assignment of values was based on a review of
the literature and available information. Furthermore, our
classification schema draws inspiration from [6], in particu-
lar on the distinction on composition adaptation as opposed
to parametrical adaptation, and anticipated against unantic-
ipated adaptation.

Table 1 shows the classification criteria we propose for
(dynamic) adaptive systems. Some criteria can be com-
bined, whilst others may not. Take for instance, achiev-
ing adaptation through a high level of parametrisation and
localised in one or two precise modules, this is relatively
straightforward and is present in most approaches. On the
other hand, some combinations may not be attainable like
having total anticipation, meaning full anticipation to envi-
ronmental changes and achieving it at runtime. Hence, at
this stage of our research, results indicate that these criteria
are interdependent. Still, it belongs to work in progress to
identify the extents and properties of such relationships.

4 CLASSIFICATION CONCEPTS FOR DA

We briefly introduce the classification concepts we pro-
pose to describe current research approaches in DA.

4.1 Unanticipated Adaptation

This concept indicates the degree to which the adapta-
tion triggers and possible adaptation needs are known in
advance or not. The higher the level of adaptation to un-
foreseen changes, the higher the level of the framework in
this parameter. We consider that a higher level of adapta-
tion to non foreseeable changes, indicates a more flexible
or more generic adaptation framework.

4.2 Scope

This concept refers to the extent to which changes in
adaptation spread over the software system. We assign val-
ues from low to high according to the following. If the
adaptation is limited to a localised component, the approach
gets the value low in scope, if adaptation is performed on a
reduced number of components it is classified as medium
level and finally if the adaptation reaches a system-wide
level then it is considered high in scope of adaptation.

4.3 Parametric Adaptation

This criterion indicates whether adaptation is achieved
by means of adjusting or fine-tuning predefined parameters
in given software entities, such as components, services or
methods. A higher parametrisation may indicate a rather
inflexible framework, due to a higher dependency on prede-
fined values and parameters.

4.4 Compositional

This classifier signifies that the framework under anal-
ysis achieves adaptations through the insertion or replace-
ment of functional units. By functional units we mean com-
ponents or sets of components or services. A compositional
approach usually relies on binding and unbinding mecha-
nisms.

4.5 Tools

We also consider whether the approach has tools to sup-
port dynamic adaptable systems, such as a development en-
vironment or a runtime monitoring environment. This is the
last classification criteria provided in Table 1. We believe
this criteria to be of a relatively high importance given the
need to facilitate adoption of the approach or framework.

In the following section, we introduce the research teams
that we considered representative enough to explore our
classification criteria. Selection is based on a thorough re-
view of the literature and subsequent selection of teams that
had relevant publications in the field. We also privileged
those teams working within a consortium of universities and
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institutions, or an established research group in academia.
The objective of our survey is to explain our classification
concepts and identify important traits in the field, rather
than introducing an exhaustive review of DA approaches.

5 ADAPTATION TECHNIQUES

We identify three main groups of adaptation techniques,
these are dynamically linking and unlinking selected com-
ponents, use of generic interceptors and reconfiguration
techniques. These techniques were selected after review-
ing the literature and analysing the current techniques for
adaptation.

The following DA technologies represent an overview
of various methodologies, methods and techniques in the
field. Naturally, there are other approaches than the ones we
selected, however we consider this selection to be sufficient
ground for comparisons.

In this work we considered technologies that achieve
DA by compositional adaptation, but also technologies that
achieve adaptation through reconfiguration or by means of
interceptors. For an exhaustive list of adaptive frameworks
see [6]. Furthermore, we did not include in this survey ap-
proaches that focus on very particular issues like “Hypervi-
sor Modules” [12], or that centre on particular problems of
DA such as interoperability [7].

5.1 Dynamically Linking and Unlinking
Selected Components

This technique is used by the Extensible Service-
Oriented Component Framework (iPOJO) [4], In iPOJO,
Plain Old Java Object (POJO) components are “injected”
by handlers onto the base component. These handlers man-
age service publication and providing as well as dependen-
cies. When a service satisfies given dependency conditions,
then it is published, otherwise it is ignored. Components
relate to each other connecting through these dependencies.
Components turn invalid when a service provider (depen-
dency) is gone. Therefore creation or activation of com-
ponents is equivalent to publicising its dependencies, whilst
deactivating a component is achieved by eliminating depen-
dencies. In general terms, iPOJO consists of a component
model that “injects” Plain Old Java Objects (POJO’s) at run-
time. This is the overall mechanism through which sys-
tems are adapted in this approach. This is mainly realised
through the management of dependencies and service pro-
viding, while the business logic is set at the level of POJO’s.
DA is then implemented by means of redirecting dependen-
cies; this is managed by handlers which in turn are selected
by meta data indicated in XML files.

A component container handles all the service-oriented
computing aspects and separates them from the business

logic which remains in the base component. iPOJO pro-
vides a runtime component environment that simplifies de-
velopment of applications over the platform provided by the
Open Services Gateway initiative (OSGi). OSGi is a tech-
nology aimed at facilitating the interoperability of applica-
tions and services through a component integration platform
[3, 4]. The concept of service used in iPOJO is rather ab-
stract and seems closer to that of features in a broader sense.
This approach makes the implementation dependant on the
underlying service runtime framework, which renders this
work to have a moderate scope for adaptations. iPOJO pro-
vides a high level of compositionality as well as dynamism
regarding injection, binding and rebinding of components
or POJO’s. Whilst at the same time, the scope of adaptation
is determined by the underlying framework and its avail-
ability, which poses limitations to integration with services
or components not running on OSGi.

Another technique is represented by PCOM. PCOM is
a distributed application model which supports DA via sig-
nalling mechanisms and adaptation strategies, see [2]. In
PCOM components are entities that interact with each other
in order to fulfil their dependencies. This definition of com-
ponents resembles that of “services,” yet services are more
explicitly aimed at cooperating, if needed, to fulfil their own
functionality. Applications in PCOM are described by a tree
of components and their dependencies, being the root com-
ponent a sort of “main()” program or application identi-
fier.

However, it is not clear in [2] whether dependencies only
occur following the branches of the tree or some other rela-
tionships are allowed and to what extent these dependencies
are transitive. Besides that, the authors acknowledge that ar-
bitrary graphs would cause complications. This can be seen
as a limitation in the framework. For the above mentioned
reasons, we may consider PCOM as more parametric than
compositional. Given that some strategy for adaptation has
to be set beforehand it achieves a medium level of unantici-
pated adaptation. The framework is not as dynamic as ACT
(see Sect. 5.3), still does claim to support runtime adapta-
tion, so we considered it highly dynamic as well.

Another group of techniques, closely related to the ones
in dynamic linking and unlinking of components propose
the use of composition frameworks, filters, paths and injec-
tors. In this category we find a technique that introduces
the use of “injectors”. Injectors in The Object Infrastruc-
ture Framework (OIF) offer a way to facilitate evolution
and creation of distributed systems. Its main mechanism
is injecting behaviour on the communication path between
components [5]. Behaviours may be injected on the client
or the server. Instances and methods can have a distinct se-
quence of injectors. Stubs can be changed during execution
fostering the dynamic behaviour of the system. There is a
high-level specification language and a compiler to support
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Concept/ ACT DAiSI Dynamic iPOJO MADAM MBD PCOM
Approach (CORBA) TAO DA

Unanticipated medium low low low
adaptation
Scope low low medium low medium low low
Parametric low medium medium medium medium
Compositional medium low medium medium low low low
Tools low low low low

Table 1. Evaluation of selected research approaches to adaptation

OIF. OIF injectors work with the Common Object Request
Broker Architecture (CORBA) stubs with some modifica-
tions on skeletons to obtain the injector sequence for each
method. The injector may modify the target, the operation
arguments, the annotations, and the return value. It can also
invoke other remote calls. Injections may perform actions
before and after the server action. This allows to modify
the flow of control. In OIF components are black-box ob-
jects. Injectors are created by two classes, the injector itself
and a factory that creates instances of the injector. Injector
instances are created by calls on the factory when building
CORBA proxies. Injectors are then inserted in the methods
using an aspect-oriented programming language.

Client side injectors can change the destination of a re-
quest. There are different kinds of injectors: rebind, impa-
tient, insecure, mediating, and balancing. These differ on
the decision criteria to select target services. In order to de-
termine the target of a redirection, the injector may rely on
a “clerk” which possesses information on the alternatives
offered by target services. Clerks can be dynamically ar-
ranged in case new services are discovered. To optimize
this mechanism clerks can be grouped in a “community” of
clerks which share information.

5.2 Dynamic Adaptation with Aspect-
orientation

Dynamic adaptation with aspect orientation (AO) in
Yang et al [19] is performed in two phases. In the first phase
adaptation points are defined and in the second phase the
adaptation infrastructure is related to the base program. As
Yang et al say, the adaptation infrastructure consists of an
adaptation manager and a rule base. Dynamic adaptation
is directed through a set of rules. The adaptation kernel is
a loose grouping of adaptation managers that are explicitly
invoked to check execution conditions and perform adapta-
tions accordingly. At run-time the adapt-ready program is
instantiated. Behaviour adaptors in the running program use
a filter-chain to trap the respective adaptation manager and
determine which rules are satisfied and what corresponding
adaptation should be performed.

5.3 Generic Interceptors

The use of generic interceptors is used by approaches
like Adaptive CORBA ([16]). These techniques do not
modify a component’s behaviour, but intercept the mes-
sages between components in order to provide for addi-
tional behaviour to perform the adaptation. For instance,
in an adaptive CORBA template (ACT) generic interceptors
are registered with the Object Request Broker (ORB) of a
CORBA application at start-up. Interceptors adapt requests,
replies and exceptions passing through the ORB. Therefore,
the generic interceptors do not modify the component’s be-
haviour. These interceptors have to be previously regis-
tered, which restricts the flexibility of the adaptation. See
[9].

ACT is a language independent template which can be
used to develop an object-oriented framework as well as for
enhancing CORBA applications
[16]. It introduces generic interceptors, which are spe-
cialised request interceptors registered with the ORB at
start-up. Interceptors are static or dynamic. Dynamic inter-
ceptors can be registered or unregistered at runtime, while
static ones cannot be unregistered with the ORB at runtime.
This approach also relies on the notion of weaving for re-
lating the dynamic interceptors at runtime. The concept of
generic interceptors provides some underpinnings for unan-
ticipated adaptation, since these interceptors are registered
without specific behaviour and may later be enhanced at
runtime to implement some needed functionality. For these
reasons, we consider this work to achieve a high level of
unanticipated adaptation, while achieving only a middle
level scope of adaptation since only dynamic interceptors
are changed. It also has a middle level of parametrisation
since the use of proxies and redirection is needed, and it is
highly compositional.

5.4 Reconfiguration Techniques

These techniques aim at adjusting internal or global pa-
rameters in order to respond to changes in the environ-
ment. Reconfiguration may help to rearrange the elements
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of a system. Aksit and Choukair [1] identify two major re-
search approaches to reconfiguration: adding configuration
elements and the use of component and configuration lan-
guages.

Dynamic reconfiguration [13, 14] aims at achieving
adaptation at the level of component service usage, compo-
nent service implementation and configuration adaptation.
The first kind of adaptation supports switching components
at runtime and selecting services based on some quality
property, for instance. The second one, supports altering the
behaviour of a component and the realisation of the service
it renders. Finally, the third kind of adaptation is oriented
to reconfiguring components in a non-localised way, it aims
at modifying how components relate and how the services
offered are activated or stopped. For more on it see [8]. It
works on the basis of a component model for DA and relies
on a formal foundation [15]. A related framework is the Dy-
namic System Infrastructure (DAiSI) [8]. This infrastruc-
ture introduces a dynamic adaptive component model which
defines how a component has to be structured for DA. Our
research indicates that in its current state DAiSI achieves
adaptation through parametrisation as well as composition
mechanisms. Anticipation to changes seems to be an open
issue in this framework, since there is no explicit mecha-
nism to cope with changes and it may not react to unan-
ticipated changes in the environment, rather on those indi-
cated by their configuration component manager (browser).
There is a good level of tool support. Another framework
is Dynamic TAO, an extension to “The ACE ORB” (TAO).
TAO is a standard CORBA Object Request Broker (ORB),
see [17]. The salient characteristic of DynamicTAO is the
capability of reconfiguring the ORB at runtime “by dynam-
ically linking/ unlinking certain components.” [11, 17]. It
enables remote reconfiguration and replacement of given
ORB components with no need to restart the whole ORB,
which is a useful trait for DA. It also provides the means for
uploading code with new implementations, which is also
essential for DA. Given its reconfiguration and replacement
capabilities, we consider it to be highly dynamic. We also
consider that the scope of adaptation, meaning the extent to
which the system adapts as a proportion of entities with DA
capabilities, is in DynamicTAO high, given that the under-
lying ORB framework allows, at least in principle, for any
of the constituent components to be adaptable.

Another framework is Mobility and ADaption enAbling
Middleware (MADAM). This framework provides a com-
ponent model with add-ons for adaptation [6]. With this
framework the possible variations for a system are accom-
plished through the recursive application of predefined re-
alisation plans. Realisation plans are actual composition
plans or predefined combinations of components given by
the designer. This component model includes an adapta-
tion manager. A composition or adaptation manager is a

common mechanism in most adaptive frameworks. Fur-
thermore, MADAM provides a middleware framework for
runtime adaptation with: context management, adaptation
management and configuration management. Its composi-
tion is based on parametric adjustments. Likewise, given
that adaptations are predefined in an adaptation plan by a
designer, unanticipated adaptation is not possible.

5.5 Model-Based Development of Dynam-
ically Adaptive Software (MBD DA)

Zhang and H.C. Cheng ([20, 21]) have worked on reli-
ability aspects of DA. The authors introduce an approach
to realise formal models for the behaviour of adaptive pro-
grams. This way, they provide a way to ensure that such
adaptations are safe with respect to system consistency. It
is based on state-machine representations of adaptive pro-
grams. The properties that the program should satisfy
throughout its execution are called global invariants. Adap-
tations are defined as adaptation sets and its behaviour is
represented as simple adaptive programs. The properties
of the adaptive program are local. Their method takes into
consideration dependency analyses for target components,
specifically determining viable sequences of adaptive ac-
tions and those states in which an adaptive action may be
applied safely. This technique supports safe adaptation.
MBD DA allows for insertion, removal, and replacement of
components, in response to changing external conditions.
Their work is explored at the example of a wireless multi-
cast video application. In addition a safe DA process has
been developed in a related project [20]).

Their state-machine based formal framework does cover
static and dynamic analysis. It is also capable of dealing
with runtime systems. Their approach can be supported by
different tool suites (see [20]). It offers a medium level of
tool support. There was no stronger evidence of a robust
tool set available. This work is more focused on providing
a formal framework for analysing adaptation programs than
on mechanisms or frameworks supporting adaptation itself.

6 CONCLUSIONS

After a review of a number of DA frameworks and ap-
proaches, we highlighted salient characteristics for DA sys-
tems; particularly the extent of changes or what we called
the scope of adaptations, whether these are performed at
the underlying framework or on a limited number of com-
ponents pre-enabled for DA. Also, the level of anticipa-
tion to changes is an important attribute, because it deter-
mines the capacity of the systems to cope with new services
or changes in the environment. Moreover, the particular
adaptation approaches may vary depending on the under-
lying foundation: components, services, or a combination
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of both. Another aspect is that the adaptation mechanisms
themselves are sometimes left to the decision of designers
and are specified as parameters on which the system recon-
figures or implements the adaptations.

In this work, we identified the need for further research
on DA mechanisms; which may allow for higher compo-
sitionality and flexibility. Some traits we recognise as sig-
nificant for DA systems are the breadth of the adaptation,
the mechanisms used to achieve adaptation, and the under-
lying framework or tools available. Another question that
influences DA is run-time discovery and replacement of ser-
vices, and the decision making process behind adaptation.

Finally, there is a need for a framework that allows for
runtime discovery or replacement of services, with a run-
time environment capable of verifying the reliability of
changes and preservation of the execution time bounds of
the software system. Specific attributes play a critical role
in DA, these are ensuring reliability of the adaptations and
preservation of the execution time of the software system
after adaptation, and keeping adaptation time within pre-
defined time bounds. In this regards, our survey reveals
open areas of research.
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ABSTRACT 

 

The increasing use of Information in virtual environments has 

broadened the problem of Information Management, as it ended 

by boosting the discussion about its solution towards 

technology. In this regard, this article introduces part of a 

research that proposes a realignment of focus in this debate 

making use of epistemology as it studies the process of 

planning, understanding and representation of Information 

resources, with particular emphasis on structuring according to 

Information Architecture. The theoretical framework started 

with Information Administration and Information Architecture 

presuppositions, as well as Project Management Methodology 

and Development of Information System Methodology. The 

understanding of information needs was developed making use 

of Domain Analysis for domain delimitation, understanding and 

judging the relevance of information within the field under 

review. Besides that it was complemented by investigations 

directed towards users through the use of Sense-Making 

approach, originating in Social Science, and Eliciting 

Requirements, with origins in Software Engineering. In 

dialogue with the Information Science and the Computer 

Science, this paper presents the basic definitions that has being 

cast some light on the path that it is traveled toward developing 

and structuring the project of Dataprev about the Content 

Management System for Brazilian Social Security. 

 

Keywords: Information Management, Domain Analysis, 

Eliciting Requirements, Sense Making, Information 

Architecture, Social Security, Brazil 

1. INTRODUCTION 

The way that society uses and treats information has been 

changing for the last three decades as a consequence of the 

emergence of new social, economic or technologic models. 

These models have promoted a paradigm shift as important as 

the press invention, or still, as the industrial revolution itself. 

We notice that information has evolved from a simple and 

mundane fact, with limited repercussion, to something that is 

increasingly becoming knowledge to obtain power. The 

expression “power” must be understood in its broadest sense, 

like, for instance, to use knowledge in order to gain economic 

benefits.  

 

Once technology has sped up the dissemination and exchange of 

information, the discussion about information treatment has 

catalyzed another transformation process. The large use of 

information spaces on the Internet (Web Sites), where data and 

information are available 24 hours a day, 7 days a week, has 

fertilized further more the change process already on its course. 

 

According to a historical view of information treatment, we 

come to the subject of Management Information (IM) which, in 

its genesis, sought to treat the collection and usage of human, 

technological, financial, material and physical resources to the 

management of information. These elements must be observed 

both with a view towards the strategic and operational levels, in 

order to make the information a useful resource and a part of 

business strategies for individuals, groups and institutions. The 

information inventory, the costs involved in the management 

and use of the information, beyond the identification of the 

existing informational gaps, were aspects considered in the 

scope of the studies upon IM, which were maximized with the 

incorporation of new technologies [1]. Levitan, one of the 

subject‟s precursors observes: 

 

“Information Management can be viewed as the keystone of 

information science and technology. Every activity in the 

eclectic profession -  from user requirements, system design and 

evaluation to document and knowledge representation, 

database organization, storage and retrieval techniques, hard 

and soft technologies applications, as well as repackaging, 

dissemination, and marketing – relates to the complex process 

of managing information. ” [2] 

 

In this direction, we note that the efforts of gathering, treatment 

and retrieval of data, information and documents, have also 

motivated the development of projects at the Brazilian Social 

Security System environment. Apart from the media in which 

data, information and documents are materialized, the 

development of these works is fundamental, considering that the 

Brazilian Social Security System acts as the keeper of the 

Brazilian citizens‟ information. 

 

The volumes involved in this Project point to a large volume of 

data, with a variety of types originated from many different 

sources. In the present day, there is a monthly payment of 

approximately 24 million of Benefits, with distinct Benefit 

Categories, each with distinct characteristics, demanding a 

differentiated treatment. This information is stored in very large 

databases and must be available to Brazilian citizens. In the 

universe of non-structured documents and information, studies 

point to a process volume of around 32,000 document 

movements per day, including administration processes, Benefit 

processes and other tasks. Considering the average of 15 pages 

per process, we find a total volume equivalent to 450,000 pages 

per day [1]. 

 

This business scenario, rich and with many nuances, brought us 

to delimit the context of the research, focusing on the use of 

documents, leading the project to the establishment of some 

definitions that were useful to the development of the work.  

We must remember that documents are means whose historical 

objective is to enable the communication and to provide the 

storage of knowledge. Therefore, these definitions were capable 

to lead us to an understanding of the activities that belong to the 

communication process, once different documents may bear 
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several meanings, allowing many interpretations, depending on 

the context in which they are inserted. The concept of 

Information may have its meaning associated to the document 

itself or, still, to the knowledge related to its content, both 

participants of a specific domain [3]. 

 

In this direction, to overcome the challenge facing the Social 

Security information environment, we sought support on the 

process of assembling an Information Architecture. In this 

thematic, the development method of researches related to the 

understanding, to the representation of the needs of information 

and management of such resources, must be conducted 

according to the phases of [4]: 

 strategic planning;  

 creation;  

 understanding and mapping;  

 capture and collection;  

 selection and treatment.  

 

Another approach that guided the study was obtained in Choo 

[5], for he presents a view of the information management 

which supports the steps listed above. This author also suggests 

the activity to be seen as a net of processes that acquire, create, 

organize, distribute and use information according to the 

Procedural Model of Information Management: 

 

 

 

 

 

 

Figure 1: Procedural Model of Information Management [5] 

 

According to a historical view, the definitions of Projects were 

always more related to areas of Engineering, where there were 

various projects for constructing buildings, bridges, planes, cars, 

ships and electronic equipments. Today, however, the project 

development theme began to create new ties and became part of 

other knowledge areas, contributing to the organization of new 

ventures in several fields of study. This view of projects was 

also used on the structuring of the research [1]. 
 

Therefore, we assumed that a project is a set of activities or 

measures planned to be executed with a determined execution 

responsibility in order to achieve given goals within a defined 

scope, with limited deadline and specific resources. 

 

In a complementary way, we sought support on development 

processes of Information Systems brought by the Computer 

Science, where the basic cycle of the project is organized by 

work phases. This cycle may be developed in the phases of [6]: 

 Conception; 

 Elaboration; 

 Construction; 

 Transition. 

 

This theoretical framework allowed the structuring of the work 

according to a set of phases and intermediate products that 

enabled the beginning of our interdisciplinary journey, seeking 

to overcome the barriers towards the structuring of the Brazilian 

Social Security System information resources. 

2.  UNDERSTANDING THE USER’S OBJECTS OF 

INTEREST 

According to the interdisciplinary vision proposed for the 

project, we started our way through some support points 

identified as essential to cope with the challenge of 

“understanding the users‟ information needs”. They are: the 

Domain Analysis, Sense-Making and Requirements Elicitation. 

 

 Within the Information Science (IS) scope, the domain analysis 

leads with the delimitation and comprehension of the set of 

information of a given context, through the understanding of the 

communication patterns and the relevancy. Some topics are 

studied in the field of the IS, such as: the use of strategies for 

the classification of subjects, users‟ controlled vocabularies and 

studies, may be understood as a type of Domain Analysis [7]. 

 

On the other hand, while working with domains especially 

within the scope of documents analysis, it is necessary to 

highlight the activity of the analysis of these documents 

subjects. According to an analytic-domain approach, a 

document may serve to different group of users that may use it 

to different purposes. Therefore, the subjects must not be 

identified from individual points of view, neither with general 

or universalized points of view, but must reflect the interests of 

the groups that use the information systems analyzed in the 

domain under study [8].  

 

In order to assist in the domain delimitation, it was necessary to 

get support from other field essential to the development of the 

Domain Analysis: the concept of information relevance, for it is 

necessary to clearly identify the context‟s limits of the subject 

under analysis [9]. In this direction, relevance now has a major 

role in the processes of acquisition, organization, storage, 

preservation, communication, interaction and use of 

information, mainly when such activities are executed and 

supported by Automated Systems of Information Retrieval. 

According to a still preliminary vision, these systems were 

developed to respond with information potentially relevant to 

people. Thus, it is possible to discern two interacting worlds: 

the IT world, with a relevance of a systemic category; and the 

Social Science world, with a relevance of the individual 

perception category [10]. 

 

Another point that has helped us on the domain delimitation 

was the possibility of using some models to measure the 

relevance [11] [12], which permitted to turn into prescriptive 

the identification process of the domain components under 

analysis. 

 

In the context of the Computer Science, however, the Domain 

Analysis is a method used in the development of systems and 

software engineering, which main object is to assist in the reuse 

of components of information systems. This work is developed 

by the Domain Analyst who tries to identify, capture, organize 

and represent all the relevant information of a domain. This 

relevant information will be used to develop systems, with the 

aim of making it reusable when creating new applications [12]. 

 

Pietro-Diaz explains that several types of information are 

generated during the process of systems development, from the 

requirement‟s analysis phase until the generation of source code 

programs. This information is aggregated to the domain 
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knowledge along with the new requirements for the current 

system, as well as for the requirements identified for the future 

system. Domain specialists and analysts identify the relevant 

information and synthesize them. With the support of a domain 

engineer, the knowledge is organized and grouped in the form 

of domain models and with reusable components patterns and 

collections. One of the Domain Analysis goals is to make all 

this information available to be reused [12]. 
 

The vision of creating instruments to enrich the Domain 

Analysis approach has passed through the analysis, 

understanding, formulation and exteriorization of a situation. 

This vision led us to the incorporation in our work proposal of 

the approach presented by Dervin. In this direction, the 

interpretation and understanding of the external world must be 

obtained through observation, for this observation will lead us 

to the cognitive internal senses related to actions and attitudes. 

The use of the guidelines proposed by Dervin was an instrument 

that enabled, according to a more pragmatic view, to build the 

logic of a series of everyday situation that are frequently 

undergoing a change process. These guidelines are listed bellow 

[13]: 
 

 Note the differences of opinion: find the way to think 

about the diversity, complexity and completeness. 

However, it‟s necessary to be careful not to simplify 

the domain under review neither submerge into a 

Babel Tower; 

 Use metaphors to analyze situations: trip metaphors 

through periods of time and space, the experiences of 

the past contributing to the future, supply the 

differences and promote alternative paths to overcome 

the differences and, finally, try to estimate the results 

obtained; 

 Try to project systems to serve the users. Think, ask 

and talk to the users; 

 Make interviews in order to understand the identified 

dislocations, use metaphors to conduct such 

interviews with the users; 

 Analyze the time-space periods, dislocating the 

individual attention and identifying the person-

situation binomial. This relationship is also called 

sense-making instance. Try to apply the results and 

generalizations of the project to the instances not to 

the individuals; 

 

The third support point proposed to this stage led us to some 

authors who have important works on Requirements Elicitation 

subject. 
 

In Goguen‟s vision most of the information desired by 

Requirements Analysts is present and available at the social 

context of users and managers, and must be extracted through 

interviews and questionnaires. Systems, functionalities, entities 

and associations, must work with synergy, cooperating in order 

to attend the established goals to this context [14]. 

 

Kontoya and Somerville present a series of techniques to carry 

out the work of requirements investigation. Similarly to what 

was proposed by Goguen, Kontoya and Somerville also point to 

interviews and documentary analysis, but observe that it may be 

necessary to complement these interviews with the use of other 

investigative approaches. To this end, the authors present, 

among several other techniques, the construction of scenarios 

that simulate the interactions between users and systems, the 

use of prototypes to support the experimentation of such 

scenarios and the process of observation with a social analyses 

of the context (called ethnography) [15]. 

 

Still in the field of requirements investigation techniques, 

Robertson and Robertson observe that it is possible to use 

techniques to construct scenarios with the use of documentary 

analysis1. These authors also present a technique based on 

requirements records in snow cards or white cards, which are 

given to the participants of the survey meeting. At the end of 

these meetings the cards are collected and gathered to be 

analyzed with further consolidation and recording of the results 

[16]. 
 

Although the views presented to the needs of understanding of 

information do not exhaust the subject, these views have 

contributed to the formulation of the project and helped to 

understand the things of the world, delimiting the domain under 

analysis and allowing the use of prescriptive orientations that 

made this work more objective. 

 

With the context delimited and the scope of the project 

established, we proceeded to the search of an structuring of the 

information content. In this direction, the use of the Information 

Architecture brought the basis to our project, for it has 

illuminated the path to be followed, once it presents 3 basic 

levels to the representation of processes linked to the cycle of 

information, as shown below (Figure 2): 

 

 

 
 

Figure 2: Information Architecture model proposal (adapted 

from [4]) 

3. DEVELOPING THE INFORMATION 

ARCHITECTURE IN A DOMAIN 

One of the precursors of the development of the Information 

Architecture theme was Richard Saul Wurman. He tried to 

understand how information was collected, organized and 

presented in a meaningful way for planners, architects and 

engineers. These professionals are responsible for processing 

the information to use in projects of urban environments and 
also for the planning of transport channels. With the evolution 

and development of the subject, the Information Architecture 

had its operational area expanded and also began to be applied 

                                                 
1 The original expression used by Robertson and Robertson is 

“Document Archelogy”. 26

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



 

 

in order to attend users, enabling them to make use of this 

information organization. 

 
We may understand that the Information Architecture concept 

gathers two very broad terms: “Information” and 

“Architecture”.  

 

The first addresses to Architectural issues, or issues of 

Architecture, where, since ancient times, a field of knowledge 

studies, plans and organizes the spaces in accordance to the 

requirements of its users, always seeking to work with 

appropriate measures and placing objects in their due space  

with elegance and harmony. This includes an outlook according 

to a perspective view, both geometric and spatial, besides 

counting with symmetry in relation with the whole. Lastly, 

according to economicity aspects of its elements and materials 

[17]. 

 

The second addresses to the definition of Information, which in 

itself gives rise to a specific study once the information is a 

complex object that deserves to stand out in any branch of 

knowledge. To develop the project the information is 

understood as an input to the generation of knowledge, it is the 

link between thinking and attitudes, and finally, a set of data 

endowed with relevance and purpose [9]. 

 

According to a historical view the Information Architecture 

theme was developed from a concept advocated by Zachman 

[18] and Sowa and Zachman [19], who mainly observed the use 

of different views in the conception of the architecture of a 

same product. Evernden [20] extended Zachman‟s concepts to 

the information environment, bringing different perspectives – 

organizational, of business and technological – and created a 

“big picture” to generate the Information Architecture. This 

map is composed of 8 factors (categories, understanding, 

presentation, evolution, knowledge, responsibility, process and 

meta-information), which are built from a diagnosis of the use 

of information in organizations [21]. 
 

In order to understand the organization of these characteristics 

and, supported by Evernden and Evernden [21], we proposed 

the set of recommendations presented below: 

To categories: 

 Try to classify and group items by similarity; 

 Use differentiation to categorize elements of the 

domain; 

 Divide big problems into smaller parcels; 

 Allows organizing and structuring information. 

To comprehension and understanding: 

 To structure information and data from the existing 

understanding; 

 Try to interpret and use information in innovative 

ways; 

 Try to discover new meanings, patterns and 

tendencies; 

To presentation: 

 Try to improve the use and understanding of the 

information; 

 Try to communicate ideas and messages; 

 Try to persuade the participants by stimulating them 

to present scenarios of information with impact and 

passion; 

To evolution: 

 Keep everything that is relevant up to date; 

 Prioritize and control changes; 

 Recognize both changes and new ideas; 

To knowledge: 
 Codify personal knowledge as a corporative 

information resource; 

 Apply personal experience and profiles to the 

information; 

 Learn through feedback and practice; 

To responsibility: 

 Account for the changes and identify those 

responsible for them; 

 Reconcile differences of opinion; 

 Coordinate efforts being developed in the 

organization; 

To process: 

 Improve efficiency, effectiveness and productive use 

of information; 

 Improve the value and reuse of information; 

 Maximize information feedback; 

To meta-information: 

 Promote a language and a grammar to information 

management; 

 Develop guidelines and patterns to improve the use of 

information; 

 Promote the use of indexes to the use of information. 

 

Continuing with the structuring in accordance to an Information 

Architecture, but bringing now the influence of technological 

aspects, we observe in Rosenfeld and Morville [22] the 

direction of their work towards the structuring and evaluation of 

Web environment. Observing aspects of information usability 

and retrieval, these authors also describe some guiding 

principles to the development of content projects on Websites. 

The outline of an Information Architecture passes, necessarily, 

through the organization of its elements: context, content and 

users, with all these elements related to the domain being 

reviewed. They are utilized to help in the definition of large 

categories that may be used in the preparation and in the 

framework of the Architecture, validating the propositions 

congregated in Evernden and Evernden. 
 

In complementation, the guidelines pointed on Hourican‟s work 

[23] characterize the Information Architecture as a result of a 

work process centered in aspects of use, search and retrieval. 

The Information Architecture starts to develop itself towards the 

understanding of Structure, People, Processes and Tools. 

 

This author also presents large groups of tools that may help in 

the implementation of an Information Architecture [23]: 

 Content Management Systems – A system that 

facilitates the capture of the content, the management 

and publishing of different elements and applications, 

mainly on Web environment; 

 Document Management Systems – A system that 

supports the Management of documents within 

companies. May include functionalities of document 

versioning and use of electronic sheets, and also 

controls and manages the storage and dissemination 

of them; 

 CRM Systems – A system to manage information of 

people who interact with the company (costumers, 

suppliers, partners, etc.); 

 Search engines to retrieve and search information, 

based on mathematical algorithms and categorization 

schemes, with accounting of the pages accesses; 

 Portals that assemble different contents on a single 

and customized interface; 
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 E-commerce & E-business facilitating the realization 

of business and commerce through the internet; 

 E-mails management, including search, classification, 

retrieval, analysis and statistics of the use of these 

elements. 

 

The contributions gathered on Haverty [24] indicated that the 

elaboration proposal of an Architecture starts as targets and 

objectives of high level, the detailing of this work, however, 

must be conducted in an inductive way and rises from the 

understanding of the user information needs. Haverty also 

observes that the Information Architecture needs to incorporate 

representations by means of diagrams, as a way to facilitate the 

understanding of the problem. 

 

Hence, supplied by the interdisciplinary look and with a 

theoretical framework, we begin the task of creating the leading 

thread that could guide us on this journey. Therefore, our 

biggest challenge was to define exactly which elements of the 

domain were necessary to design the Information Architecture 

of a company, once users will have to interact directly with 

many of these components. 

4. RESULTS 

As previously observed, with the justifications brought by these 

approaches, the project began to be designed and structured. 

The assembly of these views enabled the junction of the specific 

stages and objectives established in each stage [1]. We must 

point out that the stage of Logical Design is still ongoing and, 

for that matter, its actions were identified as “under 

development”. 

 

Stage: Project Planning 

Objective: To help in the planning and investigation of the 

reason why this project was necessary, trying to find a clear 

definition about the motivation and definition of the work 

scope. 

Actions Developed: 

 Delimitation of the context, contemplating the 

Mission, Targets, Objectives, Sponsorship, Policies, 

Cultures and Technologies. 

 Establishment of the responsibilities associated to the 

project. 

 Establishment of a plan of communication. 

 Identification of both the domain to be analyzed and 

the users. 

 Definition of the approach to investigate the domain. 

 Survey and analysis of the works previously 

developed. 

 Identification of the information assets aligned with 

the business goals of the organization. 

 

Stage: Specification of the Information Resources 

Objective: To help in the definition of the work through the 

understanding of the resources that are generated, delimiting the 

domain and specifying with detail the elements that shall 

compose this context. 

Actions Developed: 

 Survey with detail of the domain content. 

 Utilization of the information relevancy to help in the 

identification of the domain elements 

 Definition of the criteria that will help the users in the 

measurement of the relevancy. 

 Elaboration of a preliminary model with a graphic 

representation of the domain elements, as well as their 

associations. 

 Complementation of the understanding on domain 

elements using approaches oriented to the users. 

 

Stage: Logical Design of the Information Architecture 

Objective: To help in the structuring and organization of the 

content representation, the navigation and the meta-information, 

in order to allow the effectively use and retrieval of the content. 

Actions under development: 

 Organization and classification of resources and 

contents. 

 Identification of the responsible for the contents. 

 Identification of the needs of retrieval and search 

engines 

 Utilization of metadata to help the representation. 

 Representation of the navigation and the content. 

 Utilization of an Information Architecture view. 

4.1 THE INTERMEDIARY PRODUCTS 

GENERATED 

The use of Information Architecture led us to an outline of 

categories and relationships, which permitted the development 

of a project to the storage of the Information Resources of 

Processual Research Center and Social Information Register. 

 

 
 

 

Figure 3:  Information Architecture – Processual Research 

Center 

 

 

 

Figure 4:.  Information Architecture – Social Information 

Register 

5. FINAL CONSIDERATIONS 

As presented at this report introduction, the rising of the Web 

environment has contributed to increase the amount of problems 

of Information Management, which caused a shift of focus from 

the resolution of the problem to the use of technological 
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approaches. Mostly on large information volume environment, 

the retrieval solutions began to be structured from magical 

search mechanisms that proposed to bring all the relevant 

information. As from the implementation of this project and 

with the support of the theoretical contribution presented here, 

we hope to reduce the uncertainties of the Information 

Management, contributing to the process of Content 

Management in the Web environment, especially to the set of 

information of the Brazilian Social Security System. 

 

6. REFERENCES 

[1] RIBEIRO, C. J. S. Diretrizes para o projeto de 

portais de informação: uma proposta 

interdisciplinar baseada na Análise de Domínio e 

Arquitetura da Informação. 2008, UFF-Rio de 

Janeiro. 

[2] LEVITAN, K. B. Information Resource(s) 

Management - IRM. Annual Review of Information 

Science and Technology (ARIST), No. 17, p. 227-

266,  1982, pp. 227  

[3] HJØRLAND, B. Theory and metatheory of 

information science: a new interpretation. Journal of 

Documentation, Vol. 54, No. 5, 1998, pp. 606-621. 

[4] LIMA-MARQUES, M.; MACEDO, F. L. O. 

Arquitetura da Informação: base para gestão do 

conhecimento. In: TARAPANOFF, K. (Ed.). 

Inteligência, Informação e Conhecimento. Brasília: 

IBICT/UNESCO, 2006, pp.241-255. 

[5] CHOO, C. W. A organização do conhecimento: 

como as organizações usam a informação para 

criar significado, construir conhecimento e tomar 

decisões. 2a. ed. São Paulo: SENAC, 2006, pp. 404. 

[6] JACOBSON, I. B., G.; RUMBAUGH, J. The unified 

software development process.   Addison-Wesley 

Longman Publishing Co. Inc., 1999.  

[7] HJØRLAND, B.; ALBRECHTSEN, H. Toward a 

new horizon in information science: Domain-analysis. 

Journal of the American Society for Information 

Science, Vol. 46, No. 6, 1995, pp. 400-425. 

[8] HJØRLAND, B. THE CONCEPT OF „SUBJECT‟ IN 

INFORMATION SCIENCE. Journal of 

Documentation, Vol. 48, No. 2, 1992, pp. 172-200.  

[9] RIBEIRO, C. J. S. Em busca da organização do 

conhecimento: a gestão da informação nas bases de 

dados da Previdência Social Brasileira com o uso 

da abordagem de Análise de Domínio. 2001, UFRJ- 

Rio de Janeiro. 

[10] SARACEVIC, T.  Relevance: A Review of the 

Literature and a Framework for Thinking on the 

Notion in Information Science. Part II: Nature and 

Manifestations of Relevance. Journal of the 

American Society for Information Science and 

Technology, Vol. 58, No. 13, 2007, pp. 1915–1933.  

[11] GREISDORF, H. Relevance thresholds: a multi-stage 

predictive model of how users evaluate information. 

Information Processing & Management, Vol. 39, 

No. 3, 2003, pp. 403-423.  

[12] PRIETO-DIAZ, R. Domain analysis: an introduction. 

SIGSOFT Softw. Eng. Notes, Vol. 15, No. 2, 1990, 

pp. 47-54. 

[13] DERVIN, B. Sense-making theory and practice: an 

overview of user interests in knowledge seeking and 

use. Journal of Knowledge Management, Vol. 2, 

No. 2, 1998, pp. 36-46.  

[14] GOGUEN, J. A. Requirements engineering as the 

reconciliation of social and technical issues In: 

JIROTKA, M. e (ORGS.), J. G. (Ed.). In: 

Requeriments Engineering, Social and Technical 

Issues. San Diego: Academic Press, 1994. 

[15] KONTOYA, G.; SOMERVILLE, I. Requirements 

engineering: process and techniques.  West Sussex, 

England: John Willey & Sons, 1998.   

[16] ROBERTSON, S.; ROBERTSON, J. Mastering the 

Requirements Process.  London: ACM-

Press/Addison-Wesley, 1999. 

[17] VITRUVIUS. The ten books on architecture.  New 

York: Dover Pub. Inc., 1960.   

[18] ZACHMAN, J. A. A Framework for Information 

Systems Architecture. IBM Systems Journal, Vol. 

26, No. 3, 1987, pp. 276-292.   

[19] SOWA, J. F.; ZACHMAN, J. A. Extending and 

Formalizing the Framework for Information Systems 

Architecture. IBM Systems Journal, Vol. 31, No. 3, 

1992, pp. 590-616. 

[20] EVERNDEN, R. The Information FrameWork. IBM 

Systems Journal, Vol. 35, No. 1, 1996, pp. 37-68.   

[21] EVERNDEN, R.; EVERNDEN, E. Information 

First: Integrating Knowledge and Information 

Architecture for Business Advantage. First. 

Burlington, 2003.     

[22] ROSENFELD, L.; MORVILLE, P. Information 

Architecture for the World Wide Web. 2nd Edition.  

O´Reilly Media Inc, 2002.  

[23] HOURICAN, R. Information Architectures - What 

are they? Business Information Review, Vol. 19, 

No. 3, 2002, pp. 16-22.  

[24] HAVERTY, M. Information architecture without 

internal theory: an inductive design process. Journal 

of the American Society for Information Science 

and Technology, Vol. 53, No. 10, 2002, pp. 839-845. 

29

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



In-Home Telerehabilitation as an alternative to face-to-face treatment: Feasability in 

post-knee arthroplasty, speech therapy and Chronic Obstructive Pulmonary Disease 

 

Michel Tousignant 

School of Rehabilitation, University of Sherbrooke 
Sherbrooke, Québec, J1H 5N4, Canada 

 
And 

 

Mathieu Hamel & Simon Brière 

Research Center on Aging 
Sherbrooke, Québec, J1H 4C4, Canada 

 

ABSTRACT 

The purpose is to show three technological 
innovations used in in-home telerehabilitation and 
results regarding the efficacy pilot studies. 
Telerehabilitation systems in enhanced by TERAS 
software, externals sensors and  control of the 
camera. Based on our experience, residential 
Internet network is of sufficient quality to make in-
home teletreatment feasible. Innovative 
technologies improve teletreatment sessions. 
Telerehabilitation seems to be a practical 
alternative for home visits by a physiotherapist for 
dispensing rehabilitation services. 

Keywords 

in-home telerehabilitation, teleconsultation, 
elderly, total knee arthroplasty-TKA 

INTRODUCTION 

In-home telerehabilitation, defined as the provision 
of remote rehabilitation services to individuals with 
persistent and significant disabilities via 
information technologies and telecommunications 
in their home [1], is growing as a complementary or 
alternative intervention to traditional face-to-face 
therapy in home care and outpatient services. The 
rationale for in-home telerehabilitation is to expand 

and facilitate the delivery of rehabilitation services 
to people who cannot access them due to a 
shortage of or lack of access to services, long 
waiting lists for home care services or problems 
getting to and from the clinic [2]. Clinical care that 
can be provided via in-home telerehabilitation 
encompass active treatment and follow-up [3] as 
opposed to diagnosis and evaluation by 
teleconsultation. 

PURPOSE OF THE PAPER 

The purpose of this presentation is to show three 
technological innovations used in in-home 
telerehabilitation. Moreover, we present 
preliminary results regarding the efficacy of in-
home telerehabilitation as an alternative to 
conventional rehabilitation services provided 
following an acute illness.  

TECHNOLOGICAL INFRASTRUCTURE FOR 

TELEREHABILITATION SERVICES 

Based on experience from two previous studies [4, 
5], a telerehabilitation platform was developed and 
refine. The platform includes various components 
in order to provide a user-friendly experience to 
both the clinician and the patient at home. While 
being similar in many ways, two different systems 
were used to provide telerehabilitation services: an 
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- he 
telerehabilitation platform and software interface 
for both systems are illustrated in Figure 1. 

The core of these systems is the videoconferencing 
system (Tandberg 550 MXP), which uses a h.264 
video codec and integrates a pan-tilt-zoom (PTZ) 
wide angle camera and an omnidirectional 
microphone. The system is mounted over a 20-inch 
LCD screen, which displays the video received from 
the other end. Audio can be played using external 
speakers placed on both sides of the screen (the 
internal LCD screen speakers are rarely sufficient to 
provide a satisfactory experience). 

 

Figure 1 - Telerehabilitation systems. Components of both 
systems are identified: A) Videoconferencing system, B) LCD 
screen, C) Router and modem connecting to the internet, D) 
Sensors and external devices, E) Clinician computer and screen 
display. 

Video and audio data is encrypted and transmitted 
over a high-speed internet connection, allowing 
communication using a maximum bandwidth of 512 
kbps for both upload and download. The system is 
also resilient to packet loss and ensures that audio 
and video are correctly synchronized. The in-home 
system can include external wireless sensing 
devices such as oxymeters, respiratory belts, 
instrumented soles and inertial measurement units 
(figure 2). These sensors provide additional 
information in real time to the clinician such as 
oxygen saturation level, heart rate and anatomical 
angles. The bandwidth will vary accordingly to the 
numbers and type of sensors included in the setup. 

The clinician system adds a computer to the in-
home system. A software interface (TeRA), running 
on this computer, provides user-friendly control 
and monitoring of videoconferencing sessions, 
cameras control, built-in clinical tests, photo and 
video recording and external sensors and devices 
support [6]. TeRA workflow is represented in Figure 
2. The platform was developed to ensure that 
interactions between clinicians and clients during 
the telerehabilitation sessions were not impeded 
by technology, but facilitated with user-friendly 
interfaces. A special effort was made to provide a 
mouse-based interface to intuitively control, from a 
unique screen through point-and-click or area 
zoom, PTZ camera functions at both sites. This 
functionality is represented in the Figure 3. 

 

Figure 2  Externals sensors. A computer can be included in 

the in-home system to accommodate several external sensors. 
The computer is wirelessly connected to the router and the 
sensor network is connected to the computer. Sensors 
illustrated in the picture include: inertial measurement units, 
respiratory belts, pulse oxymeters and instrumented soles. 
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Figure 3 - TERA software. When the software is launched, the 
A), login screen, appears where access privileges can be 
controlled as each user has a unique login ID. On a successful 
login, the B), main screen, is displayed, where the user can 
select a client and easily connect to it by double-clicking the 
connect button, bringing in the C) interface displaying the 
connection process. When the connection is complete, the D) 
interface display the remote video and provides camera 
control and E) test completion directly into the software. 

 

Figure 4 - Camera Control. Camera control is entirely done 

with the mouse. On a click, the camera centers on that point. 

In A), the users select an area with the mouse and release the 

mouse button. The camera moves and centers on the area as 

shown in B. 

CLINICAL PILOT STUDES USING INNOVATIVE 

TECHNOLOGY 

Post-knee arthroplasty [4] 

Purpose: The purpose of this study was to 
investigate the efficacy of in-home 
telerehabilitation provided following knee 
replacement surgery (Total Knee Arthroplasty-TKA). 
Setting was a service center linked to the home of 
the patient by high speed residential internet 
service. 

Method: A pre/post-test design without a control 
group was used for this pilot study. Five 
community-living elders who had knee arthroplasty 
were recruited prior to discharge from an acute 
care hospital. Telerehabilitation treatments (16 
sessions) were conducted by two trained 
physiotherapists from a service center to the 

isability (range of motion and 
balance) and function (locomotor performance in 
walking) were measured in face-to-face evaluations 
prior to and at the end of the treatments by a 
neutral evaluator. The satisfaction of the health 
care professional and patient was measured by the 
use of questionnaires. 

Knee range of motion 

 

 

 

 

Balance 

 

 

 

 

Patient 3 

   

   

 

 

Results: Technology was robust despite some loss 
of connection in the sessions. Indeed, the 
satisfaction of the health care professionals 
regarding the technology and the communication 
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experience during the therapy sessions was similar 
or slightly lower. One participant was lost during 
follow-up, which was not due to the technology. 

Clinical outcomes improved for all subjects and 
these improvements were sustained two months 
post-discharge for in-home telerehabilitation. The 
satisfaction of the participants with in-home 
telerehabilitation services was very high.  

SPEECH THERAPY (NOT PUBLISHED) 

Purpose: The purpose of this study was to 
investigate the efficacy of speech therapy 
teletreatment for rehabilitation services provided 
following a cerebral vascular accident. The setting 
was a service center and a simulated home (inside 
the service center) using high-speed residential 
internet services. 

Technology related to speech therapy: The 
telerehabilitation platform was adapted for the 
purpose of speech therapy treatment. Indeed, 
patients must react to visual cues presented by the 
clinicians. Therefore, an interactive computer was 
inserted in the platform. 

 Method: The design used for this study was a pre-
post test with a baseline such that the patient is his 
own control. The in-home speech therapy 
teletreatment was delivered over a period of two 
months. Three patients (two women and one man) 
who have had a cerebral vascular accident (CVA) 
with language problems were recruited. They were 
at different stages of their rehabilitation:  2, 6 and 8 
months post-CVA. Subjects, depending on failed 
items in the recognition task at the assessment,, 
weredivided in two groups for the treatment: half 
was trained in the in-home teletreatment and the 
other half was not trained (control). The 
comparison between the number of successful 
items before and after treatment served as 
outcome measures. 

Results: Despite the frailty of patients, technology 
was considered very satisfactory for their 
treatment. Clinical outcomes improved for the 

three subjects: they showed huge improvement of 
the trained items compared to the not trained 
items 

Patient 1   

 

  

Patient 2 

 

Patient 3 

 

 

CHRONIC OBSTRUCTIVE PULMONARY DISEASE 

(COPD) (NOT PUBLISHED) 

Purpose: The purpose of this study was to 
investigate the efficacy of in-home physiotherapy 
teletreatment for rehabilitation services provided 
for COPD patients.  
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Technology related to cardiopulmonary 

rehabilitation: The telerehabilitation platform was 
adapted for the purpose of treatment of 
cardiopulmonary rehabilitation. Indeed, some 
physiological data must be controlled in direct time, 
like cardiac frequency and oxygen saturation. Thus, 
a Nolin probe was inserted in the platform. 

Method: A pre/post-test design without a control 
group was used for this pilot study. One 
community-living elder with COPD was recruited 
prior to discharge from his rehabilitation program. 
Telerehabilitation treatments (16 sessions) were 

 by two trained 
physiotherapists from the service center. Function 
(locomotor performance in walking) and quality of 
life were measured in face-to-face evaluations prior 
to and at the end of the treatments by an 
independent evaluator.  

Results: Locomotor performance did not change 
between T1 and T2. However, the four aspects of 
quality of life improved over time. 

Patient 1 

 

 

 

 

 

CONCLUSION 

A residential Internet network is of sufficient 
quality to make in-home teletreatment feasible. 
Innovative technologies improve teletreatment 
sessions. Telerehabilitation seems to be a practical 
alternative for home visits by a physiotherapist for 
dispensing rehabilitation services. 
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ABSTRACT

This paper analyzed the model design process of data

warehouse project and the various factors which affected the

performance in data warehouse model design. Then the author

introduced the multistage fuzzy comprehensive evaluation

method, and studied its application to the data warehouse’s

model performance evaluation, and gave the performance

measure model of data warehouse based on multistage fuzzy

comprehensive evaluation method.

Keywords: Data Warehouse, Fuzzy Comprehensive

Evaluation, Performance Analysis and Model Design,

1. Introduction

Data warehouse provides effective system support and

information for end users’ decision-making process. It is a

subject-oriented data system which changes over time changing.

The data in it is extracted and converted from many existing

businesses data. Its feature determines the design of data

warehouse is not only a business-driven engineering, but also

data-driven one. Therefore, engineering design must focus on

the effective extraction, synthesis, integration, and mining data

from the existing database resources. In the development of data

warehouse project, data-driven model design is the key point.

In practice the performance issues of data warehouse become

increasingly important[1]. The huge scale of data warehouse

and the fast-growing data volume lead to the strict requirements

on system performance and have special significance on the

control and evaluation of the performance in the data warehouse

engineering. It is completely necessary that we analysis and

evaluate the performance during the data warehouse model

design stages.

2. Model design of data warehouse and

performance analysis

Data warehouse can not maintain a constant workload. It

needs to continue understanding the users' analytical

requirements, and provide users with accurate and useful

decision-making information, so the establishment of data

warehouse is a dynamic process to meet new user demands.

Large-scale and continuous expansion of data, as well as rapid

growth of user workload make the performance index become

an essential target to determine the quality of data

warehouse[2].

In the traditional system lifecycle, there is always a lot of

analysis and planning, but in the process of data warehouse

design, system developers have not enough time to analysis and

plan. Engineers are often required to integrate and develop data

warehouse in a very short time. So system developers often

have not chance to do a comprehensive performance analysis

and the capability design .And it is very difficult to manage the

performance in the entire data warehouse development process.

As the workload is very difficult to be predicted, we often find

the performance problems until the last. Therefore, we must

continue evaluating and analyzing the performance during the

data warehouse development phase.

Model-based data warehouse design comprises conceptual

35

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



model, logical model, and physical model design. Conceptual

model represents the relationship of "business information" in

the real world. Logical model uses tables to store data, and it is

also the relational model. Physical model involves the physical

storage structure of these tables, such as the table index design.

The performance analysis of data warehouse will be detailed

below.

Figure1. Model design and performance factors

2.1 The conceptual model’s performance factors

Conceptual model is a business model and requires analysis

from business decision-makers, business domain knowledge

experts and IT experts in cross-enterprise business system.

Conceptual model establishes a robust model based on

integration and reorganization of the data in the existing

database system. So we must analyze the existing database

system at first, make clear the content and organizational

structure of the existing database system, and then consider how

to build an effective conceptual model.

The original design documents of the database and the data

relationship pattern in the data dictionary can clearly reflect the

company's existing content, but a conceptual model of data

warehouse is a global business-oriented model, and it provides a

unified conceptual view for data integration from the various

application-oriented databases.

So, determining the subject field of the model can have a

good design border, and will not introduce the redundant data.

The clear definitions of decision-making type can help

designers make sure the best decision optimization point. At the

same time, the preference of decision-makers and

decision-making information sources are also important factors

in the model customization.

Partitioning the subject field can give a definite business

value and a goal of the data warehouse.

Good Partition can cut down the unnecessary redundancy of

system, reduce the relationships between various subjects within

the range of possibilities and optimize performance. Subject

field's public key can represent the characteristics and data links

of the data warehouse, and make the inner relevance of data

clear. The force or relevance linked by public key between the

subject fields has important impact on data interaction and

integration. At last, field attribute group definition must reflect

the abstract subject field.

In a conceptual model, the performance evaluation has a very

vague standard. But subject field partition, public key between

fields, determining the link and field attribute group are

important factors which affect the performance.

2.2 Logical model‘s performance factors

Logic model defines the logic implementation of subject

which is being loaded, and records the relevant content in the

data warehouse’s meta-data[3] ,that including the granularity

definition, data partitioning strategy, the division of the table

and the definition of the sources of data ,etc. We have to

consider the performance of the following factors below.

1. Analysis of subject field

In the conceptual model, the basic subject field has been

established, but data warehouse design is an iterative process,

we must analysis a few basic subject field established in

conceptual model, and select the first subject to implement. The

primary consideration of select strategy is that subject should be

large enough to be built into a system can be applied, but it must

Concept Model

Design Process

Logic Model

Design Process

Physical Model

Design Process

Subject-field
partition;
Public key
between Fields;
Determination
the link;
Field attribute

group

Analysis of subject
area;
Granularity levels
classification;
Data partitioning
strategy;
Definition the

relationship

Data storage
structure;
Index strategy;
Location of the
data store;
Storage

allocation

User Requirements Analysis
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be small enough to be facilitated and implemented rapidly. If

the subject is too large and complex, we can implement a

meaningful subset of it. In each feedback process, it is

necessary to analyze subject field. The size of the subject field

is an important factor of the logical model’s performance.

Secondly, subject field should be independent, though there

are interactions, but it must have an independent meaning, and

clear border to define data.

Finally, subject field should be of completeness, that is, all

the analysis data of this defined subject can be found in this

subject field. If it involves new data, new data should be added

to the subject. This is an evaluative process of gradual

optimization.

2. Partition of granularity level

In logical design of data warehouse it is necessary to determine

the granularity levels which directly affect the amount of data

and the appropriate query type. By estimating the number of

data rows and the number of DASD, we can determine to

choose single granularity or multi-granularity, as well as the

granularity levels of partition. The appropriate levels of

granularity partition contribute to the overall data warehouse

performance.

Logical model design is faced with a design problem of the

granularity determination that affects the size of the amount of

data stored in data warehouse and the query type that the data

warehouse can give. Rational determination of the granularity

has a direct impact on other aspects of design. Therefore,

trade-off should be made between the amount of data the size

and level of detail.

3. Determining data partitioning strategy

In order to select the appropriate data partitioning criteria, the

general performance factors below should be considered: The

amount of data which determine whether the data segmentation

should be partitioned and how to partition, the requirements of

data analysis and processing which are the data partitioning

standards for the analysis and processing of data partition and

closely linked to the object, whether partition strategy is simple

and being the easiest to implement. At last data partition must

also be fitful for the granularity levels.

4. Relational mode definition

Each subject is implemented by a number of tables, and these

tables link together to form a complete subject by the public key.

In the conceptual model, we have identified the basic subject of

the data warehouse, and describe each subject's public key keys

and basic contents. In logical model the selected subject must

be partitioned to form a number of tables, and the relationship

mode between the tables must be defined. The relationship

mode‘s definition effects data warehouse query and analysis

performance.

2.3 The physical model‘s performance factors

Physical model design is to define the data storage structure

and the index strategy, determine the location of the data and

storage allocation. To achieve high-performance physical model,

the designer must explicitly define a table index structures and

index optimization, classify and merge the table reasonably,

establish hardware-optimized storage structure, model time and

space efficiency based on the data environment, frequency of

data usage, data scale and response time requirements, optimize

time and space efficiency, and make clear external storage

devices. External storage equipment design involves the layout

of physical storage, partition principle, block size requirements,

device I / O characteristics, etc.

3. Fuzzy comprehensive evaluation on

performance factor of model design

Target First-class

Indexes

Second-class Indexes

Evaluation of

data warehouse

model design

performance(U)

Conceptual

model

design ( U1)

Subject-field partition; ( U11)

Public key between Fields( U12)

Determination the link between the

subject area( U13)

Determination the field attribute

group( U14)

Logical

model

design ( U2)

Analysis of subject area( U21)

Granularity levels

classification( U22)

Data partitioning strategy( U23)

Definition the relationship( U24)

Physical

model

design ( U3)

Determination the data storage

structure( U31)

Index strategy( U32)

Location of the data store( U33)

Storage allocation( U34)

We will quantify the performance index of data warehouse

by quantitative analysis. Taking it into account that all

performance factors are dynamic and most factors are difficult
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to describe quantitatively, but it will reduce the information

asymmetry by the use of fuzz evaluation process[4]. Therefore,

this paper will use fuzzy comprehensive evaluation method to

quantify the various factors and evaluate the performance of the

data warehouse model design process.

3.1 Establishing fuzzy evaluation sets of Data model

performance index

The evaluation factors of data warehouse model design

performance set can be expressed as: U={U1 U2 …… Un},

the weighting set is A={A1 A2 …… An}, and Ai ( i=1,2,…n)

is the weighing of Ui :

n

i

ii AA
1

1,10

Ui={Ui1 Ui2 …… Uin} (i=1 2 …… n.).

The weighting set is Ai={ai1 ai2 …… ain}, where

aij(j=1,2,…… n) is the weighing of uij ,

n

j

ijij aa
1

1,10

The performance indexes in Data Warehouse model design

comprise the conceptual model design performance, logic

model design performance, and physical model design

performance. Therefore, the performance factors set of model

design process are given below:

U={U1 U2 U3}= (Conceptual model design, Logical model

design, Physical model design)

U1={U11 U12 U13 U14 U15}= (Determination the subject

domain classification , Determination the domain's public key,

Determination the link between the subject area , Determination

the field attribute group)

U2={ U21 U22 U23 U24 U25}= (Analysis of subject area,

Granularity levels classification, Determination the data

partitioning strategy, Definition the relationship between

schema definitions)

U3={ U31 U32 U33 U34 U35} = (Determination the data storage

structure, Determination the index strategy, Determination the

location of the data store , Determination the storage allocation)

According to the above-mentioned system analysis, we

structure the index system as follows:

Table 1 the index system of performance evaluation

3.2 Multi-stage mathematical model

We adopt the method of comprehensive evaluation combining

AHP with FUZZY to carry on the evaluation of enterprise

management environment, the procedures are as follows [3]:

(1)Get the set of the first-class Indexes: U = (U1, U2, U3), and

their respective weights: W

= (W1, W2, W3).

(2) Get the set of the second-class Indexes: Ui = (Ui1, Ui2, …,

Uin), and their respective weights: WU= (WU1,WU2,…, WUn).

(3) the set of modal particle: suppose V = (v1,v2, …,v5) as a set

of modal particle ,which shows various grades of judgment

from below to top, as shown in the following Table 2:

Table2. The distribution of the indexes judgment results

Index

Grade

V1 V2 V3 V4 V5

Index

Score

[90,100] [80,90) [60,80) [30,60) [0,30)

Index

Judgment

Fairly

good

Good average bad Quite

bad

(4) Give the comprehensive evaluation to the factors of each

Ui according to the basic model:

Ri=

521

252221

151211

...

............

...

...

mmm rrr

rrr

rrr

Meanwhile, rsjmeans the subordinate degree of factor index ris

to the Vj judgment, which fulfils:

)5,...2,1;,...2,1(1,10
1

jmsrr
m

j

sjsj

(5) Give a comprehensive evaluation to the factors of Ui

according to the basic model. Fuzzy matrix Ru is used to

represent the fuzzy relation from U to V:

Ui =Wi Ru = (U1,U2,…,U5)

(6) Use the synthetic operation of fuzzy matrix to get A

comprehensive evaluation model: A=Wi Ru, and Ru = (U1, U2,

U3).

To conclude, (A, V, R) constitutes a mathematical model of

fuzzy comprehensive evaluation, fuzzy matrix R converts fuzzy

sets U and Ui into fuzzy set A, and then A is the fuzzy

comprehensive evaluation for the target.

(7)To suppose F = (f1, f2… f5)
T F is a set of scores and a

vertical vector, which means the standard scores of each factor
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in the set V.

(8)We can calculate the score Z of performance of data

warehouse by the multiplication of the vectors, Z is the

algebraic value: Z=A F. Then we can appraise enterprise

performance of data warehouse according to the valve of F.

3.3 Data and empirical analysis

Taking a practical data warehouse project as an example, we

choose some relevant data warehouse experts, senior engineer

from a software company in China to score the performance.

We suppose that full marks are ‘100’,then divide and arrange

them on five grades according to their scores, every experts

gives the score on every item, the evaluation matrix of all

factors is as following:

6/13/26/100

003/13/13/1

06/16/500

006/13/26/1

In the matrix, rsj =the total score of j grade of s item / the

number of scoring persons

The weights of the sub factors can be obtained by AHP, the

result is as follows:

A1 = (0.75, 0.25), A2 = (0.22, 0.36, 0.09, 0.33)

The subordinate-degree vector to the modal set V is as follows:

A = (0.59, 0.41)

The second layer fuzzy evaluation as follows:

B1 =A1 R = (0.75, 0.25)

008.032.043.017.0

037.023.017.023.0
= (0.22, 0.24, 0.25, 0.29,

0)

B2 =A2 R = (0.22, 0.36, 0.09, 0.33)

6/13/26/100

003/13/13/1

06/16/500

006/13/26/1

= (0.07, 0.18, 0.42, 0.28, 0.06)

And the first layer fuzzy evaluation as follows:

B =A R= A

2

1

B

B

06.028.041.018.017.0

029.025.024.022.0
0.410.59,

02.0,29.0,31.0,22.0,16.0

Then the value of performance evaluation is as follows:

B = (0.16, 0.22, 0.31, 0.29, 0.02)

Suppose the score set :F= 100,85,70,55,40 T then the value of

performance evaluation is as follows:

Z= A F = (0.16, 0.22, 0.31, 0.29, 0.02) (40,55,70,85,100 T=

66.85

Decision-makers can compare the performance results of the

project with the critical values of its performance indexes to

determine whether they should endorse the model design

activities. The above results prove that the management

environment of this enterprise is in the average level. At the

same time, the evaluation model weight parameter should be

adjusted for different types of the data warehouse model design.

4. Conclusions

As data warehouse model design performance evaluation

indexes, the evaluation results obtained by fuzzy comprehensive

evaluation method can make the performance analysis clear

during the model design phase. At the same time, evaluation

results may be compared with the actual performance values

after data warehouse structures is finished and the expert score

weights of the fuzzy comprehensive evaluation can be adjusted.
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ABSTRACT 

Soil and sediment contamination with hydrocarbons is an 

environmental concern, which demands for more efficient 

remediation techniques. Pure and modified supercritical 

carbon dioxide (SC CO2) was used for the extraction of 

petroleum hydrocarbons from soil contaminated with crude 

oil. Effect of CO2 flow rate (1 and 4 ml/min), temperature (80 

and 160 C), pressure (250 and 350 bar), and addition of 5% 

(v/v) organic solvent (heptane or toluene) on the extraction 

efficiency and on the composition of extracted hydrocarbons 

were investigated.  

The maximum extraction efficiency (92.26%) was obtained at 

80 C and 350 bar corresponding to a modified CO2 with 5% 

(v/v) heptane. Extraction efficiency of CO2 increased with 

pressure and decreased with temperature. Chemical 

modification of CO2 by adding heptane increased the 

extraction efficiency. Analysis of the soil after the extraction 

process shows that pure SC CO2 was able to remove up to 

92.86% of TPH in the contaminated soil. In addition, a 

significant reduction in PAH level was observed. Supercritical 

fluid extraction proved to be an efficient method for the 

remediation of hydrocarbon-contaminated soil. 

Keywords: Remediation, Contaminated Soil, Crude Oil, 

Supercritical CO2 

1. INTRODUCTION 

Soil contamination with crude oil and petroleum products is 

often observed at industrial sites, causing environmental 

pollution, which can be hazardous to the health of plants, 

animals, and humans [1-4]. The hydrocarbon molecules may 

contain hazardous complex chemical mixtures such as total 

petroleum hydrocarbons (TPH), polychlorinated biphenyls 

(PCBs), and polycyclic aromatic hydrocarbons (PAHs). 

Removal of such compounds from contaminated sites is an 

important and challenging problem. The most important and 

widely used remediation methods are incineration, thermal 

desorption, biological remediation, chemical treatment and 

solvent extraction [5]. Conventional techniques such as 

landfill disposal, thermal desorption, incineration and liquid 

solvent extraction are expensive and involve risks associated 

with air and residual pollution. Biological remediation is a 

rather slow process, with possible logistic and practical 

disadvantages.  

Despite great efforts and expenditure of resources to develop 

both technically and economically effective cleanup processes 

for contaminated soils, no widely accepted method has been 

found and further research is still needed. New methods are 

therefore being investigated in order to improve the 

remediation efficiency and lower the costs or the remediation 

time. Since three decades ago, supercritical fluids (SCFs) have 

been used as extraction media to remove various types of 

substances from solid matrices. The unique properties of 

SCFs that make them technically attractive are their enhanced 

ability to dissolve organic compounds, an ability, which can 

be easily tuned by changing temperature and/or pressure, thus 

changing the fluid properties from gas-like to liquid-like. Such 

properties allow the SCFs to dissolve and carry away 

materials like a liquid but also enter very small pores like a 

gas. The most popular fluid is supercritical carbon dioxide 

(SC CO2) because it is non-toxic, non-flammable, chemically 

stable, readily available, inexpensive, environmentally 

acceptable, and can easily be separated from the products. 

Although SCF technology has been successfully realized for 

environmental remediation in the laboratory, its 

commercialization still lacks the significant technological 

improvement required in order to reach economic feasibility. 

Like other new technologies, SFE technology, utilizing CO2

as a fluid has its specific problems. One of these problems is 

the limited ability of SC CO2 to dissolve and separate polar or 

high molecular weight organic compounds even at very high 

densities. To increase the efficiency of the SFE process for 

such compounds, the selectivity and solubilizing power of SC 

CO2 can be enhanced by the addition of polar organic 

compounds, known as modifiers.  

Significant research has been carried out in order to study 

various aspects of contaminant removal by SC CO2.

Comprehensive presentations of various aspects on the use of 

this technology for extraction purpose are available in several 

critical reviews [1,6-8] and hundreds of other scientific 

articles. Supercritical CO2 has been successfully used for 

extracting a variety of organic compounds such as polycyclic 

aromatic hydrocarbons (PAHs) [9-12], polychlorinated 

biphenyls (PCBs) [1,11,13-16], pesticides [17-18], and 

hydrocarbons [11,19-23]. However, data for CO2 extraction at 

extremely high pressures and temperatures are scarce in the 

literature, especially for soil contaminated with crude oil. Al-

Marzouqi et al. [23] showed that SC CO2 at 300 bar and 120 

C is able to extract about 70% of hydrocarbons from a 

typical UAE soil contaminated with crude oil. The objective 

of the present study was to investigate the ability of pure and 

modified CO2 under supercritical conditions to remediate soil 

contaminated with crude oil and achieve higher extraction 

efficiencies.  

2. EXPERIMENTAL 

Materials  

Carbon dioxide (purity of 99.995%) was supplied by Abu 

Dhabi Oxygen Company. Crude oil (average molecular 

weight = 281.5 g/mole and density = 0.8634 g/ml) was 

obtained from Bu Hasa oil field (Abu Dhabi, UAE). The 

chemical modifiers (n-heptane and toluene) and the organic 

solvents (dichloromethane and methanol) were of analytical 

grade with purity 99% and were supplied by Sigma Aldrich. 

Soil samples (bulk density = 1.6 g/ml and average particle 

size = 150 µm) were collected from Sahel oil field in the 

UAE. The porosity and permeability of the soil were 35% and 

20.15 Darcy, respectively.  

Experimental design 

Extraction of hydrocarbons with SCFs from contaminated soil 

was carried out by following the full factorial experimental 

design with four factors: pressure (250 and 350 bar), 

temperature (80 and 160 °C), flow rate (1 and 4 ml/min) and 
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fluid type (pure SC CO2, modified SC CO2 with 5% (v/v) 

toluene and modified SC CO2 with 5% (v/v) n-heptane). Each 

experiment was repeated twice, resulting in a total number of 

48 experiments. Experiments were run in random order to 

eliminate various types of biases due to uncontrolled nuisance 

factors. The statistical analysis was performed using the 

statistical package SPSS (SPSS inc., Version 15.0). All the 

statistical analyses of the effects of variables on the extraction 

efficiency were performed using a multi-way analysis of 

variance (ANOVA) with two replications per cell.  

Experimental apparatus  

The experimental setup consisted of a 260-ml capacity syringe 

pump and a controller system (ISCO 260D), a 100-ml 

stainless steel extraction chamber (DBR-JEFRI 100-10-BE), 

and a cold trap as described earlier (Al-Marzouqi et al., 2007). 

The extraction chamber was kept in an air-circulating oven 

(Memmert ULE 400) with a temperature control ranging from 

30-250 °C. Pressure within the extraction chamber was 

measured and controlled by the ISCO system. A 

micrometering valve (HIP 15-12AF1-V) was used as the 

expansion valve at the exit of the extraction chamber to 

achieve a good control of the flow rate. Circulating methanol 

at -15 oC was used as a cold trap to separate CO2 from other 

components of the mixture.  

Experimental procedures 

Soil samples were spiked with 10 w/w% crude oil and placed 

in the extraction chamber. The extraction chamber was kept in 

the oven at the desired temperature until thermal equilibrium 

was reached (30-60 min). The chamber was then pressurized 

with CO2 to the desired pressure and kept for another 30 

minutes to reach equilibrium. In the case of modified CO2, the 

second syringe pump was used to deliver the cosolvent 

(heptane or toluene), which was mixed with the CO2 stream at 

desired ratio. Pure and modified carbon dioxide at 

supercritical condition was then added to the ISCO SCF 

Extraction system (SFX system) and equilibrated for about 15 

minutes. The SCF was allowed to flow through the coil of 

tubing and enter the extraction chamber from the bottom. The 

fluid was equilibrated with the spiked soil sample for at least 

30 minutes. The supercritical solution was then allowed to 

flow into a vial and the extract was separated from the 

supercritical fluid by depressurizing the system in the cold 

trap. The residual hydrocarbons in the soil, after SFE process, 

were also analyzed for concentration of total petroleum 

hydrocarbon (TPH) and polycyclic aromatic hydrocarbons 

(PAHs).  

3. RESULTS AND DISCUSSIONS

The CO2 extraction efficiency (the ratio of extracted 

hydrocarbons to the initial amount of crude oil in place) is 

used throughout this study to evaluate the capacity of CO2 to 

extract hydrocarbons from the soil. The average extraction 

efficiencies obtained at each of the investigated operating 

conditions are tabulated in Table 1. The lowest value of 

extraction efficiency (68.38% ± 1.99) was obtained for 

modified SC CO2 (with an addition of 5 % toluene) at 250 bar 

and 160 °C, while the maximum efficiency (92.26 % ± 5.40) 

was found for SC CO2 (with an addition of 5 % n-heptane) at 

350 bar and 80 °C. The highest efficiency obtained by SC 

CO2 alone (without modifier) was 78.51 % ±0.46, which was 

obtained at 350 bar and 160 °C. The complexity of crude oil 

mixture containing many compounds with significantly 

different physico-chemical properties that vary with 

temperature and pressure are believed to cause such a large 

variation in the extraction capacity of SC CO2.

Results of the multi-way ANOVA based on the original 

values of extraction efficiency show that temperature, 

pressure and fluid type have significant effect on the 

extraction efficiency, but the flow rate of the CO2 does not 

have a significant effect, i.e. Sig. >0.05. Moreover, pressure 

and fluid type interact. This means that the effect of pressure 

depends on which fluid is used and vice versa, which is not 

the case with temperature. However, by checking the validity 

of the ANOVA model using residual analysis, the normality 

assumption was found to be satisfied, i.e. the p-value was 

higher than 5%.  

Effect of temperature 

Figure 1 illustrates the effect of temperature on the extraction 

efficiency. Values on the figure (including bars showing the 

standard error of the mean) represent the mean value of 

extraction efficiency for 24 experiments at each temperature. 

Results indicate that temperature has an inverse effect on the 

extraction efficiency. This might be due to the increase in the 

kinematic viscosity and interfacial tension due to the decrease 

in CO2 density with an increase in temperature.  

Figure 1. Effect of temperature on the extraction efficiency. 

Effect of flow rate 

Effect of flow rate (1 and 4 ml/min) on the extraction 

efficiency is shown on Figure 2. Values on the figure 

represent the mean value of the extraction efficiency for 24 

experiments at each flow rate. Decreasing the flow rate 

usually ensures more contact time and results in higher 

extraction efficiencies for a given amount of CO2 used. 

However, saturation is achieved at certain flow rates, below 

which the flow rate does not affect the extraction efficiency of 

the solvent. Results indicate that flow rate does not affect the 

extraction efficiency for the conditions used in this study. 

Therefore, the extraction process should be operated at 4 

ml/min in order to reduce the extraction time.  

Figure 2. Effect of CO2 flow rate on the extraction efficiency. 
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Table 1. Properties and average extraction efficiencies of supercritical fluids for soil samples contaminated with crude oil. 

Temperature 

(°C)

Pressure 

(bar)

CO2 flow rate 

(ml/min) 

Modifier 5% 

(v/v) 

CO2 density 

(g/ml) 

CO2 viscosity 

(µPa·s) 

CO2 kinematic viscosity × 108

(m2/s) 

Average extraction efficiency 

(%) ± SEM* 

80 250 1 – 0.68622 56.03 8.17 72.32 ± 0.49 

80 250 4 – 0.68622 56.03 8.17 75.07 ± 0.92 

80 350 1 – 0.78897 70.376 8.92 77.76 ± 0.78 

80 350 4 – 0.78897 70.376 8.92 77.40 ± 0.55 

160 250 1 – 0.39294 33.905 8.63 68.44 ± 0.43 

160 250 4 – 0.39294 33.905 8.63 69.03 ± 1.47 

160 350 1 – 0.52948 43.726 8.26 78.51 ± 0.46 

160 350 4 – 0.52948 43.726 8.26 77.91 ± 0.37 

80 250 1 n-Heptane – – – 80.40 ± 2.96 

80 250 4 n-Heptane – – – 79.51 ± 2.99 

80 350 1 n-Heptane – – – 92.26 ± 5.40 

80 350 4 n-Heptane – – – 87.68 ± 1.20 

160 250 1 n-Heptane – – – 73.03 ± 2.18 

160 250 4 n-Heptane – – – 78.23 ± 4.66 

160 350 1 n-Heptane – – – 85.07 ± 0.55 

160 350 4 n-Heptane – – – 82.91 ± 5.02 

80 250 1 Toluene – – – 76.05 ± 2.58 

80 250 4 Toluene – – – 71.65 ± 1.43 

80 350 1 Toluene – – – 77.63 ± 3.30 

80 350 4 Toluene – – – 81.01 ± 0.56 

160 250 1 Toluene – – – 72.35 ± 3.02 

160 250 4 Toluene – – – 68.38 ± 1.99 

160 350 1 Toluene – – – 70.38 ± 0.15 

160 350 4 Toluene – – – 70.13 ± 2.38 

*SEM: Standard Error of the Mean 
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Effect of pressure and fluid type 

Due to the interaction between pressure and fluid type, effect 

of these parameters cannot be shown separately, therefore, 

Figure 3 shows the effect of both pressure and the fluid type 

on the extraction efficiency. Each point on Figure 3 represents 

the mean value of extraction efficiency for 8 experiments for 

each fluid type at a given pressure. As shown in the figure, the 

extraction efficiency of pure and modified SC CO2 increases 

as the pressure is increased. This might be due to the decrease 

in the kinematic viscosity due to the increase in CO2 density 

with an increase in pressure. Moreover, the extraction 

efficiency of the modified SC CO2 by 5% (v/v) heptane is 

higher than that of both pure SC CO2 and modified SC CO2

with 5% (v/v) toluene. The higher extraction efficiency when 

utilizing heptane can probably be attributed to the richness of 

Bu Hasa crude oil in aliphatic non-polar hydrocarbon 

compounds such as n-alkanes (C6-C22) as reported by Al-

Marzouqi et al. (2007). However, due to the interaction 

between pressure and fluid type, the extraction efficiency of 

modified SC CO2 with 5% (v/v) toluene is found to be higher 

than that for pure SC CO2 at the low pressure (250 bar) but 

lower at the high pressure (350 bar). 

Figure 3. Effect of pressure and fluid type on the extraction 

efficiency. 

Analysis of total petroleum hydrocarbon (TPH) 

The capacity of pure SC CO2 to extract TPH from soil 

saturated with Bu Hasa crude oil was investigated for selected 

runs (Table 2). As shown in the table, pure SC CO2 at high 

pressure (350 bar) and low temperature (80 C), is capable of 

extracting 92.86% of TPH from the polluted soil compared to 

90.98% removal of TPH at the same pressure and higher 

temperature (160 C). Removal percentage was less at the 

lower pressure of 250 bar (83.54% and 76.15% at 80 and 160 
oC, respectively), which matches the results obtained from the 

extraction efficiency of SC CO2. This study shows that pure 

SC CO2 can effectively remediate the contaminated soil and 

thus reduce the harmful effects of the TPH compounds on the 

environment. 

Analysis of polycyclic aromatic hydrocarbons (PAHs) 

The PAHs measurement was conducted for selected runs to 

investigate the efficiency of SC CO2 in extracting PAHs from 

soil samples contaminated with Bu Hasa crude oil. 

Concentration of 16 PAHs in the selected soil samples after 

the SFE process is tabulated in Table 3. Results show that the 

modified SC CO2 with 5% (v/v) heptane at low temperature 

(80 C) and high pressure (350 bar) was not able to 

completely remove some of the PAHs from the contaminated 

soil. Also, the extraction by pure SC CO2 at the same pressure 

and temperature was the worst among all other conditions. 

However, pure SC CO2 at 160 C and 350 bar resulted in a 

better extraction of the 16 PAHs. This might be attributed to 

the effect of high temperature, which increases the volatility 

of the PAHs and thus increases their solubility in the fluid.  

4. CONCLUSIONS 

Effects of temperature, pressure, CO2 flow rate and two 

modifiers (heptanes and toluene) at 5% (v/v) on the extraction 

capacity of SC CO2 were investigated. The results of this 

study indicate that SC CO2 is an effective solvent, which leads 

to high extraction efficiencies when applied at high pressures. 

Furthermore, the results from this study show that the flow 

rate does not have a significant effect on the efficiency of SC 

CO2. Therefore, it is recommended to use the high flow rate, 

i.e. 4 ml/min, in order to reduce the time required for the 

remediation of contaminated soil. Moreover, the temperature, 

i.e. 80 and 160 C, has no significant effect on the extraction 

efficiency of SC CO2 at the high pressure (350 bar). 

Therefore, it is recommended to apply the low temperature 

during the extraction process in order to save energy. 

Chemical modification of CO2 by adding 5% heptane was 

more effective than the same level of modification by toluene. 

The optimum condition to extract hydrocarbons from soil 

contaminated with Bu Hasa crude oil was by modified SC 

CO2 with 5% heptane at high pressure (350 bar), low 

temperature (80 C), and flow rate of 1 ml/min. Supercritical 

CO2 was able to remove 92.86% of the TPH present in 

contaminated soil. Additionally, pure SC CO2 and SC CO2

chemically modified with 5% (v/v) heptane were capable of 

significantly reducing the concentration levels of PAHs in the 

soil contaminated by Bu Hasa crude oil.  
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Table 2. TPH analysis of the clean soil, soil spiked with crude oil before SFE and treated soil after the SFE process. 

Sample 
SFE Temperature 

( C)

SFE Pressure 

(bar)

TPH

(µg/mg)

TPH Removal 

(%)

Extraction Efficiency 

(%)

Clean soil – – < 0.23 – – 

Spiked soil with crude oil before SFE – – 56875 – – 

Treated soil after SFE

80 350 4057 92.86 78.69 

160 250 13564 76.15 69.22 

160 350 5129 90.98 77.95 

80 250 9361 83.54 71.83 

Table 3. PAHs analyses of the clean soil, spiked soil with crude oil before SFE and treated soil after the SFE process. Removal efficiencies (%) are shown in parenthesis. Removal efficiency was 

assumed 100% for PAH concentration < LOD*.

Sample Clean soil 
Spiked soil with crude oil 

before SFE 
Treated soil after SFE 

Temperature ( °C ) – – 80 160 160 80 80 

Pressure (bar) – – 350 250 350 250 350 

Modifier – – – – – – Heptane 

P
A

H
 (

µ
g

/k
g
) 

Naphthalene <7.89 10648 <7.89 (100%) <7.89 (100%) <7.89 (100%) <7.89 (100%) 78 (99.26%)

Acenaphthylene <10.7 <10.7 <10.7 <10.7 <10.7 <10.7 <10.7 

Acenaphthene <5.12 3260 7.89 (99.75%) 16.8 (99.48%) 15.4 (99.52%) 16 (99.50%) 19.5 (99.40%)

Flourene <5.53 357 <5.53 (100%) <5.53 (100%) <5.53 (100%) <5.53 (100%) <5.53 (100%)

Phenanthrene <4.85 10417 279 (97.32%) 66.8 (99.35%) 75.1 (99.27%) 553 (94.69%) 292 (97.19%)

Anthracene <4.99 <4.99 <4.99 <4.99 <4.99 <4.99 <4.99 

Fluoranthene <4.98 947 42.3 (95.53%) 32.3 (96.58%) <4.98 (100%) 8.19 (99.13%) 40.2 (95.75%)

Pyrene <5.00 3921 924 (76.43%) 274 (93.01%) 63.1 (98.39%) 393 (89.97%) 622 (84.13%)

Benzo(a)anthracene <4.90 1168 <4.90 (100%) 9.53 (99.18%) 11.4 (99.02%) <4.90 (100%) 9.85 (99.15%)

Chrycene <4.92 1107 9.85 (99.11%) <4.92 (100%) 10.3 (99.06%) <4.92 (100%) 10.8 (99.02%)

Benzo(b)flouranthene <4.54 <4.54 <4.54 <4.54 <4.54 <4.54 <4.54

Benzo(k)flouranthene <4.61 <4.61 <4.61 <4.61 <4.61 <4.61 <4.61 

Benzo(a)pyrene <4.99 <4.99 <4.99 <4.99 <4.99 <4.99 <4.99 

Dibenzo(a,h)anthracene <5.34 283 <5.34 (100%) <5.34 (100%) <5.34 (100%) <5.34 (100%) <5.34 (100%)

Benzo(g,h,i)perylene <5.45 750 37 (95.06%) <5.45 (100%) <5.45 (100%) <5.45 (100%) 13.8 (98.16%)

Indeno(1,2,3-cd)pyrene <5.42 326 36.2 (88.89%) <5.42 (100%) <5.42 (100%) <5.42 (100%) <5.42 (100%)

Extraction efficiency (%) – – 78.69 69.22 77.95 71.83 97.66 

* LOD: limit of detection. 
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ABSTRACT 

 

Interdisciplinary teaching is essential for students who 

embark on a course within the Built Environment. This 

paper explores how the implementation of 

interdisciplinary teaching activities can enhance the 

learning experience of students, by preparing them for 

Industry and equipping them with the necessary skills 

for improving their integration and efficiency, when 

working within the construction industry. 

 

The paper further explores the teaching methods used 

on Built Environment courses at Sheffield Hallam 

University, and the benefits they bring to student 

development. It also identifies how interdisciplinary 

teaching is embedded within courses. Furthermore, the 

paper outlines the collaboration to promote knowledge 

transfer between the different professional disciplines 

within the Built Environment. 

 

The authors draw upon feedback from students, 

employers and professional bodies to demonstrate the 

success of student learning experience. Such modules 

facilitates the student to reflect on their experience and 

develop personally and professionally. This paper 

reflects on the experience of both staff and students to 

provide examples of best practice that can be 

disseminated to other Universities. 

 

Keyword(s): 

Built Environment, Collaboration, Interdisciplinary, 

Knowledge Transfer, Reflective Practitioner 

1. INTRODUCTION 

 

The construction industry has complex processes in 

which communication is a key activity in achieving a 

successful project. Therefore, particularly with 

reference to current economic downturn, employers are 

now seeking students, who are more 'work-ready' with 

confidence, have the ability to communicate effectively 

with all disciplines and can work as part of a coherent 

effective team. This is why embedding interdisciplinary 

teaching is a vital imperative for all Built Environment 

courses. 

 

The success of engineering and construction projects 

depends very much on the strength of the multi 

disciplinary teams involved. The diverse ranges of skills 

and competences required for a construction project 

have to be moulded into a coherent holistic whole. The 

Latham (1994) report emphasised the need for the UK 

construction industry to work together as a team and 

further advocated a necessity for interdisciplinary 

working at the design stage of a project. Therefore it is 

essential that Universities address this critical issue by 

providing opportunities for interdisciplinary student 

work on Built Environment courses. 

 

Teaching staff coordinate the modules, provide support 

for students and facilitate the learning process, but 

students have to manage their practice groups.  As in 

industry they are required to create a professional 
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working relationship with the group and manage their 

time and resources efficiently and effectively.  

 

In the development of these modules key issues have to 

be addressed including; student experience relating to 

manageable academic content and managing workloads 

for academic staff. And embedding Interdisciplinary 

learning with in the Built Environment Programme. 

 

Sheffield Hallam University along with many other 

universities offer a range of courses in The Built 

Environment, such as Building Surveying, Quantity 

Surveying and Construction Management, however in 

reality all of these disciplines must be aware of what 

each discipline does and gain some experience of the 

challenges that are associated with them working 

together. The Built Environment Department at 

Sheffield Hallam University recognises the importance 

of collaboration between the disciplines and has 

introduced specific modules that focus on this aspect of 

interdisciplinary learning. 

 

For many students the prospect of starting their new 

construction career; liaising and integrating with other 

disciplines can be daunting. It is therefore imperative 

that students understand and experience organisational 

behaviour within the industry that they are to work 

within, and it would be improvident for their studies to 

be entirely in one discipline. To develop communication 

skills and prepare students for this cross discipline 

working in the work place, students complete two 

modules, in which they work in interdisciplinary teams, 

comprising of Building Surveyors, Quantity Surveyors 

and Construction Managers. These modules are: 

 

Interdisciplinary Project at Level 4 (year 1) 

This module introduces students to the complex 

multidisciplinary nature of the construction sector they 

have selected to study. In a project driven environment 

they develop an understanding of their own professional 

role and that of others within a small multi disciplinary 

team representing four key professions; Architectural 

Technology, Building Surveying, Construction 

Management, and Quantity Surveying. Within that 

team, the students   explore issues relating to Design, 

Building Appraisal, Construction Process and 

Measurement, 

specialist knowledge to solve problems and draw 

conclusions. 

 

The module provides a coherent and integrated 

introduction of the four selected professional roles in 

construction. Interdisciplinary aspects are reinforced 

through assessment that involves both single profession 

and multidisciplinary groups. 

 

Integrated Project at Level 6 (year 4) 

At final year level students have developed a 

comprehensive knowledge base and the professional 

confidence to work in small interdisciplinary practice 

teams, providing external consultancy services on a 

client focused project within a professional context. 

Students are able to apply the knowledge and skills 

developed in previous modules and draw on the 

previous work experience from their placement year, to 

develop solutions on a client driven project. This means 

that the module has to be dynamic and flexible and can 

change from year to year.  It was designed to meet the 

requirements of the professional bodies and the 

industries need for interdisciplinary and problem based 

working.  

 

2. RATIONALE FOR INTRODUCING 

INTERDISCIPLIANY PRACTICE IN THE 

BUILT ENVIRONMENT 

 

Reflective Learning 

The two modules are simulated and are problem based, 

they draw upon the students individual knowledge of 

their specific discipline by reflecting on their past 

studies. They have to be able to communicate 

effectively and understand the consequences of their 

decisions. The achievement of the modules learning 

outcomes concurs with 3 of the 5 adult learning 

principles of theorist Knowles, that: 

 

 "Adults have accumulated experiences which 

can be a rich resource for learning. 

 Adults become ready to learn when they 

experience a need to know something. 

 Adults tend to be less subject centred than 

children; they are increasingly problem 

centred". 

      

         (Cited by Fry et al 1999, p.25) [1] 

 

Experimental learning such as experience gained 

through the students' degree course and whilst on work 

placement plays a central role in the process of 

interdisciplinary learning. Kolb's (1984) popular theory 

of experimental learning is pertinent to interdisciplinary 

learning in that the ideas and knowledge from students' 

studies in relation to the problems that are encountered 

in practice can be formed and reformed through 

reflection of experience. Kolb's Learning Cycle can be 

adapted to interdisciplinary teaching, as depicted in 

Figure 1.0. 
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teach both a method of approaching and an attitude 

towards problem solving". (Schwartz et al 2001, p.2) [7] 

 

Professional Competences 

The list below demonstrates the Chartered Institute of 

Building (CIOB) professional competences [8] which 

are achieved on completion of the two interdisciplinary 

modules. Competences such as these are mapped to the 

requirements by Professional Bodies such as the 

Chartered Institute of Builders (CIOB) and the Royal 

Institution of Chartered Surveyors (RICS). 

 

 Decision Making 

 Communication 

 Managing Information 

 Planning and Organising Work 

 Managing Quality 

 Managing Health and Safety 

 Implementing Sustainable Construction and 

Development 

 Delivering Commercial and Corporate Objectives 

 Personal Management at Work 

 

Thus the modules cover the noted softer skills of 

management required by the professions and the 

Construction Industry. 

 

3. CHALLENGES TO INTERDICIPLINARY 

TEACHING 

 

There are many difficulties when implementing 

interdisciplinary teaching such as large student 

numbers, different degree routes part time/full time, 

programme duration; 3, 4 or 5 years. Timetable 

restraints, allowing all group members to meet at a 

given time, in a given place. Therefore with this in mind 

it is the tutor's main role to coordinate the activities and 

develop a supported student centred learning approach. 

Staff are selected to lead each specialist area and give 

students subject centred learning and support. In 

addition to this the module tutor provides support to the 

student groups and forms a link between the client and 

the students. 

 

Part time students were concerned that the group 

activity would be difficult to undertake due to their 

other work and study commitments. The staff at Hallam 

University managed this by creating part time student 

groups and providing an electronic Blackboard area for 

group discussions and the sharing of information. The 

Blackboard site group areas were praised by students 

who found it supported the group learning experience. 

 

It is important that the activity simulated a real project 

team and students where asked to create a project file 

and produce minutes of meetings. This not only enabled 

the tutors to monitor the professionalism of the group 

but to provide a clear record of decisions and targets. 

Students reported that this was a successful tool in 

creating and focusing the group, most students fully 

engaged with this activity. 

 

The first year Interdisciplinary project is based on a 

simulated clients brief, but the final year project is a 

of a number of people who are involved with the project 

including a local councillor, 2 local government 

officers, 3 offices workers, library staff and local 

residents. This added to the complexity of the 

assessment but most students responded well to the 

project. Feedback from students noted that while this 

was different from their other studies, which were more 

theory based, they enjoyed the challenge. 

 

4. CONCLUSION 

 

As with any complex modules this complex there are a 

number of challenges, both for staff in the management 

and coordination of the project, and for students 

undertaking the module. Each year students and staff 

reflect on the modules. They consider and evaluate 

aspects of the project that have worked well and those 

that need further development. Thus ensuring that the 

modules are continually improved and continue to be 

current and relevant to the professions and industry. 

 

Interdisciplinary teaching provides the best possible 

scope for enhancing students understanding of 

multidisciplinary working within the construction 

industry. It increases the employability of students 

through exposure to the context of work. Providing 

students with the opportunity to reflect critically upon 

their own experiences in the work place and their 

knowledge from previous studies. By completing the 

modules students are able to critically reflect on their 

overall development of teamwork and problem solving 

skills. And identify ways of developing skills in relation 

to working with other disciplines. 

 

Students often find group work challenging and the 

process must be carefully managed and controlled by 

staff to create a professional climate in which the 

individual can express their views. Feedback from 

Students on the final year module stated that they found 

the random allocation of students (in alphabetical order) 

worrying it added to the professionalism of the module. 

playin  

 

Students felt that the module had successfully replicated 

the interdisciplinary nature of the construction industry. 

It was also reported by students that they understood the 

other professional roles more, as a result of undertaking 

the module. Many of the students said that they felt they 

had improved their communication skills and 

social networks have crossed courses, which is good for 

the future of the industry. 
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Overall feedback on this module was extremely good, 

with students feeling it encapsulated their existing 

knowledge and allowed them to work in a professional 

context. Many reported they had grown as an individual 

during the 12 week project and felt that it had prepared 

them for work in the industry. 

 

Staff have experienced the support of its External 

Examiners in the creation of this module. Those 

External Examiners that work in an academic 

environment understand the complexity and the 

problems that can arise in interdisciplinary group 

working. Those External Examiners who are in industry 

appreciate the practical nature module as preparation for 

the workplace. 
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1.  INTRODUCTION 
 

Patients who are afflicted with frailty typically exhibit losses of 

muscle strength, fatigue easily and suffer increased risk (and 

fear) of falling [1-6]. Real time human motion tracking is an 

accurate, inexpensive and portable system to obtain kinematic 

and kinetic measurements and has particular applicability to the 

monitoring of disability in aging population [7-12]. Using a tri-

axial inertial magnetic sensor, suitable for ambulatory 

measurements, we analyze the output signals of a quiet standing 

tests with in a healthy and in a frailty population. Time–
frequency information based on wavelet decomposition was 

used for analysing all signals. The aim of this study was to 

examine the orientation signals and explore orientation patterns 
from a tri-axial inertial magnetic sensor suitable for ambulatory 

measurements, of a quiet standing tests with in a healthy and in 

a frailty population.  

  
 

 

2.  METHODOLOGY 

 

The sensor we use consists of three tri-axial accelerometers and 

three gyroscopes integrated in a wearable device suitable for 
ambulatory measurements. The MTx (Xsens Technologies B.V. 

Enschede, Netherlands) is a small and accurate 3DOF inertial 

Orientation Tracker. It provides drift free 3D orientation as well 

as kinematic data: 3D acceleration, 3D rate of turn (rate gyro) 
and 3D earth magnetic field. So, the MTx is an excellent 

measurement unit for orientation measurement of human body 

segments [13]. 
 

We developed a custom software to manage the acquisition and 

processing the signals provided by the MTx sensor with the 
graphical programming language LabVIEW. This software 

offers the possibility to measure some variations of Romberg’s 

tests as well as “up and go” test, gait test, one sit-to-stand 

movement test and a thirty seconds duration of repeated sit-to-
stand movements test. It gives back 3D orientation, 

acceleration, earth magnetic field, angular velocities 

measurements, as well as 3D linear velocity, force and power 

real time calculations [13,14]. The software features real time 

data display, signal analysis and control with various pre- and 

postprocessing options including wavelet analysis.  
 

In this research, we are concerned with evaluating four 

variations of Romberg’s test. This simple test offers an 

important clue to the presence of pathology in the 
proprioceptive pathway and should be meticulously carried out 

during the neurological evaluation. The patient stands with feet 

together, and maintains balance with eyes open and eyes closed 
in 2 different positions; with feet together and semi-tandem 

(heel to instep). 

 

 
 

 

Twenty five subjects from a frailty population and twenty four 
subjects from a healthy population volunteered to participate in 

this study. 

 

Our signals are non-stationary signals. The wavelet transform is 

one of the most powerful tools for non-stationary signal 

processing.  

 

It is well known from Fourier theory that a signal can be 

expressed as the sum of a possibly infinite series of sines and 

cosines. The big disadvantage of a Fourier expansion, however, 
is that it only has frequency resolution and no time resolution. 

To overcome this problem several solutions have been 

developed in recent decades that are more or less able to 
represent a signal in the time and frequency domain at the same 

time. 

 

The wavelet transform (or wavelet analysis) is probably the 
most recent solution to overcome the shortcomings of the 

Fourier transform [15,16,17]. 

 

The continuous wavelet transform (CWT) is a transformation 

into a wavelet basis space. The idea behind this transformation 

is to project the signal onto different shifted and scaled versions 
of a so called ‘mother wavelet’, an oscillating signal that only 

exists over a finite period of time.  

 

The CWT requires a great computational cost. This is the reason 
why the Discrete Wavelet Transform (DWT) is the most 

popular approach applied. 

The DWT implementation can be performed by repeatedly 
filtering the signal with a pair of filters. Specifically, the DWT 

decomposes a signal into an approximation signal using a low 

pass filter and a detail signal using a high pass filter. The 
approximation signal is subsequently divided into new 

approximation and detail signals. This process is carried out 

iteratively producing a set of approximation signals at different 

detail levels (scales) and a final gross approximation of the 
signal.  

 

 
 

Fig 1: Discrete wavelet transform. 
 

We tried different mother wavelets to calculate the wavelet 

indices and finally we chose the Coiflet 5 which experimentally 

yielded the best results.  

Tri-Axial Inertial Magnetic Tracking in Quiet Standing Analysis using wavelet 

transform. 
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 Coiflets are mother variations on Daubechies wavelets with 
vanishing moments for wavelet function w(t) and scaling 

function £(t). This wavelet allows a very good approximation of 

polynomial function at different resolution [18]. 

 
 

Approximation and detail coefficients of sample Orientation 

signals taken from a frail subject and a healthy subject are 

provided in Figs. 2 and 3 respectively. 

 

 
Fig 2: Wavelet decomposition of a sample Orientation 
signal from a frail subject during semi-tandem quiet 

standing balance tests with eyes closed. 

 

 

 
Fig 3: Wavelet decomposition of a sample Orientation 
signal from a healthy subject during semi-tandem quiet 

standing balance tests with eyes closed. 

 

3.  RESULTS 

 

Orientation signals were recorded in the form of Euler angles 

and decomposed into an approximation signal at level 4, and 

details signals at levels 1, 2, 3 and 4.  

 

The approximation gives us information about the shape of the 

signal, whereas each detail corresponds to a frequency interval 

or timescale, reflecting vibrations in different frequency range 
[16,19]. The details 4 correspond to low frequencies and the 

details 1 correspond to high frequencies. 

 

The absolute sum of the coefficients of the details 1, 2, 3 and 4 
were calculated using the DWT. 
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Fig 4: Boxplot of details signals at levels 1 of the 3D 
Orientation (roll, pitch, yaw) when the subjects performed 

semi-tandem quiet standing balance tests with eyes closed. 

 
 

Figure 4 and Figure 5 corresponds to ten seconds duration semi-

tandem quiet standing balance tests with eyes closed.  

 

The box indicates the lower and upper quartiles with the central 

line showing the median. The top and bottom lines of the box 

represent, respectively, the medians for the upper and lower 
halves of the data and the ‘cat’s whiskers’ represent the highest 

and lowest values of the distribution, excluding outliers and 

extreme values. Outliers and extreme values are also presented.  

 
Figure 4 shows the sum of the coefficients of the details 1. 

Healthy group showed significant greater values than frailty 

group in the orientation around each axe. Figure 5 represents the 
sum of the coefficients of the details 4. In this case, frailty 

group showed significant greater values than healthy group in 

the orientation around each axe. 
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Fig 5: Boxplot of details signals at levels 4 of the 3D 
Orientation (roll, pitch, yaw) when the subjects performed 

semi-tandem quiet standing balance tests with eyes closed. 

 

 

4.  CONCLUSION 
 

Accelerometry is an adequate method of monitoring subjects 

during their daily living activities because it makes possible to 

obtain objective and reliable measurements with no supervision 

at low cost. A wide range of measurements are possible, 

including balance control during quiet standing. Combining 

accelerometers and gyroscopes gives us information related to 

orientation and postural changes. 

 

The system developed may be used for an occasional clinical 

assessment and, alternatively, is suitable for long-term 

ambulatory monitoring with no supervision, which makes it 

very useful for monitoring elderly people [20]. 

 

These results provide evidence for choosing orientation and 

wavelet details from a body fixed sensor (i.e including tri-axis 

accelerometer, magnetometer and inclinometer) to identify 

conditions associated with stability losses. Differences in 

stability can be identified with orientation sensors, using 

wavelet decomposition. 
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Abstract 
Complex Event Processing (CEP) is an emerging discipline. This 

paper focuses on the application of CEP for fault detection and 

classification in 11kV radial distribution system using data 

collected from a Phasor Measurement Unit (PMU). The analysis 

has been done by monitoring the electrical quantities in the 11kV 

radial distribution system simulated using Matlab Simulink. The 

PMU is placed at the substation and transmits data to the 

Command and Control Center. The data is analyzed to identify the 

signatures of different types of faults and based on that rules have 

been designed to categorize them. An architecture stack has been 

designed based on a commercial CEP product (Tibco Business 

Events) to implement the fault detection. In this paper we present 

the architecture, the 11kV distribution system simulation and 

share our experience about fault detection. The paper outlines the 

categorization and analysis of various types of faults like Single 

Line to Ground (SLG) fault, Double Line to Ground (DLG) fault, 

and Three phase (3Φ) fault using CEP software. Thus it shows a 

real life application of CEP software for fault classification with 

low computational time. 

Keywords 
Complex Event Processing, Phasor Measurement Units, 

Architecture, Simulation, fault detection, fault classification 

1 Introduction 
Complex Event Processing (CEP) is an emerging technology 

which can be used to detect interesting patterns amongst events 

being received in real time. There are two related fields: Event 

Stream Processing is concerned with time-ordered sequence of 

events. CEP is of wider scope which includes partially ordered set 

of events known as “event clouds” [1]. 

In this paper we describe how CEP can be used for detection and 

classification of faults in 11kV distribution system using PMU. 

Fault detection and clearing is important for any network from 

safety and reliability perspective. In particular, we describe 

techniques that can be applied to distribution systems that monitor 

phasors using Phasor Measurement Units (PMU). The unique 

contribution of this work is efficient fault detection and 

categorization using CEP technology. 

2 Related Work 
Current fault detection technology is based on current transformer 

based relaying. The relay co-ordination ensures that the impacted 

zone is minimum. The shortcoming of this is relay setting and 

relaying accuracy may differ, sometimes not providing optimum 

fault clearance. 

The authors are not aware of any reported fault categorization and 

detection work based on CEP technology. CEP platforms for 

phasor data concentrators and stream processing have been 

reported in [2]. However it does not mention specific use of CEP 

for fault detection and classification. Analysis of cause of faults 

and fault location is being considered in future work. 

3 Phasor Measurement Units  
PMUs are widely used in transmission networks for applications 

on Wide area monitoring and protection, Voltage instability 

analysis and prediction.  Suitably engineered PMUs can also be 

integrated in to distribution level IEDs (Intelligent Electronic 

Devices). The paper examines such distribution level PMUs for 

fault detection and classification.   

4 Problem Statement 
The problem under consideration is detection of occurrence and 

type of faults in the 11kV radial distribution system. This 

distribution system is simulated using Matlab Simulink. Three 

phase, 13 bus balanced radial distribution system  is simulated in 

which a PMU is placed at bus 1. The PMU is simulated using the 

three phase measurement block of Simulink library. Appendix A 

shows the system details. Table 4 mentioned in appendix A shows 

the line and load data for the test system. The system is simulated 

at frequency of 60Hz. In this simulation, different types of faults 

are created at different locations. At bus 1, three phase voltage 

and current waveforms are sampled with sampling frequency of 

1kHz, in form of magnitude and phase angles. The PMU sends 

this data  to Command and Control station where it is processed 

for fault detection and classification using CEP software. The 

format of the transmitted synchronized data follows the standard 

mentioned in IEEE Standard C37.118 [3]. PMU aggregates the 

signals i.e three phase voltage and current in terms of magnitude 

and phase angles. These data are then sent to a Command and 

Control station where the data is processed for fault detection and 

classification using CEP software. The format of the transmitted 

synchronized data is similar as mentioned in [3]. The captured 

data is then used to detect the type of fault occurred in the 

distribution system.   

5 Using PMUs to detect faults 
Let A, B, C and G represent phase a, b, c and ground. Different 

types of fault that can occur in the distribution system are: 

Single Line to Ground Fault  (SLG)    i.e.    AG, BG and CG. 

Line to Line fault                    (L-L)    i.e.    AB, BC and CA. 

Double Line to Ground Fault (DLG)  i.e.   ABG, BCG and CAG. 

Three phase Fault                     (3L)    i.e.   ABC. 
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Whenever any one of these faults occur in the system, the voltage 

and current of a phase will show change in terms of decrease and 

increase in magnitude from its normal values respectively. If the 

fault occurs the phase angle for that particular voltage also show 

variation from its normal value. Similarly, phase angle for that 

phase’s current can also show changes from its normal value. 

These changes can be used as the key parameters for fault 

classification.  

As per [4], thresholds have been decided for these parameters for 

fault classification. For voltage,  

if  1.1pu >|V|> 0.8pu     then the system is in normal state 

else  if      |V| < 0.8pu     then there is a Fault in System. 

else if |V| > 1.1pu      then capacitor switching or transients occurs 

in system. 

where |V| represents the phase voltage magnitude and pu stands 

for per unit. 

So, when the system is running under normal condition, the 

voltage will be less than 1.1pu and will be greater than 0.8pu.  

When a fault occurs, the voltage magnitude will be less than 

0.8pu. Voltage magnitude show changes for low fault resistances, 

but if there is a high resistance fault in the system then the voltage 

magnitude may remain in the normal band i.e. greater than 0.8pu; 

but the current for that particular phase will show noticeable 

change from its normal value. Similarly, the phase angle change 

for voltage is considered to be normal for a change of ±1 degree 

while for current, phase angle change of ±10 degrees is 

acceptable.  

Two case studies for SLG fault on phase A, are discussed in this 

paper. When SLG fault on phase A occurs in the system, the 

magnitude and phase angle for phase A voltage and phase A 

current will show changes from their normal values. This change 

depends on the severity of the occurrence of the fault. The other 

two phases i.e. phase B and C will also suffer changes but the 

values will remain within a normal range.  

Two cases for SLG fault i.e. AG are considered. These cases 

discuss the change in voltage as well as current waveform 

monitored by PMU placed at bus-1 with respect to change in fault 

resistance as well change in fault location. 

 

Table.1. Magnitude and phase angle variation in phase A Voltage and 

Current with respect to fault resistance when SLG occurs at bus 25 

 

The first case shows the variation in voltage and current parameter 

for phase A with respect to change in fault resistance from low to 

high value at one particular location i.e. at bus-25. While the 

second case shows changes in voltage and current parameter for 

phase A measured at bus 1 for change in fault location i.e at bus 

21 and bus 31.  

Case I: Study of the effect of variation in fault resistance at end of 

bus-25 of the system shown in Appendix A.  This case considers 

that AG fault occurs at the end of bus 25. Faults with different 

fault resistances are created at this location and their effects are 

analyzed at bus-1 using PMU.   

 

Table.1. shows the variation in three phase voltage and current 

data monitored by PMU at bus 1, with the change in fault 
resistances. It is observed that for low fault resistance the voltage 

magnitude is lower than 0.8p.u.but as the fault resistance is 

increased it has reached above this value. Thus for high resistance 

faults, the voltage magnitude remains within the normal range. 

Table 1 also show changes observed in phase angle (ΦVA) for 

phase A for low as well as high resistance faults. The change 

observed is dependent on the instant of occurrence of fault as well 

as on the fault resistance. Thus, Table-1 shows that phase angle 

for phase A voltage changes even for high fault resistances but 

stays within normal limits as this parameter is more dependent on 

the instant of occurrence of fault rather than the severity of fault. 

Fig.1. show the variation in three phase voltage magnitude when 

high resistance faults occur at end of bus 25. 

Fig.1. Three phase voltage waveform when AG fault occurs at instant 

0.0376sec and is cleared at 0.0708sec with   fault resistance of 50Ω at end 

of bus25. 

Fig.2. Three phase current waveform when AG fault occurs at instant 

0.0376sec and is cleared at 0.0708sec with fault resistance of 50Ω at end 

of bus25. 

 

Similarly, three phase current is also monitored at bus 1 using 

PMU. Table-1, show changes in magnitude as well as change in 

Fault 

Resistance 

(ohm) 

Voltage 

(VA) 

(pu) 

Phase voltage 

(ΦVA) 

(degrees) 

Current 

(IA) 

(pu) 

Phase current 

(ΦIA) 

(degrees) 

1 0.73 -8.73 5709.4 -59.98 

10 0.86 -9.96 4100.5 -37.92 

50 0.95 -5.54 2090 -25.14 

100 0.95 -4.32 1654.9 -25.48 

150 0.96 -3.87 1500.6 -26.28 
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its phase angle for phase A current observed at bus 1, with respect 

to change in fault resistance. It is observed that magnitude of 

phase A current shows significant change even for high resistance 

faults. Similarly, its phase angle is also showing changes from its 

normal value for low as well as high resistance faults. In Fig.2. 

Phase A current is showing abrupt change from its normal value 

for AG fault, while the currents for other two phases remains 

within normal range.  

Similar studies can be done for Double line to ground fault, Line 

to line fault and three phase fault.  

Case II: Study of variation in fault location as well as fault 

resistance at end of bus-21 and bus-31.  

AG fault is simulated at two different locations. First a fault was 

simulated at distance of 2.5km from monitoring end i.e. at the end 

of bus 21 then cleared. Then a second fault was simulated at 11km 

i.e. at the end of bus 31. Table.2 and Table 3. show the change in 

voltage and current parameters for phase A monitored at bus 1. 

 

Table2. Magnitude and phase angle variation in phase A Voltage with 

respect to change in fault resistance as well as fault location when SLG 

occurs at bus 21&31 

Fault 

Resistance 

(ohm) 

Voltage 

(VA1) 

(pu) 

Phase voltage 

(ΦVA1) 

(degrees) 

Voltage 

(VA2) 

(pu) 

Phase voltage 

(ΦVA2) 

(degrees) 

1 0.51 -20.99 0.79 -6.83 

10 0.86 -14.87 0.87 -8.23 

50 0.95 -5.54 0.94 -5.38 

100 0.95 -4.32 0.95 -4.28 

150 0.96 -3.87 0.96 -3.85 

 

Table.2. shows the comparison between the change in voltage 

magnitude and its phase angle at bus 21 and 31 with respect to 

increase in fault resistance for SLG fault at phase A. Let VA1 and 

VA2 represent the voltage magnitude monitored when the fault 

occurs at bus end 21 & 31 respectively. Similarly, ΦVA1 and ΦVA2 

represents the phase angle for phase A voltage respectively. As it 

is AG fault, the other two phases may suffer change from its 

normal values in terms of magnitude and phase angle but within 

normal range. It is observed that for low fault resistances the 

voltage dip is more severe (as measured by PMU) when the fault 

occurs at bus end 21 in comparison to fault occurring at bus end 

31.  However if a high resistance fault occurs at these two 

locations, the voltage magnitude for phase A remains higher than 

0.8p.u as measured by the PMU. Considering that each fault 

condition occurs at the same instant at both locations, change in 

phase angle for voltage A decreases with increase in fault 

resistance. It is also observed that for same fault resistance, 

change in phase angle (ΦVA) decreases as the fault location 

increases from monitoring bus 1.  

 

 

Table3. Magnitude and phase angle variation in phase A current with 

respect to change in fault resistance as well as fault location when SLG 

occurs at bus 21&31 

 

Fault 

Resistance 

(ohm) 

Current 

(IA1) 

(pu) 

Phase current 

(ΦIA1 ) 

(degrees) 

Current 

(IA2) 

(pu) 

Phase current 

(ΦIA2 ) 

(degrees) 

1 10646.6 -62.71 4510.6 -58.34 

10 5334 -29.54 3613.8 -40.72 

50 2175.7 -22.18 2057.6 -25.97 

100 1682.1 -24.1 1648.7 -26.42 

150 1515.5 -26.53 1498.5 -26.53 

 

Table.3. shows the current magnitude and its phase angle 

variation for phase A only when AG fault occurs at two different 

locations. Let IA1 and IA2 represent the current magnitude 

monitored by PMU at bus 1 due to faults located at bus end 21 & 

31 respectively. Similarly, ΦIA1 and ΦIA2 represents the change in 

phase angle for phase A current respectively. It shows that IA1 & 

IA2 show severe changes for low resistance faults at both 

locations. However, it is observed that for same resistance faults, 

IA1 will be of higher value than IA2.  Thus, change in current 

magnitude is more prominent when fault occurs near to 

monitoring location and its magnitude gets reduced as the 

distance of occurrence of fault increases from the monitoring end. 

It was observed that at two locations i.e. at bus 21 & bus 31, the 

PMU placed at bus 1 recorded comparatively less change in 

magnitude for IA1 & IA2 when the high resistance fault occurred 

compared to low resistance fault.    

Similarly, change in phase angle (ΦIA1 & ΦIA2 for current show 

variation with respect to change in fault resistance as well as fault 

location. The severity decreases with the increase in distance of 

fault location with respect to bus 1 as well with the variation in 

fault resistances.   

Similarly, cases can be studied for double line to ground fault, 

Line to line fault and three phase fault. 

For high resistance faults, three phase voltage magnitude may 

remain in normal limit. In that case  three phase current magnitude 

can be observed for fault classification. Thus, if the current 

magnitude for a phase is higher than defined normal limit then it 

indicates a SLG fault for that particular phase. Similarly, if two 

phase or three phase current magnitude are higher than normal 

limit its DLG fault or three phase fault respectively. 

The phase angle change for three phase voltage and current can be 

examined for additional information. These parameters can be 

observed to know the instant of occurrence of fault. If the fault 

occurs at zero crossing, the phase change will be near to zero on 

the other hand this change will be maximum if the fault occurs at 

the peak value. These values can also be used to distinguish 

among the DLG fault and L-L faults. 
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6 Solution  
This section is organized as follows: Section 6.1 gives the 

solution overview and Section 6.2 onwards gives the details about 

the different modules of the solution. 

6.1 Solution Overview  
In this section we discuss the solution architecture for 

implementing fault detection using PMUs. The architecture 

diagram of the solution is shown in Figure 3. The PMUs are 

placed at the sub-stations from where its messages are 

communicated to the command and control station (CCS). The 

latter receives messages from multiple PMUs and processes them 

to determine if there is any fault. 

The message sent from the PMU has the following fields (only 

those required for fault detection are shown): 

1. Voltage magnitude and phase angle for each of the phases,  

2. Current magnitude and phase angle for each of the phases. 

3. Timestamp of measurement 

 

From these message attributes, the pattern that a fault has 

occurred has to be detected. The pattern for a Single Line to 

Ground Fault (phase A to ground) is shown below  

 

(IF Line to Neutral Voltage for Phase A < 0.8 pu 

OR  

IF Phase A current exceeds the current threshold) 

AND 

IF Other phase (B,C) voltage and current magnitudes are within 

normal limits 

THEN 

IT IS A SINGLE LINE TO GROUND FAULT IN PHASE A 

The logic consists of two parts: Part 1 implements the logic that 

either the line A voltage is below normal threshold OR the line A 

current is above normal threshold. Part 2 implements the logic 

that other phase (B and C) current and voltage related parameters 

are within normal limits. The two parts are joined by an AND 

operator. 

Similar rules hold for the double line to ground fault and three 

phase faults: for double line to ground faults, two of the phases 

will show abnormal characteristics and for three phase faults, all 

the three phases show abnormal characteristics. 

The logic above can be mapped to “rule-based” systems. A rule 

consists of two parts: an IF part (known also LHS) and a THEN 

part (known as action). The IF part contains a condition, which 

when satisfied fires an action which is contained in the THEN 

part. Rules are evaluated in cycles: a number of input conditions 

may be satisfied in the first cycle which then fires actions which 

may change the value of some variables that are considered in the 

IF part of some rules. In the next cycle, some more rules may get 

triggered because some variables have been changed as mentioned 

before (in some cases same rules already fired before may be fired 

again if the variables in the condition part of the rule have 

different values than before as a result of executing some actions 

). In this way evaluation is done in cycles until no new rules are 

fired. This is known as “Run to Completion” in Tibco Business 

Events. 

One class of CEP software, such as Tibco Business Events [5,6], 

includes rule-based inference engines which are enhanced to 

support event streams. Tibco Business Events receive event 

streams through the Tibco Rendezvous bus software which 

enables event producers to send events. Some CEP software such 

as Esper, Streambase and others use “continuous queries” to 

detect complex events. Continuous queries are SQL-like queries 

which are registered with the CEP server before the real-time data 

comes through, and act upon the real time data producing output 

with low latency. Some software such as Tibco Business Events 

offer both queries and rules. 

The Tibco Business Events CEP Engine was used for this 

problem. Each type of fault was mapped to a Business Event rule: 

There were separate rules for line A to ground fault, line B to 

ground fault, line C to ground fault., Double line to ground faults 

and three phase fault. 

The architecture diagram of the solution is shown in Figure 3. 

 

 

 

The architecture of the system consists of the following building 

blocks: 

• At the substation level, a PMU sends a message to the 

command and control center  

• At the command and control station, the message from 

the PMU are sent to a data collector which is an 

independent server program 

• The data collector packages the PMU message as an 

event and sends to the CEP server (Tibco Business 

Events in this case) via the message bus (Tibco 

Rendezvous). 

• The CEP Server executes the rules and sends to the 

display and also to pager/mobile alerts.  

Data Collector 

Substn Substn 

CEP Server  

Substations 

 Bus 

Display 

Command and Control 

Station 

Fig.3: Architecture of fault detection 
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• It also generates events that are sent to external systems 

that can take automated action based on the event. 

 

In the following sub-sections we explain the various components 

of the architecture. 

6.2 Data Collector 
The Data Collector is a Java program that adapts the input signal 

from the PMU to a format suitable for transmitting to the CEP 

Server via Rendezvous. 

The Data Collector takes the input signal from the PMU and 

converts it to the event format. The event format is the same as 

that of the PMU message: consisting of the voltage, voltage 

phase angle, current and current phase angle for each of the 

phases and the timestamp. 

The formatted data is sent to the Tibco Rendezvous bus in the 

Tibco-specific format. The Rendezvous bus is a daemon that 

runs on each machine participating in distributed computation. 

While in the prototype both Data Collector and CEP Server 

were hosted on the same computer, if the Data Collector and 

CEP Server are hosted on separate machines, the Rendezvous 

daemon need to be running on both the machines. 

6.3 CEP Server 
The CEP server hosts the rules for detecting faults. There are 

three rules for line to ground faults (for the three phases), three 

rules for double line to ground faults (for AB to Ground, BC to 

Ground and CA to Ground faults) and one rule for the Three 

Phase Fault case. Please see Section 6.1 for the structure of the 

rules. 

One of the requirements of the CEP Server was that the display 

should not show the same type of fault if it occurs in 

consecutive cycles; and the display should indicate when a fault 

is cleared. We found that this required a Concept object to be 

used. We now explain Business Events Concepts and how it was 

used in our prototype. 

A Concept in Business Events is similar to a class in object-

orientation theory except that methods cannot be defined on it. 

A Concept can have attributes and it can inherit from other 

Concepts. Concepts can be instantiated just as Classes can be 

instantiated similar to objects in Object Oriented Design theory. 

A Concept called PMU with two fields was defined: a Boolean 

field FAULT (which is true if a fault occurred in the last cycle) 

and a String field FAULTTYPE (indicates the type of fault 

observed in the last evaluation). An instance of this Concept was 

initialized for each PMU during application startup. Using this 

concept and its two fields (which hold the state of the PMU) the 

requirement that the display should not show the same type of 

fault if it occurs in consecutive cycles, was satisfied. 

Additionally if no fault occurred, a “no fault rule” was designed 

to reset the fields of the Concept instance and also indicate when 

a previous fault is cleared. 

6.4 Display 
The design can support both command line output and SCADA 

(Supervisory Control and Data Acquisition) human machine 

interface.  

6.5 Prototype of Solution 
A prototype of the solution has been built. A MATLAB 

simulation was used to generate data required for fault 

classification. An 11kV balanced distribution system with one 

radial feeder is simulated using Matlab Simulink. In the 

simulation, a PMU is placed at “bus 1” to monitor the three 

phase voltage and current waveforms. The PMU is simulated 

using Simulink library. Three types of fault were simulated 

(Line A to Ground, AB to Ground and Three Phase) with the 

change in fault resistance as well as fault location. These fault 

conditions cause change in phase voltage and current in terms of 

magnitude and phase angle. This change is captured by PMU at 

“bus 1”. The data is sampled at frequency of 1000Hz. Then 

average per cycle is computed for voltage as well as current 

waveform, such that one data sample per 60 Hz cycle is output. 

The files of data generated by MATLAB were read by the data 

collector and sent to Rendezvous from where Tibco Business 

Events picked up the events and generated the faults and fault 

outputs. The prototype has been designed keeping in mind that 

network communication will be used to transfer data between 

the PMU and the data collector. 

7 Results and Experience 
The experience of using MATLAB to simulate faults is 

explained in Section 5. The key results and experience of using 

CEP software are explained below: 

How using rules simplified the development and enabled us 

to develop a prototype in a short time 

The CEP software demonstrated two features that simplified 

development:  

1) Definition of events and Concepts using a user-

friendly IDE made it easy to develop the solution.  

2) Presence of rule definition capabilities made 

developing the solution easy. Rules can be defined by 

non-technical business users also. 

Some amount of state maintenance is required unlike 

traditional rule approaches 

Simply using rule engines is not sufficient for this problem. 

Some amount of state has to be maintained about each PMU 

preferably in memory as explained earlier (see Concepts in 

Section 6.3). 

Simplicity of messaging framework during connection setup 

phase 

The CEP server was integrated with the Rendezvous messaging 

infrastructure. We found the Rendezvous messaging API 

simpler than standardized API like JMS (Java Message Service) 

during the setup phase, because as compared to obtaining a 

Connection, ConnectionFactory and Session, there was only one 

call to Tibrv.open(). 
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The performance of Fault Detection using CEP Server 

We carried out an analysis of the performance of the fault 

detection system. Fault data was fed in at a high rate to the CEP 

Server by the data collector.  Each fault was detected in less than 

a millisecond. 3000 faults were detected in 1422 milliseconds, 

giving an average fault detection time of 0.474 millisecond per 

fault. The actual fault detection rule execution time is expected 

to be less than 0.474 ms because the latter includes the time for 

the client program to post to the Business Events engine via 

Rendezvous. The hardware used was Intel Core 2 Duo 2.33 GHz 

CPU with 2 GB RAM. 

8 Future Work 
In this work, only one PMU is placed in the distribution system. 

This work can be extended by placing more PMUs optimally in 

the distribution system for increasing the reliability of the 

solution. This fault classification algorithm can further be 

extended to fault location algorithm. Lines to line faults are not 

covered in this paper and will be considered in future work.  

The current work is based on a set Voltage and Current level for 

fault determination. However, features can be incorporated to 

detect continuous Under voltage conditions and Overloaded 

conditions in the network and distinguished from high resistive 

faults.  Radial network is assumed. Algorithm could be modified 

to adapt to in-feeds from local generation, alternate switching 

routes. 
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11 APPENDIX-A 
The data corresponding to the practical 13 Bus Distribution 

System is tabulated in Table.4. Base kVA: 1000; Base kV: 11 

Conductor Type: ACSR Line Resistance: 0.0086 p.u/km  

Line Reactance: 0.0037 p.u/km 

BUS 1with PMU

BUS 20

BUS 27

BUS 30

BUS 29

BUS 21

BUS 22

BUS 23

BUS 25

BUS 26

BUS 24

BUS 31

  L 27 
BUS 28

 

Fig.4. 13 bus 11kV balanced distribution system. 

Table.4. Line and load data for the distribution system 

 

End Buses of Lines Load at Bus y 

Bus x       Bus y 

Line Length 

(kms) 
Real Power        Reactive Power 

(kW)                     (kvar) 

1                    20 1 108.0                     52.0 

20                  21 1.5 94.0                        46.0 

21                  22 3 81.0                        39.0 

22                  23 5 108.0                     52.0 

23                  24 2.5 108.0                     52.0 

22                  25 3 102.0                     50.0 

25                  26 4 41.0                        20.0 

20                  27 1 108.0                      52.0 

27                  28 1.5 162.0                      79.0 

28                  29 2.5 68.0                        33.0 

27                  30 4 68.0                         33.0 

30                  31 5 95.0                         46.0 
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ABSTRACT

This article discusses the framework of project engineering and project management success in the new 
millennia. The model evolves from a project-centric view toward a contemporary, holistic, integrated 
collection of factors in the context of the organization, the individual and the project. The conceptual 
framework provides the context for future research as it describes the evolution of project success 
constructs from the last century to the present. The work contributes to the field by looking at the 
organization through the lenses of the firm's culture, its politics, and its organizational makeup. In 
addition, the framework presents the variable of presencing, or the ability to anticipate the future, as an 
item necessary in the successful project of the 21st century. 
 
Keywords: Project Management, Culture, Politics, Leadership, Triple Constraint, and Project Success.
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1. INTRODUCTION 

The practitioners in the field of project 
engineering/project management continue to be 
plagued with a majority of their projects 
encountering failures, even as the understanding 
and use of project engineering management 
techniques increases (Johnson, [6]; Kerzner, 
[8]). Projects are late, over budget, or not able to 
meet original scope requirements. The century 
may be new, but the project engineering/project 
management song remains the same. 

The Wall Street Journal [2] reported on a 
natural gas pipeline project, from Colorado to 
Ohio, which cost $6.7B, a 50% overrun of costs, 
affecting the return on investment. In addition, 
the scope has not been met; the amount of 
natural gas to be delivered through the pipeline 
appears to be less than initially estimated, due to 
recent discoveries of natural gas in the 
Northeast US (Davis, [2]). With the current 
worldwide recession, it appears that project 
management failures are on the increase. About 
68% of projects are encountering some form of 
issue creating an unsuccessful outcome 
(Levison, [9]). Success in projects in the new 
millennium appears to be as elusive as ever.  

Organizations and their employees are 
encountering considerable levels of change, 
which can be characterized as chaotic, creating a 
situation where the firm must learn and adapt in 
order to survive (Lichtenthaler, [10]). Scharmer 
[16] stated the need for a person to anticipate 
the future as it emerges, as a technique to lead 
the change necessary in contemporary society. 
Challenges to the organization requires the 
culture to make sense of the situation, in order 
to provide some shelter for the participants in 
this environmental storm the firm encounters 
(Ravasi & Schultz, [15]). 

The academic and practitioner 
communities have attempted to understand how 
success is achieved within the project context. 
Academics have published books and papers on 
many project engineering and management 
topics, tools and techniques. Practitioners have 
sought to learn from published materials and 
associations. However, the field continues to 

deal with more failures than successes. Are we 
in the project engineering and management 
community missing something?  

 

2. WHAT ARE PROJECTS? 

Projects are recognized as systems, with 
interacting components that require attention in 
order to succeed (Kerzner, [8]).  This thinking is 
a paradigm shift, moving from an analytical 
mechanistic approach to a holistic mode, where 
interacting, interdependent variables are the 
name of the game (Gharadejaghi, [3]). As the 
system increases in complexity its 
interdependencies increase, which describes the 
situation of the project manager in today's 
environment. Projects are more complex, 
interdependent, with many variables that define 
success. 

The environment is not just the project 
by itself, but an endeavor within the 
organization, stated by Carden and Egan, [1], 

Work in 
other fields is being reviewed and evaluated for 
use within the profession, such as how 
leadership research may be applied to the 
project profession (Gehring, [4]; Turner and 
Muller, [18]). Projects are systems that are in 
the social arena, thereby defining themselves as 
a multi-minded social model (Gharajedaghi, 
[3]).  

Leadership research from Prabhakar [14] 
sought to review qualitatively, the 
transformational behavior of project managers 
as an item of project success. Neuhauser [13] 
found that "there are no conclusive findings on 
effective leadership styles in either men or 
women in the project environment" (p. 22). 
While many in the field find leadership to be a 
factor of success, we find the debate of leader 
styles, methods and interactions, continues 
making the topic of leadership within the project 
management profession an item of continued 
study. As leadership factors are of debate, more 
work in leadership as a standalone subject, and 
leadership pertaining to project management 
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will be required in order to find some agreement 
within the research community. 

As project managers attempt to achieve 
favorable outcomes in their endeavors they are 
required to appreciate and consider external 
factors that will influence or moderate their 
results. Perceptive managers understand that the 
organization will contribute, either in a positive 
or negative manner, to the result that is sought. 
How the project managers, themselves, are 
skilled in handling their conduct will add to the 
mix of items influencing the success of the 
project. Finally, the basic factors of the project 
itself will contribute to the success or failure of 
the tasks itemized in the plan the project 
manager is executing.  

 
3. THE CONCEPTUAL FRAMEWORK 

Projects now have organizational 
impact, to a degree that was not present in the 
20th century.  Companies have engaged in re-
engineering projects, mergers and acquisitions, 
and other organizational change activities with 
low probabilities of success (Mourier and 
Smith, [12]). Project management has changed 
from a single project being delivered within the 
organization, to multiple projects running 
concurrently, requiring the manager to 
understand organizational and team dynamics 
(Lientz and Rea, [11]). 

Project management requires an 
understanding of systems theory, as a number of 
factors interact and influence the production of 
the good or service that is expected from the 
effort (Kerzner, [8]). Systems are defined as a 
collection of interacting parts that together are 
greater than the sum of their parts 
(Gharajedaghi, [3]). Project managers must be 
systems thinkers, as "the key to success then 
becomes managing the interaction between the 
different parts and not the parts themselves" 
(Gray and Larson, [5]). This statement is an 
exemplar of the triple constraint where one 
needs to understand how cost, scope and 
schedule interact in a manner where each is 
modified by a change in the other parameter. 

However, the triple constraint is not 
enough in the new millennia. Business cycles 
are shorter, new threats emerge unforeseen, and 
businesses see challengers where none 
previously existed. Gharajedaghi [3] discussed 
how systems have evolved from older 
mechanistic concepts to interdependent 
variations, now to the multi-minded social 
models consisting of purposefulness and change 
in their outcomes. Projects are reflective of this 
archetype, a blending of project parameters, 
individual and organizational behaviors and 
actions. 

The conceptual model, Figure 1  
Conceptual Framework of Project Success, 
describes the changes from the interactive mode 
of thinking to the purposeful, actor-driven 
representation. The framework depicts how 
increased complexity of projects, increased 
stresses on the organization and the need for 
transformational change drive organizational, 
individual and project factors into an 
interrelated mix that is necessary for project 
management success. This mix is a change from 
the quantitative project management approach 
to an integrated holistic approach, which 
Kerzner [7] defined as consisting of behavioral 
components necessary for success in 
contemporary settings. Sensing the 
organization's factors, the project manager uses 
their experience and leadership skills with the 
project factors to produce an outcome that is 
desired.  

The framework visually defines the 
evolution of the framework from the 20th 
century to the 21st century. Where factors once 
stood alone in the 20th century, today the 
interaction between the organizational, project 
and individual factors occurs to a high degree. 
This interaction is documented as a grey 
overlapping area of the three factor boundaries. 
The intersection of the variables describes the 
mixing of t
where each parameter within the factor 
boundary can contribute to the project result. 
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Figure 1 - Conceptual Framework of Project Success 

 
4. CONCLUSION 

While project success factors have been 
studied in previous situations, this work presents 
a different view of the project result process. 
The work seeks to investigate how integrative 
factors combine in a manner that produces a 
desirable outcome. Some project work has 
started to look into individual factors; however, 
no work has sought to integrate some of the 
presented individual variables with the 
presencing variable discussed by Scharmer [16]. 
In addition, no work to date considers an 
organizational view blending culture with 
political and structural views presented in the 
work of Tichy [17]. 

The framework presented will be 
researched in a variety of methods, using 
quantitative and qualitative approaches, in order 
to determine its value for the profession. 
Whether or not the model proves its merit as a 
picture of reality, the development of a new 
view, with integrated variables will assist the 
research community in other items to consider 
when looking at the world of the project 
manager. Research findings will help the 
practitioner community leverage their efforts 
into the variables and factors that produce the 
greatest benefit. Future work should consider 
the project as a holistic system, living in the 
organization composed of people, guided by the 
leadership of a project manager. 
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ABSTRACT 

 
 The computation of bed load allows for the fact that only part 

of the shear stress is used for transport of sediments and some 

of the shear stress is wasted in overcoming the resistance due to 

bed forms therefore the total shear stress developed in the open 

channel requires correction in the form of correction factor 

called ripple factor. Different methods have been followed for 

correcting the actual shear stress in order to compute the 

sediment load. Correction factors are based on particular 

characteristics grain size of particle. In the present paper the 

ripple factor has been obtained for non uniform bed material 

considering the various variables like discharge, hydraulic 

mean depth, flow velocity, bed slope, average diameter of 

particle etc. by collecting the field data of Tapi river for 15 

years for a particular gauging station. The ripple factor is 

obtained using Meyer Peter and Muller formula, Einstein 

Formula, Kalinske’s formula, Du Boy’s formula, Shield’s 

formula, Bagnold’s formula, average of six formulae and 

multiple regression analysis. The variation of ripple factor with 

particle Reynolds Number is studied. The ripple factor obtained 

by different approaches are further analyzed using Origin 

software and carrying out multiple regression on the 15 years 

of data with more than 10 parameters, ripple factor by multiple 

regression has been obtained. These values are further analysed 

and giving statistical mean to the parameters a relationship of 

power form has been developed. The ripple factor increases 

with the increase in the value of Particle Reynolds number. The 

large deviation is observed in case of Kalinske’s approach 

when compare with other approaches 

 

1.  INTRODUCTION 

 
Sarangkheda is one of the gauging stations on river Tapi. In the 
present paper the last 15 year data collected from this gauging 
station is used to compute ripple factor. The ripple factor is 
computed for monsoon season. There are number of approaches 
used to compute ripple factor but in this paper six approaches 
are used to compute ripple factor. The field data of 15 years has 

been analyzed and computer programming in Ms-excel and 
origin has been used to carry out analysis of the data. The 
relationship between Ripple factor and Particle Reynolds 
number has been established. The graphs are plotted for the 

above parameters using origin software and on the obtained 
results statistical analysis is carried out.  
 

2. OBJECTIVES 

 
The main objectives of this paper are: 
 (i)    Using various measured parameters determine Ripple 
factor. 
(ii)   To develop mathematical model relating Particle 
Reynolds’s number and Ripple factor.  

 

3. STUDY AREA AND DATA COLLECTION 

 
Tapi is the second largest westward flowing river of peninsular 
India.  Total length of the river is 724 kms from origin to 
Arabian sea. The Tapi basin (fig.2)is situated between latitudes 

200 N to 220 N, 80% of the basin lies in Maharashtra and the 
balance in the state of Madhya Pradesh and Gujarat. Central 
Water Commission, Tapi Division, Surat is regularly collecting 
daily data of discharge and sediment at gauging site 
Sarangkheda on river Tapi (fig.3). Sarangkheda is situated at a 
distance of about 488 kms from origin. The daily data during 
monsoon are  
collected for 15 years period from 1981 to 1995 and 2000-2005. 

Bed load data (seasonal) from 1981 - 95 are collected for study 
from the central water commission data books (1980-1995, 
2000- 2005)  
 

4. DISCHARGE AND SEDIMENT OBSERVATIONS 

 
Discharges are observed once in a day at 08:00 hours at all the 
sites and calculated by area-velocity methods. Cross-section is 

divided into 15 to 25 segments as per S1192:1981.Depths are 
measured by sounding rods as per IS 3912:1966.Necessary air 
and wet line corrections are done as per IS 1192:1981.Velocity 
is measured by cup-type current meter as per 3910:1966 
suspended sediment samples are collected in Punjab Bottle 
Samplers at a depth of 0.6 D from the water surface. 
 

Particle Reynolds Number 
 The particle Reynolds number is related to the fall 

velocity of the particle. 
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=
ν

SwD
                                                 (1) 

Where, w is the fall velocity of the solid particle with 
diameter DS. This dimensionless number is extensively used in 
the study of the dynamic properties of submerged solid particles 
and in resistance relations. 

 

Ripple Factor 
The computation of bed load allows for the fact that only part of 
the shear stress is used for transport of sediments and some of 
the shear stress is wasted in overcoming the resistance due to 
bed forms therefore the total shear stress developed in the open 
channel requires correction in the form of correction factor 
called Ripple factor. 
 

Meyer – Peter and Muller formulae (1984) 
In the Meyer – Peter and Muller formulae can be expressed as 
shown below in its basic form Basic form  
X = 13.3 (Y-1 – 0.047)3/2                                                (2) 

The Ripple factor as suggested by Meyer – Peter and Muller 
formulae is given below  

Ripple factor µ = (C/C’)3/2 C’ based on D90   
The characteristics of above equation is discussed as below 
Characteristics grain size D = Di = Σ (pi/Di) Σp 
Characteristics: The formula is mainly of an experimental 
nature. The experiments were carried out for D >= 0.4 mm for 
cases I which suspended load was absent.  The formula has 

been extensively tested and used for rivers with coarse bed 
material. The table 1.1 presents the approach, concept and 
features of Meyer Peter’s formulae.  
 

Relationship Based on Estimated and Computed 

Parameters 
The method used for estimation of ripple factor depends upon 

many variables.  The seasonal average values of these 
parameters calculated by all the six methods are based on 
different approaches. 
It is observed that all the six methods used for the study are well 
known, widely used and involves all-important hydraulic 
parameters and sediment parameters. Hence the comparisons of 
Ripple Factor calculated for developing the sediment transport 
characteristics of this river are compatible.  Looking to the 

above fact average of six methods can be used as base without 
any loss of accuracy.Therefore average values of ripple factor, 
estimated by six methods is considered as a reliable base for the 
comparison of data collected and relation between ripple factor 
and various non dimensional parameters are established. 
 

Multiple Regression Analysis 
A multiple regression analysis is carried out between the 

measured and calculated basic data, viz., bed width discharge 
per unit width, flow area, hydraulic mean depth, velocity of 
flow, bed slope, avg. diameter of sediments with calculated 
average values of qbv, , µ. 
Finally equations are derived of the following form using 
Tables 4.1 to 4.12 for each river. 
µ.multi   =   C + C1 x q + C2 A + C3 x S + C4 x B + C5 x  
     V+ C6 HMD + C7 Da.                             (3) 

µ.multi   =      bed load discharge in terms of volume on the basis 
of submerged weight 
qbw = is bed load discharge for river under consideration on the 
basis of submerged weight. 
q = discharge per meter width 
A = Cross section area of flow 
S = Bed slope 
B = bed width of stream 

V = Velocity of flow 
HMD = Hydraulic Mean Depth 

Da = Diameter of sediment C, C1, C2, C3,C4,C5, 
C6, C7 are multiplying  constants for – q, A,S,B,V,HMD, & Da. 

The statistical analysis is carried out between Ripple factor, bed 
load discharge and various variables by using multiple 
regressions and the non linear square fitter of Micro cal Origin 
7.5 has been used to obtain the base fit curve. 
 

5. DATA ANALYSIS 
 

In this paper 15 years field data of Sarangkheda gauging station 

of river Tapi River is analyzed. 
Step: 1 The daily discharge data is converted in to monthly data. 
Step: 2 The monthly data is then converted to seasonal data by 

taking average of monthly data so obtained is 
converted in to seasonal data. i.e. monsoon, post 
monsoon and pre monsoon seasons. 

Step:  3 The seasonal data is converted in to yearly data. 
Step: 4 The value of ripple factor obtained using six approaches. 

Step: 5 After carrying out multiple regressions on this data 
results are obtained for three seasons. 

Step: 6  Origin software is used to develop 
mathematical model to co relate Particle 
Reynolds number and Ripple Factor for each approach, average 
and multiple regression ripple factor 
 

6.  RESULT ANALYSIS 
 

Almost for all the methods the variation of ripple factor 

calculated at particular station is almost uniform. An attempt is 
made under this study to develop simple equations which are 
best suited for the river under consideration the values used on 
the basis of average of six different methods can be used 
without mush loss of accuracy. The pattern of variation of 
hydraulic parameters or variables follows particular path. 
Following this path a multiple regression equation is developed 
for Ripple factor. The variation of hydraulic parameters is such 

that ripple factor shows very large variation during monsoon. 
Looking to such distribution, the best-fit curve based on least 
square method does not give the satisfactory results or very 
good value of co-efficient of determination on yearly basis. 
Therefore, an attempt is made to study seasonal variation of 
ripple factor. Ripple factor takes into account the effect of non-
uniformity of flow. This non-uniformity can be correlated with 
bed conditions, flow conditions, dynamic conditions etc. and the 

relation between ripple factor and various non dimensional 
parameters can be established for given conditions of specific 
weight of sediment, diameter and sediment characteristics. 
However, it is very difficult to correlate all the parameters 
affecting the ripple factor. But depending upon local conditions 
the correlation can be made between ripple factor and the 
variables affecting the sediment transportation. Origin software 
is used to develop mathematical model to co relate Particle 
Reynolds number and Ripple Factor for each approach, average 

and multiple regression ripple factor. Table 1.2 represents the 
developed mathematical models. The statistical analysis of 
curve plotted between ripple factor and Particle Reynolds 
number is done by using non-linear-square-fitter to obtain the 
best fit curve.From the figure no.4 depicting Particle Reynolds 
number vs. Ripple factor, it is observed that the pattern of 
variation is same for all methods except Meyer Peter and 
Kalinske’s. Comparison of all the six methods shows that 

Meyer Peter and Kalinske’s equations deviate maximum. The 
pattern of variation for averaged and multiple regression Ripple 
factor curves appear similar. Comparison of all the six methods 
with corrected averaged Ripple factor curve and multiple 
regression curves shows that Ripple factor by Meyer Peter and 
Kalinske’s Ripple factor gives more deviation. An extremely 
large deviation is observed in case of Kalinske’s Ripple factor 
curve.  
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7.  DISCUSSION ON RESULTS 

 
Following findings can be summarized from above study. 
1. The extremely large deviation observed in case of Kalinske’s 

approach as his formula consider uniform bed material which 
is not possible in case of river flow. 

2. The pattern of variation of Particle Reynold’s number with 
Ripple factor is same for all methods except Meyer Peter and 
Kalinske’s. 

3. The variation of Ripple factor with Particle Reynolds number 
for averaged and multiple regression Ripple factor curves 
appear similar.     
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Sr.  Scientist Approach Concept Features 

(1) Effect of bed forms is not considered 

(2) Bed Load moves in series of parallel layers and velocity of 
lowest layer =0 

(3) Assume linear variation of velocity 

(4) For critical condition entire bed moves as a single layer. 

1 Duboy's Empirical Excess Shear 
Stress 

(5) Developed for uniform material with different densities of 
sediments. 

(1) Based on sediment site varying between 1.56mm to 2.47mm 
and sp. Gravity varying between 1.6 to 4.2 

2 Shield's Dimensionless 
Considerations 

Excess Shear 
Stress 

(2) Variation of results up to 200% 

(1) Effect of Bed form considered 

(2) Total Shear Stress is partially utilize for over coming the 
firm resistance of undulation 

(3)Bed load transport is function of shear stress due to grains 

(4) Channel slope is divided into two parts (a) S' (slope required 
to overcome the resistance of grains) (b) S" (Slope required to 
overcome resistance of bed regularities) 

(5) Values of constants are different for uniform and non 
uniform material. 

(6) Used for rivers carrying coarse bed material 

3 Meyer- Peter Muller Empirical Excess Shear 
Stress 

(7) Results by this equation almost coincides with Einstein 

equation which is complicated 

4 Einstein Brown Semi Theoretical Fall Velocity 
Criteria 

(1) Contains no explicit correction for the shear stress, using fall 
velocity of particles but temperature effects are taken into 
kinematics viscosity. 

(1) Bed Load transported is linked with characteristics of 
turbulent flow and uniform bed materials 

5 Kalinske Semi theoretical Turbulence 
modern theory 

(2) Assume Gaussian distribution for flow velocity near bed 

(1) Used concept of dispersion of solid particles under shear 

(2) Total Shear Stress= Shear stress at boundaries of shear stress 
due to collision of particles 

6 Bagnold Semi Theoretical Stream power 
concept 

(3) Shear stress due to collision of particles depends upon 
normal force on particles and angle of internal friction. 
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Table.1.2  Mathematical models for Particle Reynolds Number 

Tapi-Sarangkheda-Monsoon Season 

 

 
Sr.No 

 

NAME OF 

SCIENTIST 

MODEL EQUATION a b c d e Chi^2 R^2 

1 

 
E.BROWN Asymptotic1 y = a-b*c^x 0.933 0.017 0.99529 - - 4.3188E-9 0.99898 

2 

 
DUBOY'S Allometric1 y = a*x^b 0.430 0.1705    0.89291 0.94374 

3 

 
SHIELD'S Cubic 

y = a + b*x + 

c*x^2 + d*x^3 
3.057 -0.018 0.00004 

-2.19E-

08 
- 0.04348 0.97888 

4 

 
MEYER  Poly4 

y = a + b*x + 

c*x^2 + d*x^3 + 

e*x^4 

-10.89 0.108 -0.00035 
4.81E-

07 

-2.36E-

10 
0.08997 0.86823 

5 

 
BAGNOLD'S Cubic 

y = a + b*x + 

c*x^2 + d*x^3 
0.246 -0.0037 7.45E-07 

-4.77E-

10 
- 

5.5092E-

10 
0.94379 

6 

 
KALINSKE'S Allometric1 y = a*x^b 1.0258 0.19466   - 0.00362 0.81133 

7 

 
AVERAGE Poly4 

y = a + b*x + 

c*x^2 + d*x^3 + 

e*x^4 

4.299 -0.03 0.0001 
-1.41E-

07 

7.08E-

11 
0.00741 0.81235 

8 

 
MU MULTIPLE Poly4 

y = a + b*x + 

c*x^2 + d*x^3 + 

e*x^4 

3.536 -0.022 0.00008 
-1.07E-

07 

5.36E-

11 
0.00836 0.81746 
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                                                         Fig.2 Tapi Basin. 

 

 
       Fig.3 Savkheda, Sarangkheda gauging stations and Ukai dam. 
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Abstract—We propose a novel method of heart attack treat-
ment by low frequency diastolic timed vibrations. It can be
applied quickly after the onset of symptoms by unspecialized
personnel drastically improving the survival chances of the pa-
tient. The method is based on applying low frequency mechanical
vibrations in synchronization with the heart cycle of the patient to
facilitate disruption and clearance of acute coronary thrombosis.
We present an analysis of the proposed methodology and provide
experimental results obtained with a first prototype of diastolic
timed vibrator. We show that vibrations of required frequency
can be successfully synchronized with a real time ECG signal.

I. INTRODUCTION

Diseases of the heart are the leading cause of death in
the United States, with higher mortality rate than cancer
(malignant neoplasms) [1]. Over 7 million men and 6 million
women are living with some form of coronary heart disease.
Over a million people suffer a (new or recurrent) coronary
attack every year, and about 40% of them die as a result of
the attack [2]. This means that roughly every 65 seconds, an
American dies of a coronary event.

Myocardial Infarction (MI) or heart attack is most often
caused by a blood clot, also known as thrombus, in the arterial
vasculature surrounding the heart. MI refers to myocardial
cell death and occurs due to a complete coronary obstruction
which results in a profound blood flow impairment causing
inadequate oxygen delivery to the heart muscle. Once such
an obstruction begins, cell death can occur in as little as 20
minutes. Complete death of all myocardial cells at risk can
occur in, at the earliest, 2 to 4 hours [3]. Various methods
have been developed to treat thrombus before MI occurs. The
techniques vary from surgical procedures, such as coronary
artery bypass grafting to minimally invasive procedures such
as angioplasty, atherectomy, thrombectomy, and intra-arterial
thrombolysis [4]. Procedures such as angioplasty involve
pressing the thrombus against the walls of the vessel using
a balloon catheter or drawing it out of the vessel. Alternative
invasive procedures such as intra-arterial thrombolysis involve
direct insertion of thrombolytic agents i.e. tissue plasminogen
activator (TPA) into the artery through a process known as
catheterization. These agents are capable of dissolving the
thrombus and are inserted after the location of the thrombus
is determined by another catheterization process known as
coronary angiography [5]. Other methods include exposing

the blood clots to low frequencies of continuous wave ultra-
sound. In these methods, known as ultrasound induced clot
dissolution, the treatment is dependent on the intensity and
duration of the ultrasound [6]. Preferred invasive methods such
as angioplasty require significant setup time and resources
in order to be successfully used for treatment. Before the
treatment method itself can begin, patients are required to
undergo a number of clinical diagnosis tests which include,
but are not limited to, electrocardiogram, blood tests, coronary
catheterization and the like [3]. Incidentally, the most effective
treatment occurs during the first 60 minutes of the symptoms
known as the golden hour. However, by the time an average
patient reaches a hospital (approximately 2.7 hours after the
onset of symptoms) most deaths have already occurred [5].
This is worsened by the fact that those who manage to survive
this deadly period of illness have to spend additional time in
the hospital undergoing examinations or receiving transport to
a cardiac cathlab before the treatment can begin. As a result,
speed of intervention is the biggest factor in saving a patient’s
life and is the key to effective heart attack treatment. It has
been suggested [7] that instead of being transported to regional
revascularisation centers, heart attack patients should receive
immediate care at their nearby hospitals or other facilities. In
addition, if treatment could begin during transportation to the
hospitals, it would play a key role in ensuring the survival of
the patient.

In this paper, we propose a method that could be safely
applied by unspecialized personnel on-site or during patient
transportation to the hospital. We believe that this method
could drastically improve the survival rate of heart attack
patients. It consists in applying low frequency mechanical
vibrations synchronized with heart cycle of the patient, prefer-
ably along with injection of thrombus dissolving drugs.

Our paper is organized as follows. After the introduction,
we present our method in details, including review of state of
the art and analysis of the underlying idea. Subsequently, we
present the architecture of the proposed system and we discuss
various aspects of its implementation. In the following part,
we describe a prototype system and the experimental results
obtained. We close this paper by providing conclusion and
proposition of future works.
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II. PROPOSED METHOD

We present a novel, non-invasive method suitable for treat-
ment of heart attack and other states of low coronary blood
flow in a human. It is based on applying low level vibrations
in the chest area along with application of clot dissolving
drugs. By performing vibrations during the diastolic period
of the cardiac cycle (the relaxation of the heart) it is expected
that coronary flow is increased and thrombus dissolution is
achieved. Instead of continuous vibrations, diastolic timed
vibrations must be performed in order to ensure the heart
is not interrupted during the systolic period of cardiac cycle
(contraction of the heart), which can have very negative
effects, especially on a weakened heart. In this study, we first
aim at developing a vibrating system that is independently
controlled by a real-time ECG signal. The triggering of the
vibrating system should be synchronized with the ECG signal
in such a way so as to remain vibrating in the diastole and
cease all vibrations in the systole of the ECG signal.

Our goal is to create a device for field use - a Diastolic
Timed Vibrator (DTV) to be used as medical emergency
system to remediate acute states of low coronary blood flow,
such as those exhibited in angina pectoris (chest discomfort
secondary to coronary artery narrowing) or heart attack (an
acute blockage of a coronary artery, usually by a blood clot).
The DTV will impose mechanical vibrations to the chest of
the patient in order to improve coronary blood flow. We aim at
creating an inexpensive and portable system requiring minimal
intervention of specialized personnel.

A. Diastolic mechanical vibrations

There is strong experimental evidence that diastolic me-
chanical vibrations on the chest wall increase human coronary
blood flow (CBF). In past studies, diastolic vibrations per-
formed on patients with coronary arterial disease (CAD) and
on normal subjects resulted in an immediate increase of CBF
as measured by both transesophageal doppler and coronary
flow wire. The CBF increase in CAD patients was significantly
larger than those of normal subjects [8]. In addition, clinical
studies performed on humans and canines have shown that
external diastolic vibrations can release incomplete relaxation
(IR) and improve the systolic function of the heart [9], [10].
Similar studies consisting of external vibrations performed on
human patients with aortic regurgitation (AR) and ischemic
heart disease (IHD) resulted in a decrease of left ventricle
systole pressure; proving that vibration induced depression
does occur in humans [11].

Clinical studies have shown that diastolic timed mechanical
vibrations around 50 Hz improve coronary blood flow and
left ventricular (heart muscle) performance in human volun-
teers, with and without coronary artery disease [8], [9]. Low
frequency vibration is a known potent vasodilator, especially
for arteries with a degree of active tension or spasm [12],
which is often the case in heart attack [13], and it has
further been shown to significantly enhance clot dissolution
with or without a thrombolytic agent both in-vitro and in
commercially available catheter systems [4]. Low frequency

external tapping has also been documented to lead to reliable
and immediate clearance of acute coronary thrombosis in
animal models presumably by enhancing dis-adherence of clot
from a narrowed intraluminal surface [14]. We suggest that
the efficacy of disrupting and clearing thrombosis could be
maximized by providing vibrations at different frequencies
(via frequency sweep or random frequency variation) as this
would facilitate rupture of the different chemical bondings of
the clot and add turbulence in the vascular system. It would
improve mixing of clot dissolving agent and enhance erosion
of clot surface. Vibrations in the 40-60Hz range fall within the
resonance frequency spectrum of the heart muscle [15] which
would thereby ensure a maximized therapeutic effect.

B. ECG synchronization
Our method provides a new technique for disrupting and

clearing the thrombus present in a patient’s arterial vasculature
surrounding the heart. During systole the heart is contracting
and pressure needed for driving the blood is being generated
within the chambers of the heart. As a result, vibration, which
can interfere with the heart’s contractile process, cannot be
performed on the heart during this phase and should only be
done when the heart is in relaxation phase - diastole [11].
Furthermore, it has been demonstrated in clinical studies that
vibrations timed exclusively to the diastole of the cardiac
cycle advantageously facilitate heart muscle relaxation and
paradoxically improve the strength of the heart contractions
and hence can be utilized safely [10], [16]. We propose to
develop a device that would apply mechanical vibrations to
the chest to augment coronary perfusion, disrupt blood clots
and generally improve blood circulation. The therapy could
be performed by a paramedic in an ambulance or by a trained
person in a clinic or an emergency room.

C. System architecture
The proposed system is composed of four main parts:

a vibrator, accelerometer, ECG system and a LabView VI
containing signal processing and control. Fig. 1 presents a
schematic of the system architecture.

1) Vibrator: We use a standard electromagnetic motor
driven by a 50 Hz source to generate rotary movement trans-
lated into linear movement of a plate. Furthermore, a variable
damping stage is added to adjust amplitude of generated
vibrations. In order to be able to generate vibrations only in
the desired periods of the heart cycle, a fast electromagnetic
relay1 is introduced on the power line of the motor. The relay
is driven from a DAQ2 connected to the LabView interface.

2) Accelerometer: A MEMS accelerometer3 has been in-
tegrated into the vibrating plate to provide a feedback on
the generated vibration amplitude. All three axes can be
monitored for added reliability. Signal from the accelerometer
is digitalized using the DAQ and sent to the LabView interface
for further processing.

1Panasonic APE30106
2A NI9205 with analog inputs and a USB6008 with analog outputs are

used in our system.
3STMicroelectronics LIS3L02AL
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Fig. 1. Block diagram of the proposed diastolic vibration system.
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Fig. 2. Block diagram of the ECG signal processing used to generate driving
signal for starting mechanical vibrations in synchronization with diastolic
period of the cardiac cycle.

3) ECG: An ECG acquisition system Burdick EK10 is em-
ployed to amplify and filter human ECG signal. The resulting
signal is digitalized by the DAQ and further processed in
LabView.

4) LabView VI: An algorithm has been developed to detect
the systole and diastole in a real time ECG signal in order to
allow diastolic timed vibration. We created a virtual instrument
using National Instruments LabView. As shown in Fig. 2, a
real-time ECG signal is first filtered to eliminate noise. We
use a low pass filer to eliminate unwanted high frequency
components. Subsequently, it is high-pass filtered to detect the
QRS complex. The resulting data is then used for heart rate
calculation and detection of the R peak in the QRS complex.

The QRS complex is used to calculate the heart beat rate
by finding the ratio between the number of QRS complexes
over the elapsed time for a specific interval. After the heart
rate is determined, and therefore the period of the ECG
signal, lengths of two counters are calculated for running the
vibrating system. These counters, in coordination with the

R peak detection, are time controlled to stop the vibrating
system during systole and enable it during diastole. After
detecting the R peak, systole counter is reset disabling the
vibrating system until the systole cycle is complete. Once
the systole counter reaches its limit (which is set to match
with the completion of the systole cycle), the vibrating system
is enabled again for a duration determined by the diastole
counter. The diastole counter is accordingly set to reach its
limit before the beginning of the systole cycle. In case where
the two counters overlap due to incorrect counter length
calculation, the systole counter has priority over the diastole
counter; thus ensuring that any detection of R peak would
disable the vibrating system. The systole counter duration was
approximated based on the QT interval calculations performed
during past clinical studies of heart disease patients. Based
on the data collected in these studies, a 30 BPM (2 second
period) heart rate would have an approximate QT interval of
0.5 seconds. As a result the systole counter was set to be 1/4
length of the period [17]. This approximate calculation was
used during the early phase of the testing and will be replaced
with a more efficient regression based algorithm.

The resulting system ensures that vibrations stop before the
QRS complex begins. The counters are updated in real time
to adapt to varying heart rate value.

III. EXPERIMENTAL RESULTS

In order to verify the accuracy of our predictions concerning
the effectiveness of diastole timed vibrations, we started with
building a model system. We concentrated on proper synchro-
nization of mechanical vibrations with ECG signal.

In order to determine if an external vibrating system can
be controlled by an ECG signal, we used a 5V DC gear
motor as the vibrator and the ECG signal was generated
by a Multiparameter Patient Simulator Fluke PS420. The 50
Hz vibration was simply generated by attaching an eccentric
weight to the shaft of the DC motor and adjusting the driving
voltage. The ECG signal was kept at a heart rate of 30 BPM.

Fig. 3 shows the generated mechanical vibrations synchro-
nized with a real-time ECG signal. The overall period of the
heart beat is 2 seconds in which the PQRST region of the ECG
lasts for 0.55±0.05s. Although the systole (QRST region) only
lasts for 0.41 ± 0.04 seconds, the vibrating system is turned
off before the PQRST region begins in order to ensure that
vibrations occur only when the heart is in its relaxation state.
During the diastolic cycle, the DC motor is allowed to vibrate
for 1.40±0.04 seconds. There was some overlap of vibrations
onto the outer edges of the P and T waves of the ECG signal;
however it was ensured that vibrations never occurred during
the critical QT interval.

After having successfully synchronized a DC motor with
a real-time ECG signal, a commercially available massager
device Human Touch HT-1280 (which has frequency and
stroke amplitude suitable for clinical use) was tested as the
vibrator. Fig. 4 shows the modified massager with mounter
MEMS accelerometer on the vibrating plate. In this setup, a
relay was placed between the power supply and the massager,
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Fig. 4. Human Touch HT-1280 massager with modified motor control and
a feedback MEMS accelerometer mounted on the vibrating plate.

allowing the triggering of the massager through the Labview
VI. This device has much higher rotary inertia, therefore a
special damping system had to be introduced in order to allow
more precise timing of the generated vibrations. Fig. 5 shows
the experimental results obtained with the vibrating system
synchronized with the ECG signal. The driving signal is used
to indicate when the vibrations are triggered based on the
counter algorithm described earlier in the system architecture
section.

It can be seen that although there is a delay between
deactivating the driving signal and the actual stopping of the
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Fig. 5. Experimental results of vibration signal generated by the modified
Human Touch HT-1280 massager synchronized with and ECG signal at 30
BPM showing delay between termination of the driving signal and the actual
termination of vibrations.

vibrations, all vibrations stop at the beginning of the QRS
complex. The delay was measured to be approximately 17ms
between the end of the driving pulse and the actual termination
of the mechanical vibrations. The delay caused the vibrations
to overlap onto the beginning of the PR interval and the last
portion of the T wave. For the most part, the QT interval was
free of vibrations and with a more precise damping system and
ECG processing algorithm the delay will also be eliminated.
The approximated counter based algorithm will be replaced
with a more concise regression based algorithm; thus ensuring
precise calculations of the QT interval and precise triggering
of the vibrations.

IV. CONCLUSION

The presented diastolic timed vibrating system is a novel
and innovative method for rapid treatment of heart strokes
and other low blood flow cases. It has been shown through
clinical studies that mechanical vibrations are instrumental in
increasing the coronary blood flow, as well as aiding in the
improvement of the systolic function of the heart. In case
of heart attack, mechanical vibrations along with application
of thrombolytic agents can improve clot dissolution and thus
increase chances of patient’s survival. We presented the first
prototype of a diastolic timed vibrator driven by a LabView
VI and synchronized with a commercial ECG system. We first
demonstrated successful ECG signal synchronization using
a simple DC motor. Subsequently, we modified a massager
device and successfully verified its functionality as a diastolic
timed vibrator as well. The algorithm used in the control
Labview VI relied on the triggering of counters based on the
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length of the systolic and diastolic cycles of a real-time ECG
signal. Results showed that we can accurately synchronize
mechanical vibrations with real time systolic and diastolic
ECG cycles.

V. FUTURE WORK

Our next goal is to utilize our test system on a live subject
to determine the effectiveness of the diastolic timed vibrations
on an actual thrombus. Initially, these tests will be performed
on animal subjects. We also plan to build a diastolic timed
vibrator with integrated miniature ECG acquisition system
and a microcontroller with timing algorithms implemented.
It would enable us to have a stand-alone device, suitable for
clinical use. A further technical challenge will be to reduce
the time delay between inactivation command for vibration
and vibration to actually stop, such as to enable termination
of vibration upon initial sensing of an R wave, to prevent
systolic vibration for irregular rhythms.
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ABSTRACT 

Value Engineering is an identified valuable management 
procedure, which is used to implement and increase the system 
output. It is a systematic way to make an effective use of the 
allotted budget to the projects and to identify the products and 
services. 

Keeping in view the definition, in order to secure the area 
requirements and the requirements of the Miane Foolad Co, the 
approval of establishing a 400/230/63 KV substation was 
obtained. This project was allotted to Azarbaijan Regional 
Electricity Company as D.B.F. 

Based on the estimated credit which was dedicated to this 
project, it was decided that , the bid documents for the 
equipment procurement , installation and implementation, and 
commissioning in 2 ways which are getting finance by the bid 
winner and using onshore and general process prowling , the bid 
would be conducted. 

In order to implement the project more effectively, reduce the 
costs and reduce the project commissioning, Azarbayjan 
Regional Electricity Co. proposed Tavanir Co.           ( Iran`s 
power Generation, Transmission and Distribution Management 
Co.) to use the value engineering processes and with the 
confirmation of the Value Engineering Committee, a value 
engineering workstation was established. 

In this paper with a brief introduction of Value Engineering, by 
introducing the project and Value Engineering workstation, we 
would check in detail the process of this workstation, pointing 
out the results of the workstation with saving of 27% of 
required budget of the project. 

 

 

1-VALUE ENGINEERING 

1-1-Definition 

According to the American society of Value Engineering, it is a 
systematic manner with specific techniques which identify the 
yields of the products and services and defines financial value 
for lower cost production and secures the risk factors and the 
required quality. It can be said that value Engineering is an 
organized effort for analyzing the operation of systems, 
equipment, services and institute to encourage the actual 
operation with the lowest cost in the project commissioning 
period with the relevant quality and suitable safety measures. 

1-2- Value Engineering 

In this paper to study the executive process of the value 
engineering, the presented way of the American Society of 
Value Engineering will be used. This is classified as below: 

          Pre study workshop: 

 This phase includes: 

1- Recognition and Gathering the information 

2- Expansion of a cost model 

3- Selecting team members. 

4- Preparing study schedule  

5- Preparing the work schedule  

          Work shop job plan: 
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This phase includes six sub phases: 

1- Study and review phase  

2- The function analysis phase: Its aim is to expand the division 
where studying plays an important rule 

3- Creativity phase: The purpose of this phase is to expand ideas 
for the base operation. 

4-Evaluation phase: The purpose of this phase is to assess 
suggested manners and dis-regard the unsuitable ideas. 

5- Development phase: The purpose is to prepare the best 
choice to improve the best idea from the previous phase. 

6- Presentation phase: The purpose is to reach to an agreement 
and define responsibilities for the designers and the project 
client in following the proposed manner. 

          The post study phase: 

The purpose of this phase is to accomplish the suggestions, 
which has been confirmed by Value Engineering. 

2- PROJECT SCOPE OF WORK 

The establishing of the 400/230/63 KV Mianeh substation 
according to the requirement of the electrical network and 
providing the necessity of the Folad Mianeh Company by the 
ministry of planning with the purpose of interchanging electrical 
energy of Ardebil power plant and neighboring countries and 
the entire network, resolving the under voltage problem of the 
region, increasing the stability and network reliability, 
providing electricity for industrial customers, water pumps for 
agriculture purposes, reducing the casualties of reactive power 
and providing the growth of city`s electricity and in order to 
commissioning in D.B.F has been assigned to the design and 
development assistant. After receiving the project assignment 
the act of choosing the forth factor started and the agreement 
was put in to action. 

While choosing the forth factor the land of the substation 
location was selected near Foolad company. After the base 
study the land with 320*350 was chosen and was approved for 
purchase by the relevant committee and after the legal 
formation the land was given to the project contractor. 

By using the forth factor, the consultant of the project was 
chosen and contract was signed. 

• The plan of the Mianeh 400/230/63 KV substation is 
as below: 

• The 400 KV bus bar with the 1.5 switch arrangement. 
• Two 400 KV feeders for over head line of the Sahand 

and Shahid Ghayati power plant 
• Two 400 KV feeders for supplying the 35 MVA 

transformers. 

• Two 400/230 KV auto transformers with 315 MVA 
capacity. 

• One 400 KV reactors with 50 MVAR capacity. 
• One feeder for supplying 400 KV reactor. 

Characteristics of the control room was steel frame, Dech 
section Slabs, stone flooring, Aluminum windows, 4-millimeter 
glass, split cooling and heating system. 

Accomplishment of the project as assigned has to be done as 
D.B.F but based on the consultant conditions the tender 
documents were prepared on D.B.F and cash basis. One tender 
for wall up activities and surfacing the land and the other tender 
for buying, installing, testing, commissioning the equipment 
and also building activities were finalized. 

According the high price of the transformers another bid was 
issued for the purchase of the transformers. 

3- VALUE ENGINEERING JOB PLAN 

3-1- Pre studying phase: 

The first Value Engineering meeting took place with 
representatives of the responsible units. At that work shop the 
context and the process of the Value Engineering, the history of 
the project by consultant and client, an introduce about the base 
plan, an introduction about the information phase, determining 
the limits and the limitation of the project, determining the 
limitations of the Value Engineering and the necessaries of the 
project ( holy cows ) , determining the value standards and 
description of the base plan project by the consultant and the 
execution of the 400 KV over head network has been discussed 
and analyzed. Furthermore at that kick of meeting schedule of 
the workshop has been confirmed. 

The research team included the executives, owners and the 
relevant unit which consist of: 

1- Executives: The assistant of planning and development, the 
executive of the over head lines, the executive of substations 
and the executive of building. 

2-Beneficiaries: The operations assistant of and the technical 
office of transmission. 

Needless to mention that the members were chosen indirectly 
by the correspondence of the Value Engineering committee with 
the relevant unit and introducing the representatives by the unit 
mangers and relevant companies of the workshop. 

At that meeting the context and the principles of the Value 
Engineering were presented nuncupative in order to concentrate 
on value engineering and get released from their workplaces.   

3-2- Work shop phase: 
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The main study phase is considered to be as the main phase of 
the Value Engineering and all the process of problem 
recognition,  decision making and taking are done which would 
be referred to later in this phase.  

          3-2-1- Information review and study 

The shortage of information and usage of incomplete or 
incorrect information are the main causes of dropping the index 
value, so in Value Engineering analyzing takes place for having 
more useful and better information. As result of this, the quality 
of Value Engineering would increase. 

The next step in information phase is defining the aim of the 
project, the aim of the workstation, the limits of studies, the 
existing limitations, the standards for choosing and recognition 
of beneficiaries are as below: 

The plans aim: 

• The exchange of the produced energy of Ardebil 
power plant, the neighbor countries and the entire 
electric network. 

• Resolving the under voltage problem 
• Increasing the network stability and reliability  
• Providing electricity for industrial customers 
• Providing electricity for agricultural water sector 
• Reducing the casualties of reactive power 
• Providing the growth of urban sector electricity 
• The aims of workstation: 
• Increasing the quality and improvement of plan 
• Reducing costs 
• Reducing the commissioning period 
• Limitations: 
• The size of the land according to the location and 

natural resources was unchangeable. 
• The limitation of estimated budget 
• The limitation of project commissioning period 

Beneficiaries: 

•  
The regional electricity company of Azarbayjan 

• Electrical Distribution Company 
• The personnel of beneficiary, repairing and 

maintenance of substations. 
• Local industries and farmers 
• Project consultant. 
• Project contractor. 
• Natural resources and environment ministry and the 

other governmental organizations. 
• The nearby residents of substation 
• The Value Engineering group after analyzing in 

whole defined the value standards which would as 
below: 

• Substation reliability 

• The correctly functioning of operating system 
• The easiness of manufacturing and construction 
• The easiness of maintenance and reducing the repairs 
• Easiness in maneuver 
• Reducing the primary investment 

          3-2-2- Analyzing the functions (FAST) 

Analyzing the functions and drawing the FAST1 chart was 
defined as the core of Value Engineering and doing it 
completely and accurately has great influence in exploring 
innovation and analyzing the expense of changing new ideas. 

The core of Value Engineering after making the different 
aspects of the project, based on these different sides of the 
project defined the operation of each part. In this phase, once 
again, an exploration took place about project and the actions 
which has to manage and finally the operations were defined in 
schedule number 1( as per attached ) 

Drawing the FAST diagram must be done after preparing the 
detail operation system schedule. Two ways are defined for 
drawing the FAST diagram, the first one is standard drawing in 
classic way and the other one drawing with depending on 
costumers. As seeing in picture number one the final purpose of 
the project is electricity feeding, and the main operation of the 
Mianeh substation were recognized as an improvement in 
connection of 400 KV network, feeding the 230 KV Azarbayjan 
substation and feeding the 63 KV local substations. ( See diagram 
number 1 as per attached) 

The focus points of the group have defined according to two 
bases. First costly operations in FAST diagram and second the 
operations which have the wide potential of change. As result of 
the creativity field of workstation for the idea making phase were 
defined as below: 

• Power transformers 
• 400 KV reactor 
• 230 KV switchgear 
• 400 KV switchgear 
• 63 KV switchgear 
• The operations 

          3-2-3-Creativity 

After analyzing the operation, the workshop was ready for 
making ideas. 

At first preparing all the team members, providing explanation 
about parts of the project, operation and preferences were given. 
Then members of the workstation were asked to brainstorm 
their ideas for further operation keeping in view the priorities 
developed ideas and wrote them in their papers. This phase took 
120 minutes long and at last about 79 ideas were finalized. After 

                                                            
1 Function Analysis System  Technique 
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analyzing the ideas which were not relevant the repeated ideas 
were omitted, and some ideas were merged and finally 24 ideas 
were chosen to be analyzed. 

          3-2-4-Development 

After identifying the ideas, the member analyzed the remaining 
ideas and rejected the ideas which were not technically 
enforceable and also were not relevant to the workstation. There 
were several cases which had been focused by the group 
members as below: 

The enforceability and the way of executing the changing 
possibilities in the layout or other cases in implementation of 
any item. 

Detailed cost based on change in ideas 

Advantages and disadvantages of each option 

The effect of the implementation of each option on value 
standards and beneficiaries  

Finally 7 ideas were chosen. The final ideas were ideas that the 
Value Engineering team had to analyze according to the defined 
standards in the information phase. The final ideas were as 
below: 

A: The option which would reduce the cost and increase the 
value quality standards of and all the group members approved 
them for executing. 

• Omitting the bypass disconnector switch of 230 KV 
side 

• Changing the position of the 230/63 KV transformer 
to the higher position 

• A foresight of further extension for 5, 400 KV 
overhead line feeders 

• Omitting one 230/63 KV transformer with 80 MVA 
power with its 230 and 63 KV feeder 

Entrance and exit of 63 KV overhead Foolad line in new 
substation and omitting one of the 230/63 KV transformer with 
80 MVA and non entrance and exit of 63 KV over head line 
because changing in the route of the overhead line with fed the 
Foolad Mianeh company 

Changing the steep for surfacing the land of the substation in 
order to reduce the cost 

B: The option which would economically, economize but 
simultaneously reduced the value standards in some cases and 
the group did not come to a full agreement, so the group 
presented a briefly result for deciding by the client 

• Omitting the reactor 
• The plan for changing the position of the reactor to 

the transformer coil 

• Connecting the 400 KV reactor to the over head line 
by using the disconnector switch 

• Changing the 1.5 switch arrangement to the complete 
4 switch ring system with the ability to extend to the 
1.5 complete switch system in 400 KV side. 

For analyzing the final ideas the selection ideas by using the 
members suggestions and even matrix reviewed for the second 
time and the priorities of each standards was chosen. 

 

The opinion`s average as regards to the standards 

At last the final idea and the analyzing standards scored by the 
members and the complementary questionnaires were provided to 
the group members and the performance of each standard was 
finalized. For each idea according to each standards the variable 
were multiplied to reach a final variable. 

The schedule number 2 shows the score of each option 
according to value standards. 

          3-2-5- The extension phase 

The schedule number 3 shows the calculated costs of each 
option. 

4- RESULTS 

According to the result of the workstations the operations of 
having special manner in project were easy. Because the preferred 
options were operative at the same time, thus the group presented 
their plan which was omitting the bypass disconnector switch of 
230 KV side, changing the position of the 230/63 KV transformer 
to the higher position ,a foresight of further extension for 5, 400 
KV overhead line feeders, omitting one 230/63 KV, transformer 
with 80 MVA power with its 230 and 63 KV feeder, entrance and 
exit of 63 KV overhead Foolad line in new substation and 
omitting one of the 230/63 KV transformer with 80 MVA and non 
entrance and exit of 63 KV over head line because changing in the 
route of the overhead line with fed the Foolad Mianeh company 
and changing the steep for surfacing the land of the substation in 
order to reduce the cost. 
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Schedule No.1 – Work analysis 

 

 

S.No System Usage 
Work Name 

1 Outgoing 63 KV feeder Feeder Outlet 
2 Incoming 63 KV feeder Feeder 63 KV bus bar 
3 Power transformer Switch Voltage 
4 230 KV transformer feeder Feeder 230 KV bus bar 
5 230 KV outgoing feeder Feeder 230 KV outgoings 

6 Earthing and auxiliary 
transformer Switch create Electrical voltage earth 

7 400 KV incoming feeder Feeder 400 KV bus bar 
8 400 KV feeder transformer Feeder 400 KV transformer 
9 Bus bar Connector Feeders 

10 Neutral reactor Compensator Reactive load 
11 Protection system Diagnose Fault 
12 Local control system Control Local 
13 Remote control system Control Long distance 
14 DC system Feeder DC current 
15 AC system Feeder AC current 
16 Steel structures Distancing - 
17 Insulator Formation Isolation 
18 Earth system Potentialling Area 
19 Guard wires Protection Lightning 
20 Land Installing Equipment 
21 Foundations Resistance Weight 
22 Control Building Protecting AC,DC equipments 
23 Administrative dept Office Personnel 
24 Lighting system Lighting Area 
25 Wall Physical protection Necessities 
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Scoring the options 
according to the 
value standards 

- 

The base plan 

O
m

itting the bypass disconnector 
sw

itch, C
hanging the position of 

the transform
er foresight of further 

extension for 5 feeders 

O
m

itting one  transform
er  w

ith its 
feeder, entrance and exit of C

anan 
and Foolad over head lines 

Im
perfect 1.5 sw

itch arrangem
ent 

in 400 K
V

 side 

C
hanging the angle of entrance and 
exit of 230 K

V
 over head line 

C
hanging the arrangem

ent of 400 
K

V
 side to double bus bar 

O
m

itting the reactor 

Land surfacing 

Reliability 16.49 88.46 84.62 93.85 39.23 86.92 23.08 17.69 88.46 

Cost reduction 14.85 66.15 94.62 97.69 64.62 86.92 50.00 66.92 66.15 

Execution easiness  10.09 75.38 93.08 94.62 63.08 82.31 43.85 66.15 75.38 
Maintenance 
Easiness 12.95 80.00 74.62 91.54 54.62 84.62 33.08 59.23 80.00 

Profitability 
Easiness 11.43 76.92 85.38 86.15 66.15 73.85 46.92 63.08 76.92 

Operation Easiness 13.04 79.23 83.08 86.92 39.23 83.08 30.00 35.38 79.23 
Environmental 
Rules 9.63 73.86 79.23 83.08 67.69 76.15 50.00 52.31 73.85 

Expansion 
possibility 11.73 60.00 89.23 84.62 51.54 73.85 45.38 53.85 40.00 

 

 

The comparison done based on the 
score on value indicators, lifetime 

expense, primary investment and value 
final indicator 

The base plan 

O
m

itting the bypass disconnector sw
itch, C

hanging 
the position of the transform

er foresight of further 
extension for 5 feeders 

O
m

itting one  transform
er  w

ith its feeder, entrance 
and exit of C

anan and Foolad over head lines 

Im
perfect 1.5 sw

itch arrangem
ent in 400 K

V
 side

C
hanging the angle of entrance and exit of 230 K

V
 

over head line 

C
hanging the arrangem

ent of 400 K
V

 side to 
double bus bar 

O
m

itting the reactor 

Land surfacing 

Option`s score according to the standards 75.50 85.59 90.33 54.61 81.62 39.25 50.27 75.50 

Cost of options (Life time expense) 362.62 358.53 332.08 355.60 360.62 254.26 318.44 352.78 

Cost of options (Primary investment) 263.10 260.09 240.64 257.40 261.10 350.59 230.62 260.10 

The value indicator of options 8.33 9.55 10.88 6.15 9.05 6.18 6.31 8.56 
 

Schedule No 2- Scoring according to Value standards and Cost model of final ideas 
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ABSTRACT 

Value Engineering is a systematic procedure with specific 
techniques, which identifies the product, services, and creates 
financial value for it, So that the project is commissioned in the 
most cost effective and quality considering way.   

In other words, we can say Value engineering is well-organized 
method for evaluating the system performance, instruments, 
services and organizations in order to meet their requirements 
with lower cost factors throughout the project commissioning 
coherent with the project quality and safety measures. 

During all these years, from the invention of value engineering 
by Miles, the above method is used in numerous countries for 
designing and building various products and has been used in 
many projects to increase productivity and economize solutions 
for the clients. 

This process is introduced and used in Iran for utilities 
Company. The value-engineering department of Tavanir Co.     
( Iran`s power Generation, Transmission and Distribution 
Management Co.) has played an important role as the main core 
in implementing, planning and using the said method in 
Electricity sector. 

One of the value engineering workshops in this sector is the 
station used in a 400 KV Tabas–Bafgh transmission line that is 
designed to reduce costs and increase effectiveness. 

1- INTRODUCTION 

Value Engineering is provided as a valuable management 
technical tools which is used for improving systems quality. 
Value Engineering is a systematic manner in order to optimize  

 

 

the consumption of the allocated budget of the project which 
recognizes the operation of products and services. 

According to the definition after approving the construction of 
400 KV over head line of Tabas-Bafgh in order to connect 400 
KV network of Khorasan and the entire 400 KV network, 
improving the voltage quality of Bafgh region, the stability and 
reliability of entire network, and also transmission of produced 
energy of Tabas coal power plant to the entire network of Yazd 
regional electricity in order to improve the plan, reducing cost 
and project commissioning period, the Value engineering 
workshop has been suggested for this project, the value 
engineering workstation was organized. 

In this paper, after introducing the Value Engineering in brief 
we will introduce the project and its workstation, then we will 
describe the processes and the actions of workstation, at last the 
result of the workstation will notice. 

2- VALUE ENGINEEIRNG 

2-1- Definition of Value Engineering technique 

According to the American society of Value Engineering, it is a 
systematic tools with specific techniques which identify the 
yields of the products and services and defines financial value 
for lower cost production and secures the risk factors and the 
required quality. Value Engineering technique is an organized 
effort for analyzing the operation of systems, equipment, 
services and institute to encourage the actual operation with the 
lowest cost in the project commissioning period with the 
relevant quality and suitable safety measures. 

2-2- Value Engineering work shop job plan 
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In this paper to study the executive process of the value 
engineering, the presented way of the American Society of 
Value Engineering will be used. This is classified as below: 

           Pre workshop phase: 

Pre workshop phase includes: 

1- Recognition and Gathering the information 

2-Create 

3- Define scope, purpose, stockholder of project cost model 

4- Selecting team members according to project requirement 

5- Define criteria 

6- Preparing study schedule 

7- Define limitations and Holy cows 

8- Specify Terminology logy for the project 

9- Preparing the workshop schedule  

            Main study phase: 

This phase includes six sub phases: 

1- Review pre workshop  

2- The Function Analysis system technique phase: Its aim is to 
expand the division where studying plays an important rule 

3- Creativity phase: The purpose of this phase is to expand ideas 
for the base operation. 

4-Evaluation phase: The purpose of this phase is to evaluate and 
filter and the unsuitable ideas. 

5- Development phase: The purpose is to prepare the best 
choice to improve the best idea from the previous phase. 

6- Presentation phase: The purpose is to present and decide for 
the best value engineering team for the selected design in the 
following manner. 

          The ultra studying phase: 

The purpose of this phase is to accomplish the suggestions, 
which has been confirmed by Value Engineering team. 

3- PROJECT INTRODUCTION 

According to building of Tabas power plant and in order to 
transmit the produced energy of this power plant to the entire 
network and also connecting the 400 KV network of Khorasan 
and 400 KV network of Yazd the 400 KV over head line of 
Tabas-Bafgh will be built. The mentioned over head line with 

approximately 295 KM length was analyzed as the base plan     
( 15% of Detailed design) in Value Engineering workstation. 

The base plan for building the 400 KV over head line as below: 

1- Single copper conductor with double bundle CERLO 

2- Two guard wires 

As per the consultant`s suggestion the accessories of the project 
were provided by contractor. 

4- TIME SHEDULE OF VALUE ENGINEERING 
WORKSHOP 

4-1- Pre studying phase: 

The pre workshop value Engineering took place with 
representatives of the responsible units. At that workstation the 
context and the process of the Value Engineering, the history of 
the project, an introducing the base plan, an introducing the 
information phase, determining the limits and the limitation of 
the project, determining the limitations of the Value 
Engineering and the necessaries of the project (Holy cows), 
determining facilities and discuss within the value engineering 
team. the value standards and description of the base plan 
project has been designed by and discussed within the Value 
Engineering team. Furthermore at that kick of meeting schedule 
of the workshop has been confirmed. 

Value Engineering team: 

1- Executives: The assistant of planning and development, the 
executive of the over head lines, the executive of substations 
and the executive of building. 

2-Stackholder: The operations assistant of and the technical 
office of transmission. 

Needless to mention that the members were chosen indirectly 
by the correspondence of the Value Engineering committee with 
the relevant unit and introducing the representatives by the unit 
mangers and relevant companies of the workshop. 

At that meeting the context and the principles of the Value 
Engineering were presented nuncupative in order to concentrate 
on value engineering and get released from their workplaces.   

4-2- Workshop phase: 

The main study phase is considered to be as the main phase of 
the Value Engineering workshop and all the process of problem 
recognition,  decision making and taking are done which would 
be referred to later in this phase.  

           4-2-1- Review information gathering phase and 
introduction of the project base plan 
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The shortage of information and usage of incomplete or 
incorrect information are the main causes of dropping the index 
value, so in Value Engineering analyzing takes place for having 
more useful and better information. As result of this, the quality 
of Value Engineering would increase. 

The next step reviewing information phase is defining the aim 
of the project, the aim of the workshop, the existing limitations, 
the standards for choosing and recognition of beneficiaries are 
as below: 

 

 The aims of the project: 

Connection the 400 KV network of Khorasan and the 400 KV 
entire network. 

• The voltage quality improvement of Bafgh network. 
• Increasing the network stability and reliability  
• Transmission of provided energy of Tabas coal power 

plant to the entire network. 

 Project necessaries ( Holy cows): 

Building of 400 KV single line over head line with at least 
double bundle between Tabas and Bafgh. 

 The project`s limitations: 

• Deserted area of some part of over head line 
• Coal mine near the Tabas power plant 
• Transmission from near the power plant 
• Salt marsh of some part of over head line 
• Protected areas 

 Stakeholder: 

The stakeholder of the project are defined as below: 

• Yazd regional electricity company 
• Khorasan regional electricity company 
• Repairing and maintenance personnel of substations 
• Local industries and farmers 
• project`s consultant 
• The contractor of accomplishing the over head line 
• Ministry of national resources and environment 
• Nearby residents of over head line 
• Central core of Value Engineering group of Tavanir 

Company 
• Network management company 

 The aims of Value Engineering: 

• Reducing the cost 
• Plan improvement 

 Limitations of Value Engineering: 

• Direction of over head line 
• Building cost of the project 
• Designing of towers and over head line 

After analyzing in whole, the value engineering group selected 
the value standards which would be the base for assessment as 
below: 

• The physical reliability of project 
• Reducing the cost 
• Reducing the project commissioning period 
• The easiness in maintenance and repairing 
• The easiness in preparing the equipment 
• Wear out period 
• Considering the environmental hazards 

           4-2-2- Function Analyzing System Technique 

Analyzing the functions and drawing the FAST1 diagram was 
defined as the core of Value Engineering technique and doing it 
completely and accurately has great influence in exploring 
creativity and analyzing the expense of changing new ideas. 

The different aspects of the design, based on these different 
sides of the project defined the operation of each part. In this 
phase, once again, an exploration took place about project and 
the actions which has to manage and finally the operations were 
defined in schedule number 1. 

In order to draw out the schedule of analyzing the operation 
there are several ways ( Like from the whole to detail or from 
detail to the whole and random) The classic way of detail to 
whole in spite of it being time consuming would assure about 
having all the parts and operations in FAST diagram. Thus in this 
workshop the group used this way and the operation schedule 
which gathered the definition of main, secondary and supporting 
function were presented. 

Drawing the FAST diagram must be done after preparing the 
detail operation system schedule. There are many techniques for 
FAST diagram as shown in diagram number 1. 

The value engineering team has expanded FAST diagram to 
define main, secondary and supporting in order to specify the 
mostly cost operation on FAST diagram ( Diagram 1 as per 
attached ) 

Thus the creativity phase of workshop for idea making were 
defined as below: 

• To provide the towers and its attachment 
• To provide accessories  
• To provide phase wire 
• To provide guard phase 
• To provide  insulator 

                                                            
1 Function Analysis System  Technique 
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• To provide OPGW wire 

 4-2-3- Creativity 

The creativity phase is the most enjoyable stage in Value 
Engineering workshop. In this phase according to the FAST 
diagram which was derived from the previous phase the potential 
point of project has been assigned. The group in whole focused on 
areas which had the highest potential for increasing the value, 
thinking and creating new ideas. 

There was on emphasize in this phase not to make any 
evaluation or not to criticize the possibility, efficiency or 
advantages and disadvantages of each idea and the group should 
propose any new idea independently avoiding any mental 
disturbance or self censoring. 

The brain group storming technique applied in this phase. 

At first preparing all the team members, providing explanation 
about parts of the project, operation and preferences were given. 
Then members of the work shop, were asked to brainstorm their 
ideas for further operation keeping in view the priorities 
developed ideas  and wrote them in their papers. This phase took 
240 minutes long and at last about 152 ideas were produced. After 
finishing the creativity phase each idea were preliminary 
evaluated. Each idea explained by its proposer in brief and 
reviewed: 

The creativity of the project 

• Cost factors 
• Cost effectiveness on the project 
• Advantages and disadvantages of value standards. 
• Client`s agreement. 

After explaining each idea and discussing, the group has asked 
to express their opinion and reaching to an agreement. Finally 
those ideas which has been filtered and selected for evaluation 
phase were written in the excel sheet. 

After evaluating 152 ideas the opinion of the group was 
reviewed. 

              4-2-4- Evaluation phase 

In this phase those idea which has been selected by the team 
were divided among the team for development 

 4-2-5- Development 

During a two week gap in workstation the group analyzed their 
own ideas and went over the advantages and disadvantages and 
their costs. Different groups provided their progress reports 
including the advantages and disadvantages and economized 
according to Value Engineering system. Then they discussed each 
idea in detail. 

The group categorized and summarized in whole the result of 
the workshop according to development meeting which was 
announced in progress form. 

A) The options for Tabas-Bafgh overhead line, which as to 
economize save and increase the value standards and the 
operations, were agreed in whole. 

1) Crossing from near the power plant. 

2) Reducing the length by crossing the salty lands. 

3) Using the hanging glassy insulators (Fog type) 

4) Using the 7NO8 ground wire 

B) The options which were economized but reduced the value 
standards in some situations and the group did not agreed in 
whole, thus they send a brief report to the owner for their 
comments. 

1) Using the Squap conductor 

2) Using the hulter towers 

C) The options which had some advantages but due to reduction 
in value standards, using them were rejected, although they had 
some value in other projects. 

1) Using different kinds of hulter towers  

2) Using different towers according to different angles 

3) Reducing the foundation volume 

For the final analyzing, the selected standards by using the even 
matrix was reviewed by the members and the priority of each 
standard was selected. 

At last the final idea and the analyzing standards scored by the 
members and the complementary questionnaires were provided to 
the group members and the performance of each standard was 
finalized. For each idea according to each standards the variable 
were multiplied to reach a final variable. 

The schedule number 2 shows the score of each option 
according to value standards. 
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4-2-6- The extension phase 

The schedule number 3 shows the calculated costs of each 
option. 

5- RESULTS 

According to the result of the workstation the operation of 
having special manner in project was easy. Because the preferred 
options were operative at the same time, thus the group presented 
their plan which was passing from near the power plant, reducing 
the length of the line by passing through the salty lands, using 
hulty glass isolator and FOG type and reducing the usage of 
accessories, and also using the 7NO8 system. The plan about 
changing the cerlo wire to squap and using the hulted towers were 
presented to the client because of not reaching to an agreement by 
the group in general. 
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Components The main 
operation The supporting operations 

line course Creating the 
foundation 

Access to the 
over head line Create privacy - - 

Foundation 
Transferring 

the load to the 
earth 

- - - - 

Tower 
Transferring 

the load to the 
foundation 

Wire keeping 
Keeping the 

other 
components 

Maintain the 
allowed gap 

Leading 
the 

lightning 
energy 

The conduct 
wire 

Transferring 
the electrical 

load 

Transferring the 
information 

Tolerance the 
mechanical 

loads 

Creating the 
casualties - 

The guard 
wire 

Transferring 
the lightning 

energy 

Tolerance the 
short circuit 

current 
Alarming 

Tolerance the 
mechanical 

loads 
- 

Insulator 
Creating the 

electrical 
isolator 

Tolerance the 
mechanical 

loads 
- - - 

Accessories 
Tolerance the 
mechanical 

loads 

Tolerance the 
electrical loads - - - 

The ground 
system 

Transferring 
the lightning 
energy to the 

earth 

Transferring the 
short circuit 

current to the 
earth 

- - - 

 

Schedule No.1 – Work analysis 
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Scoring the options according to value 
standards 

The base plan 

U
sing different kinds of halter 
tow

ers and base plan (1) 

U
sing the tow

ers w
ith special 

angles according to existed 
angles 

Passing from
 near the pow

er 
plant 

R
educing the line length 

(Passing throw
 the salty lands as 

possible) 

The scope conductor w
ith three 

bundle 

The glass ,foggy ,hang insulator 
reducing the accessories as 

possible 

R
educing the volum

e of 
foundation in hard lands 

U
sing the N

O
87 w

ire 

reliability 8.43 5.14 7.07 8.57 6.88 7.00 8.36 4.71 8.79 
Cost reduction 5.43 7.21 3.14 9.43 9.11 6.29 9.07 1.93 8.57 
Reducing the project commissioning 
period 6.21 4.50 2.86 9.07 7.59 6.29 7.79 4.36 7.71 

The easiness in maintenance 8.14 4.21 4.93 8.43 5.27 6.43 6.71 4.43 8.29 
Profitability Easiness 7.57 4.64 3.14 8.79 7.41 6.79 7.43 3.36 7.79 
Equipment`s life time 8.14 5.79 6.57 9.00 7.77 7.64 8.14 5.29 8.93 
Environmental Rules 6.43 5.93 7.29 8.71 8.57 8.07 8.00 7.43 8.36 

 

Schedule No2-Scoring according to value standards 

 

The comparison 
done based on 
the score on 

value indicators, 
lifetime expense, 

primary 
investment and 

value final 
indicator 

The base plan 

U
sing different kinds of halter 
tow

ers and base plan (1) 

U
sing the tow

ers w
ith special 

angles according to existed 
angles 

Passing from
 near the pow

er 
plant 

R
educing the line length 

(Passing throw
 the salty lands 

as possible) 

The scope conductor w
ith 

three bundle 

The glass, foggy, hang 
insulator reducing the 
accessories as possible 

R
educing the volum

e of 
foundation in hard lands 

U
sing the N

O
87 w

ire 

Passing from
 near the pow

er 
plant, reducing the length of 
the line by passing through 
the salty lands, using hulty 
glass isolator and FO

G
 type 

and reducing the usage of 
accessories, and also using the 

7N
O

8 s ystem

Option`s score 
according to the 

standards 
7.3 5.35 5.14 8.85 7.46 6.95 7.94 4.5 8.4 - 

Cost of options 
(Life time expense) 512,35 504,09  512,350 500,03 506,39 511,43 502,13 512,35  512,35  483,864 

Cost of options 
(Primary 

investment) 
423,85  413,49  423,850 411,80 418,17 415,93 413,63 423,85  423,15  395,214 

The value indicator 
of options 57.03 42.48 40.1 70.77 58.9 54.33 63.23 35.15 65.54 - 

Life duration saving - 8,258 - 12,319 5,955 915 10,212 - - 28,486 
Reducing the 
investment - 10,358 - 12,044 5,680 7,915 10,212 - 700 28,636 

 

Schedule No3-Cost model of final ideas 
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the air 
maps 
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location 

Navigation 

Routing 

Create 
privacy 

Access 
to the 
line

Creating 
the 

foundation 

Transferring 
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and 
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Tolerance 
the electrical 

load 

Test and 
commissioning 

Installing the 
equipments 

Tolerance 
the 

mechanical 
load 

Creating 
the 

electrical 
isolator

Installing the 
conduct wire 

Installing the 
protection 

system 

Alarming 

Leading the 
lightning 
energy 

Installing the 
OPGW 

Transferring 
the energy 

Transferrin
g the data 

information 

Why 

L.O.F 
A.T.F 

Line maintenance 
Annual maintenance 

When 

O.T.F 

Design aims 
D.O 

- 400KV voltage 

- Single line 

- Respect the standards 

- Maintenance easiness 

How 

H.O.F 

C.P 

B.F 

Diagram No.1- FAST diagram 
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ABSTRACT

This paper presents partial results of a Research

Project of data mining for Duke Energy Brazil

that is being developed by Ibmec-RJ. The

collected data supports a series of tests and

studies used in the daily life of the company. It

presents a prototype of the software for data

mining that is being implemented to optimize

Commercial and Operational interests. Through

the use of algorithms or search engines, this

work try to discover patterns, trends and

inference rules in the data to improve optimized

decisions by the user. Future papers will present

the modules of these tool using neural networks

and cluster analysis with the database of Duke

Energy Brazil.

Key words: data mining, statistics, association

rules, prototype, optimize interests

1. INTRODUCTION

Duke Energy Brazil today has a huge data bank

of information covering both the operation, as

part of the trade.

This information supports a series of tests and

studies used in the daily life of the company.

But as these data were used and manipulated,

Duke has realized that there are variables

difficult to predictability, since there are

inherent relationships between these and other

variables, but which are unknown.

The idea of this research is to use data mining

techniques to discover these relations above,

and not only improve the forecast and actual

operation of Duke, but work to improve the

development of rules of marketing and

operation of the Brazilian electric sector.

The computational tool extraction system of

knowledge database using operational and

commercial data of Duke is the end product of

this research project. Based on the information

aspects, the tool will assist in decision making

processes of the same.

2. METHODOLOGY

Through the use of algorithms or search

engines, try to discover patterns, trends and

inference rules in the data. With these rules or

functions, the user can make optimized

decisions. For this research the files of load,

generation, flow and precipitation were

prepared and validated.

The validated data were processed in a database

using Microsoft Access and created several

tables in order to analyze by means of

association rules.

The process of extraction of association rules is

semi-automatic because it requires the

participation of the user defining the data to be

analyzed and verification of knowledge

discovered, stating whether it is useful or not.

This process aims to extract from large

databases, without any prior formulation of

hypotheses or unknown data, valid and useful

information for decision making.

Support and Confidence are the parameters

used in this methodology and must be

determined by the user to limit the amount and

importance of the extracted rules.

The patterns described by association rules are

of the type:

If X then Y (X ==> Y)

Support:

support (X ==> Y) = P(X Y) proportion of

cases that occurred in X and Y (both).

Support selects ALL possible rules of type X

==> Y , from the database.

Confidence:

confidence (X ==> Y) = P(Y / X) = P(X Y /

P(X) proportion of cases that occurred X

and Y,divided by the proportion of times that X

occured.

Confidence selects among all possible rules of

type X ==> Y, those that occurred Y since X
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occurred in database.

May be considered interesting with the rules,

for example, with support> 10% and confidence

> 50%.

3. THE PROTOTYPE

Initial Screen

In this screen the user enters the user name and

password as shown below.

After the enters the name and password, see the

following screen:

On Tab file, the user has control of his access:

Or exit the system:

On register tab the user has options to load files,

see the association rules and all the reports:

On load, the user selects the data to be

analyzed:

That are:
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Once selected the data, we have:

On rules ,the user inserts the parameters to

generate the association rules in tab parameters:

On tab rules the user generates the rules:

On tab result ,the user has the generated rules:

On tab reports the user has:

The user has the option to generate graphs

selecting "average of hydropower generated and

planned for months and unit of generation",

"average of hydraulic and thermal energy

generated by month and by area of generation"

and "accumulated precipitation by month:

When you click create, you have different types

of graphics in bars:
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Or in lines:

Or in lines , three dimensional:

Or in bars, three dimensional:

The user can also select, by area of generation:

Or by generating unit:

4. CONCLUSIONS

This paper presented the prototype of the

software for data mining that is being

implemented in this project, and future paper

will present the modules using neural networks

and cluster analysis with the database of Duke

Energy Brazil, aiming to improve the quality

service to the Brazilian consumer.
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ABSTRACT 

 
Housing shortage in India is increasing rapidly, 
mainly because supply is much less than the housing 
demands. In urban area, the problem is more 
complex and complicated as the pressure for houses, 
and services due to both natural increase and 
migration. The most important resources required to 
purchase House is finance. Housing plays an 
important role in a country’s economy, typically 
accounting for 10 to 20 per cent of total economic 
activity. In this present paper investigations have 
been made on affordable housing in India. Present 
paper is a classical example for affordable shelter 
economical weaker section for metropolitan city like 
Surat.  
Keywords: Dwelling Unit, Housing, Finance, 
Affordability, Economical Weaker Section. 

 

1. INTRODUCTION 

Housing is often an individual’s biggest asset. In the 
housing sector, the problem further compounded by 
the mobility of the families, both the poor and the 
rich, to spend enough for the basic services, which 
also requires finance. The availability of housing 
finance is, therefore, crucial for overall economic 
development as well as for a household’s welfare 
and its quality of life. [1] 
       
On the housing front, despite the substantial  increase 
in the housing stocks in the urban areas, the housing 
situations continues to be daunting and even more 
complex by the diverse nature of its population and 
its geographical space. The mind-boggling forecast is 
that nearly 36% of India’s population will be leaving 
in urban centre by the year 2025. [3] This forecast 
falls into perspective when we realize that even at 
present moment, urban India is 24.71 million 
dwelling units sort as relieve in the draft 11th plan [8] 
working group report on urban housing which states 
that the housing requirement over the 11th plan 
period (2007-2012) is estimated to be at 26.53 
million units including the housing shortage as on 
2007.  Over 97% of the total housing shortages are 
for EWS and LIG categories.   

 Any attempt to solve the magnitude of housing shortage has to 
deal with issue of the urban households belongs to EWS & 
LIG. As much as 70% of urban population belongs to this two 
income groups (as per NCEAR study).  And as mentioned 
above, out of total housing needs of 26.53million units in 
urban areas by 2012, as many as 97%  will be required by the 
EWS & LIG people. [2].In the first National five year plan 
period (1951-56), housing was introduced   in policy 
framework at   the   national   level. Affordability was 
emphasized as the key issue and government support through 
subsidies and loans was deemed necessary and still it is 
continuing in 11th plan period (2007-2012). 

 
2. STUDY AREA 

 
Surat is one of the fastest growing cities between Mumbai and 
Ahmedabad corridor. The city of Surat is situated on the bank 
of river Tapi having coastline of Arabian Sea on its west. 
Surat is the main center of business and commerce in South, 
Surat Municipal Corporation (SMC) as shown in Fig.2.1. The  
area is about 334 sq. km. 

Fig. 2.1 : Surat Municipal Corporation Area 
 
 

3. OBJECTIVES OF THE STUDY 
 

 To study the affordability   
 To investigate level of assistance for EWS in Surat 

Municipal Corporation Area. 
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3.1 Structure of Housing Finance Institutes  
 

Housing is a state subject. More states have set up 
Housing Boards and Slum Clearance/Development 
Boards at the state level, Prior to the First Five Year 
Plan[4], housing was mainly dealt by the private 
sector and some budgetary allocations were made for 
the housing of government employees. Fig.3.1 shows 
a schematic representation of the formal housing 
finance system. [9] 

 

Fig- 3.1 A network of Formal housing Finance 
System 

 
 

4. ASPECTS OF AFFORDABLE HOUSING 
 

The government in taking new initiatives to tackle 
the problem of housing finance. The creation of 
several Housing Finance Corporation is one such 
step. The Finance Institution has a mandate to 
allocate a substantial part of their resources to meet 
the needs of the poor people.  Affordable housing has 
three major aspects. a)Financial, (Government and 
public sector, public private partnership, financing 
through composite credit mechanism, self-help 
groups and tapping international capital); 
b)Technical, (cost of material, cost of construction 
technology and land and infrastructure development 
cost); c)Policy,  (reorientation of central, state and 
local bodies, strengthening of building center, new 
approach to construction management). [12] 
households interviewed had moved into their housing 
area in the 90’s. Keeping that in mind the 
corresponding norms laid down by 11th plan (2007-
12) and HDFC in 2006 Table.5.1 were adopted for 
the affordability study. [8] 
 

5. THE AFFORDABILITY STUDY 
 
To understand the affordability it was analyzed using 
Wakely diagrams to indicate the levels of  
affordability at EWS.   

 5.1 Income Parameter  
 
The selection criteria for housing areas, those, in which the 
residents had been staying for at least eight to ten years were 
selected, so that the residents could develop familiarity with 
the housing areas. The analysis of the questionnaire showed 
that a majority of the households interviewed had moved into 
their housing area in the 90’s. Keeping that in mind the 
corresponding norms laid down by 11th plan (2007-12) and 
HDFC in 2006 Table.5.1 were adopted for the affordability 
study. [8] 
 
In the monogram shown in Fig.6.1 housing standards in terms 
of area are plotted in the Y-axis of the corresponding chart, 
while the related capital cost is plotted in the X-axis. In the 
case of EWS category the capital cost as multiple of annual 
household income is 1.41. as shown in Fig.6.1. This means 
that the maximum capital cost of a house in this category 
could be only Rs. 55,836/- (39,600 x 1.41). At Rs.4841 per 
square meter cost of construction; this income category could 
afford a maximum of 11.53 square meters, represented   in   
the   corresponding   scale   by   point   P. The  point P is then 
projected on the chart of capital cost as a multiple of annual 
household income to meet the line corresponding to 1.41 at Q 
point. The Q point is then projected horizontally on the curve 
depicting percentage distribution of household incomes to 
meet point R. Next, R is projected on the chart below which is 
showing affordability of percentage of household in the 
income category. [6] 
 
Table: 5.1 Interest Rates and duration of Loan Repayment for 
Different Income Categories. 
 

Category 

Max. 
Annual 
Income  

(Rs.) 
 

Interest 
Rate 
 

Loan 
Duration 

Percenta
ge of 
Income 
of rent  

EWS 39,600/- 5.68 % 15 yrs. 20 

 
Source: 11th plan 2007-12, HDFC 

 
5.2 Capital Cost, Households and Dwelling Size 
 
The minimum cost of construction according to the 2007 
prices was considered to be as follows: 

 EWS housing: Rs. 4841/square meter 
 The household size was taken as 4.4 (NSS report No. 

505, January- Jun, 2004) [7] 
In the following section, the effectiveness of the level of 
assistance for EWS is analyzed using Wakely charts. 
 

6. LEVEL OF ASSISTANCE FOR EWS. 
 
Wakely charts are primarily of two types. In the first type of 
Wakely charts, one can determine the capital cost for housing 
as a  multiple  of  annual   household   income,   given (i)  The  
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borrowing rate of interest, (ii) The duration of loan, 
and (iii) The household income devoted to rent. The 
second type of Wakely charts is a combination of 
four types of charts expressed in the form of a 
monogram. By using these charts in tandem one can 
determine the percentage of households who can 
afford housing of a given standard. The given 
parameters are: (i) The housing standard in terms 
area, (ii) The capital cost involved. (iii) The capital 
cost as a multiple of annual household income and 
(iv) The percentage distribution of annual household 
income. 

 
For the analysis of the affordability of the EWS 
category, first the capital cost of housing as a 
multiple of annual household income was 
determined. 

 
The duration of loan is assumed to be for 15 years at 
5.68% effective rate of interest according to the 
prevailing benefit. The household income devoted to 
rent in assumed to be 20%. As shown in figure: no. 4 
the point of intersection of an interest rate of 5.68% 
and duration of loan of 20 years in the point O. this 
point is then projected horizontally to the left to meet 
the corresponding to 20% of the household income 
devoted to rent to get the point P, and the line is 
projected further to the left to meet the scale of 
annual repayments R. The point P is then dropped 
perpendicular to get the point Q on the scale of 
capital cost as a multiple of annual household 
income. In this case C has a value 1. 71 Using the 
equation p = c x r. One can get a value of p = 1. 71 x 
20. This means that the maximum cost of a house a 
person in this income category can afford is 1. 71 
times his annual household income. [5] 

Fig:.6.1  Ability to pay for housing 
 

 

 
 

Fig:6.2 Housing finanace for EWS 
 
 

The affordability bar shows that about 80% of the EWS 
category could afford the bare minimum of 11.53 square 
meters, as shown in the monogram Fig: 5. which one is 
better than prescribed by the National Building Code. The 
maximum affordable size of22.45 square meters, by the 
EWS, was, considered by SMC authority. [10]  A household 
size of 4.4 numbers. This means that there would be a very 
medium occupancy ratio in the rooms, which would affect 
the satisfaction level. 

 
7. EWS HOUSING PROJECTS 

 
The Surat Municipal Corporation has constructed 7616 
dwelling units on 24 different sites during the year 2005-
06[11]. The construction work of 7424 dwelling units (DUs) 
has been completed and possession to the beneficiaries has 
been handed over. 3533 units are handed over to the 
beneficiaries by draw The housing design for E.W.S. 
Category is Ground plus Three Storied RCC framed 
structure. On each floor, there are four dwelling units. The 
total Built-up area of single D.U. is 22.45 sq.m. (i.e. 241.00 
sq. ft.) The unit has single living room, kitchen, water closet, 
washing place and balcony. The land cost is not considered 
as part of total project cost. 1,49,596 sq.mt. of land has been 
covered for 23 sites. The average housing density is 453 
D.U.s./Hector (i.e.2265 PPH).Basic infrastructure like water 
supply, drainage, pucca roads and street lights are also 
provided by Surat Municipal Corporation. The construction 
cost of the single dwelling unit w as Rs.58, 000/- for the 
project prior to 26 Jan, 2001. While for the post earthquake 
projects, the building design w as revised and the 
construction of single dwelling unit rise to Rs.68, 000/-. Rs. 
5,000 per D.U subsidy is provided by the Government. the 
project site photograph is shown in Fig.7.1. 
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Fig. 7.1 Project Photograph 

 
 
 

8. LEVEL OF ASSISTANCE BY SMC CEILING 
COST 

 
The salient points like income ceiling , built up area, unit 
cost, govt. subsidy and other details are shown in table 8.1 
 

 
Table-8.1. The salient points at this level of assistance were as follows:   
 

  Scheme Income  
Ceiling 
In Rs per  
month 

Built up  
Area per  
Unit 
(sq.mt.) 

 

Unit cost 

Contributions 

Installment Beneficiary 
 

   Govt.  
 Subsidy 

Loan component 

EWS 

Up to 2500 
From 2006-07 
Up to 3300 

22.45 

In case allotment done through draw 
58,000 Before 
E.Q. 18,000 

       5,000 35,000 332 up 
to15years 68,000 After 

E.Q. 28,000 

In case hutments are shifted 

58,000 Before 
E.Q. 1,000        5,000 

35,000 332 up to 
15 years 

17,000 SMC’s 
without interest 
loan 

94 up to 
15 years 

68,000 After 
E.Q. 1,000        5,000 

35,000 332 up to 
15 years 

27,000 SMC’s 
without interest 
loan 

150 up to 
15 years 

 
 
The affordability bar shows that 14 % of the EWS as 
shown in Fig. 6 could not afford a core house with 
the SMC assistance. 22.45 square meters. The total 
built-up area of single Dwelling Unit (D U) is 22.45 
Sq. m. (i.e. 241. 00 Sq ft.) The unit has single living 
room kitchen, W.C., washing place and balcony. This 
shows that SMC levels of assistance was adequate 
and for the majority of the EWS people a minimum 
housing was affordable. The actual unit cost after 
earth quake is 63,000/- due to Government subsidy 
benefit and the total monthly installment is Rs 482/- 
as shown in Table 8.1 which one can save easily for 
monthly income.   
 
 
 

 

 

 
 

Fig: 8.1. Housing Finance for SMC ceiling costs 
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9. CONCLUSION AND DISCUSSION 
 

Majority low affordability often results in a 
“filtration” process in which the housing does not 
reach the actual target groups and is often occupied 
by people from a higher income level. It is 
emphasized that given a better affordability the 
satisfaction level also raises, a fact hitherto over 
looked.  

 
The major findings from the study revealed the 
following 
 
 A minimum standard house is affordable by the 

majority of the EWS of Surat urban area. 
 Looking to the prevailing construction rate and 

all infrastructural  facility provision in EWS 
project SMC authority have been providing best 
level of assistance. 

 More number of units are required to construct 
as per demand supply ratio in Surat which one 
observed during invitation of application form 
for EWS dwelling unit housing scheme by SMC 
authority.  

 As per study, it seems that EWS are in a better 
position compared to the LIG. The persons at the 
highest level of the EWS are in a more favorable 
position than their immediate higher incomes 
categories, as they enjoy loans at lower interest 
rates and have the benefit of higher repayment 
periods. 

 It found that at all levels of EWS assistance, the 
affordability in significant which satisfaction 
level of needs to consider the fact that under the 
present set of condition. The need for an 
extensive and wide spread institutional 
networking with accent on the housing finance 
system.  

 Institutional building in the housing finance 
sector has now assumed critical importance not 
only in the context of ‘affordability’, but also for 
better integration of the housing finance system 
with the macro finance system.  

 The emerging policy intervention of government 
of India and the changing role of Government 
from ‘Provider’ to ‘Facilitator’ has generated a 
host of Opportunities and challenges for the key 
stakeholders.         
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ABSTRACT 

Manipulator kinetostatic performances are usually investigated 

considering only the geometrical structure of the robot, 

neglecting the effect of the drive system. In some circumstances 

this approach may leads to errors and mistakes.  

This may happen if the actuators are not identical to each other 

or when the employed transmission ratio are not identical and/or 

not constant.  

The paper introduces the so called “Generalized Jacobian 

Matrix” obtained identifying an appropriate matrix, generally 

diagonal, defined in order to:  

1. properly weigh the different contributions of speed 

and force of each actuator. 

2. describe the possible non-homogeneous behaviour of 

the drive system that depends on the configuration 

achieved by the robot. 

Theoretical analysis is supported by examples highlighting some 

of the most common mistakes done in the evaluation of a 

manipulator kinetostatic properties and how they can be avoided 

using the generalized jacobian matrix. 

1. INTRODUCTION 

The behaviour of a serial or parallel manipulator can be 

investigated through its kinetostatic performances [1] such as 

repeatability, stiffness, maximum force or velocity. They all 

depend on the kinematic structure of the system, on its 

configuration in the working space and on the kind of drive 

system used to operate the robot. 

The manipulator may have singular configurations in which the 

performances in some directions are extremely poor while in 

others are extremely good. Conversely the manipulator may 

have configurations where the performances are identical in all 

directions. This behaviour can be described through the concept 

of isotropy [2], [3]. Naturally, the design of an isotropic machine 

is desirable because it assures homogeneous performances in all 

the directions in terms of accuracy, repeatability, stiffness, 

maximum force and velocity [4]. 

The kinetostatic properties of a manipulator, as a function of its 

position in the workspace, can be analyzed through the jacobian 

matrix (J) [5] or by the ellipsoids of manipulability, strictly 

related to the jacobian matrix itself [1]. 

Generally evaluation of isotropy, however, is carried out under 

the assumption that the behaviour of all the actuators is 

independent by the pose of the robot and it is the same for all the 

actuators. This assumption corresponds to exclude the effects of 

the drive system on isotropy, thus assuming that it depends only 

on the robot geometry and its reached position [6]. This practice 

inevitably leads to an incorrect formulation of the problem and 

to an inaccurate assessment of the isotropy of the system [2]. 

The paper deeply analyzes this problem introducing the 

definition of Generalized Jacobian Matrix (J*): unlike the 

jacobian matrix, it allows to evaluate the real isotropy of a 

manipulator taking into account the effects of the drive system 

on the performances of the robot. 

2. MANIPULATOR ISOTROPY 

Robot performances are usually measured referring to jacobian 

matrix J. The function: 

0),( =qxf    (1) 

shows the relationships between the joint space coordinates q

and the workspace ones x. Differentiating eq.(1) one gets: 

qJxJ qx && =    (2) 

where: 

x

f
J x

∂

∂
= ; 

q

f
J q

∂

∂
−=   (3) 

The jacobian matrix J can be expressed as: 

xq JJJ 1−
=    (4) 

linking velocities of joint space q& with the workspace ones x&

as: 

xJq && =     (5) 

Thanks to the so called kinetostatic duality […] the transposed 

jacobian matrix represents the relationship between the forces 

and torques acting on the end-effector Fa and forces and torques 

exerted by actuators Fq: 

q
T

a FJF =    (6) 

Kinetostatic properties of a manipulator, as a function of its 

position in the workspace, can be analyzed through some indices 

related to the jacobian matrix [2,5]. Isotropy is one interesting 

property of a manipulator, since it defines the behaviour of the 

robot along each direction.   

Remembering that the ith singular value σi(A) of a matrix A 

is defined as the square root of the eigenvalue λi of the 

corresponding matrix ATA: 
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)()( AAA T
ii λσ =   (7) 

where is  λi ≥0, isotropy can be “measured” through index: 

)(
min

max

min

max JcondI ===
σ

σ

λ

λ
  (8) 

which is the condition number of the jacobian matrix. 

When it is verified cond(J)=1, the minimum and the maximum 

eigenvalues coincide and the manipulator is defined as isotropic. 

Condition on isotropy can also be expressed as [5]:

kIJJ
T

=    (9) 

where k is a scalar and I is the identity matrix. That means 

isotropy can be achieved when jacobian matrix is proportional to 

an orthogonal matrix. 

This definition, however, is carried out under the assumption 

that the behaviour of all the actuators is independent by the pose 

of the robot and it is the same for all the actuators. 

This assumption corresponds to exclude the effects of the drive 

system on isotropy, thus assuming that it depends only on the 

robot geometry and its reached position. Moreover this classical 

definition does not consider that some of the gripper and joint 

coordinates describe rotations and other describes translations 

and so utilises different units (e.g. degrees and meters). 

This practice inevitably leads to an incorrect formulation of the 

problem and to an inaccurate discussion of the properties of the 

system like isotropy. 

To overcome these problems it is possible to introduce some 

“characteristic lengths” utilized to normalize the dimension of 

the manipulator; one length is used to correlate rotation of the 

TCP with its translation, while a second length is used to 

compare revolute and prismatic actuators [7]. However the 

choice of the value of these parameters is arbitrary and some 

criteria to select reasonable values should be developed.  

The paper deeply analyzes the problem of comparing different 

actuators introducing the definition of Generalized Jacobian 

Matrix: unlike the jacobian matrix, it allows to evaluate the real 

isotropy of a manipulator, taking into account the effects of the 

drive system on the performances of the robot. 

To better understand these concepts, a case study is presented: it 

is a 5R 2 dof parallel kinematic machine consisting in 4 links (5 

considering the ground) connected by five revolutionary joints 

(R) two of which are located on ground and driven by motors 

(Fig.1).  

It is constituted by 4 main elements: 

1. the support (coloured with light grey), which is fixed 

and connected to the ground, 

2. the driving system (coloured with green), constituted 

by 2 brushless motors, each actuating a joint, 

3. the transmission (coloured with dark grey), which 

changes the torque and the speed supplied by the 

motor to the ones requested at joints 

4. the manipulator (coloured with light blue), machine 

consisting in 4 connected by five revolutionary joints 

The position x = [xe; ye]
T of the joint C can be expressed as 

function of the actuated joints coordinates q = [θ1; θ2]
T.

Figure 2 shows a developed manipulator prototype, whose main 

feature is the opportunity of changing the distance between the 

joints connected to the ground (O1, O2) through two sliders. The 

actual configuration allows the two joints to be coincident.  

This configuration allows to have the wider workspace which is 

a circle with its center in the origin (O1≡O2) and radius 

R=L1+L2. 

Figure 1 – 5R 2 dof PKM 

Figure 2 –  5R 2 dof PKM with coincident joints connected to 

the ground (O1≡O2) 

The graph depicted in Fig.3 highlights the trend of the inverse of 

the jacobian matrix conditioning number for the configuration 

described, inside the half workspace. 

It is noted that the locus of points where the manipulator is in a 

isotropic configuration is a circumference. Isotropic behaviour 

depends only on the distance of the end effector from the origin, 

while it does not depends on the direction. 

Figure 4 is related to a robot configuration corresponding to non 

coincident joints position. Workspace is reduced and the 

manipulator behaviour is no more radial symmetric. 

  

L1

L1

L2L2

103

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



Figure 3 – Evaluation of robot isotropy inside the workspace 

through the inverse of the jacobian matrix conditioning number  

(case O1 ≡ O2). 

Figure 4 – Evaluation of robot isotropy inside the workspace 

through the inverse of the jacobian matrix conditioning number  

 (case O1 ≠ O2). 

5. THE GENERALIZED JACOBIAN MATRIX 

Usually in the kinematics optimization the effect introduced by 

the behaviour of the drive system is not considered. One of the 

more frequent cases is when actuators are not identical (i.e. 

different maximum velocities, different maximum torques, etc.). 

in this case,  instead of analyzing the matrix JTJ, or its inverse, it 

will be necessary to  consider the generalized jacobian matrix:  

J*=JD          (10)

where D is a matrix (generally diagonal) to be defined in order 

to properly weigh the different contributions of Q&  or Fq [6].  

Therefore it is essential for the design of the kinematics of a 

robot, to evaluate the performance indices previously presented 

to the matrix DJ rather than J.  

The effect described by the D matrix can be better explained 

remembering some definitions about isotropy [6]: 

1. geometrical isotropy, it’s reached when the manipulator, 

independently by its drive system, is in an isotropic 

configuration. In this case: 

1)( =Jcond   or   kIJJ
T

=   (11) 

2. drive system isotropy, it’s achievable if the behaviour of the 

drive system is the same in all the configurations reached 

by the manipulator. It holds: 

1)( =Dcond   or   kIDD
T

=  (12) 

3. effective isotropy, it’s when the robot, driven by a defined 

drive system, has an isotropic behaviour. In this condition, 

independently by the condition number of J and D, one 

gets: 

1)( =JDcond   or   kIDJDJ
TT

=  (13) 

Actuators with different performance 

When the motors used to drive the manipulator are all of 

the same type (rotational or linear), it is often assumed that all of 

them have the same maximum performance both in terms of 

speed and torque (or force).  

Conversely, a manipulator can be driven by actuators of the 

same type, but different from each others in terms of 

performances.  

To visualize this fact, the generalized jacobian matrix has to 

be considered instead of the jacobian one. Matrix D should be 

defined introducing suitable weights to normalize the 

performances of the actuators. Such a definition is arbitrary, and 

there is not a “universal” choice which is suitable for all the 

situations. In [2] it is suggested to define two matrix, Dv related 

to velocities and Df  related to forces, as: 



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













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


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Dv   (14) 
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

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

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1

f

f

D f   (15) 

where max,iq&  and fi,max are respectively the maximum speed 

achievable by the ith motor and the maximum force deliverable. 

This choice gives a physical and concrete value to the scaling 

factors since it depends on the characteristics of the actuators 

themselves.  

Figure 5 shows the manipulator driven by two actuator with 

different performance ( max2,max1, q1.2q && ⋅= ). 
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Figure 5 – 5R 2 dof PKM with coincident joints connected to the 

ground (O1≡O2) driven by two different motors. 

Figure 6 – Effects on robot isotropy of actuators with different 

performance. Evaluation through the inverse of the jacobian 

matrix conditioning number . 

(case O1 ≡ O2). 

Figure 7 – Effects on robot isotropy of actuators with different 

performance. Evaluation through the inverse of the jacobian 

matrix conditioning number. 

(case O1 ≠ O2). 

Transmissions with different transmission ratio  

An effect that is usually neglected in the study of 

manipulator isotropy is due to the presence of transmissions 

interposed between the structure of the robot and the actuators. 

Such transmissions change the torques/forces that motors exert 

on the structure, as well as the speed that they impose.  

This effect necessarily changes the kinetostatic properties 

of the robot and couldn’t be observed by analyzing only the 

jacobian matrix of the manipulator, but a generalized one should 

be adopted. 

While motors exert torques *
aF  and speeds Q*, on driven joints 

are applied forces *1
aaa FDF −

= and speeds *QDQ v
&& =   where 

the matrices Dv, Df  are defined as: 









=

2

1

0

0

τ

τ
vD            (16) 









==

−

2

11

/10

0/1

τ

τ
vf DD   (17) 

Figure 8 shows a particular of the transmission systems of the 

considered manipulator. While the two motors are identical, 

motor M2 is connected to a belt transmission to the actuated 

joint. If τ≠1 then it results: 

τ1 ≠ τ2                                      (18) 

Suppose τ2 =2τ1, the effects on robot isotropy are depicted in 

Fig. 9,10. For both the cases isotropic behaviour is get 

dramatically worse with respect to Fig.3,4.  

Figure 8 - –  5R 2 dof PKM with coincident joints connected to 

the ground (O1≡O2). A particular of the transmission. 

M1 M2

M1 M2

  τ 
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Figure 9 – Effects of different transmission ratios on robot 

isotropy inside the workspace. Evaluation through the inverse of 

the jacobian matrix conditioning number . 

(case O1 ≡ O2). 

Figure 10 – Effects of different transmission ratios on robot 

isotropy inside the workspace. Evaluation through the inverse of 

the jacobian matrix conditioning number  

(case O1 ≠ O2). 

CONCLUSION 

Manipulator kinetostatic performances can be analysed 

through indices related to jacobian matrix expecially in terms of 

isotropy. 

Generally this investigation is carried out considering only 

the geometrical structure of the robot, neglecting the effect of 

the drive system. This approach may leads to errors and 

mistakes for same manipulators. 

Considering forces or velocities, the Generalized Jacobian 

Matrix, obtained by identifying appropriate matrices Df and Dv, 

allow to properly weigh the different contributions of speed and 

force of each actuator. This operation is performed using some 

parameters related to the performance of the actuators 

themselves and therefore gives to the D matrix a physical 

meaning. Moreover it can describe the possible non-

homogeneous behaviour of the drive system that depends on the 

configuration achieved by the robot. 
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ABSTRACT 

This work is focused on the analysis of the so-called 

accelerating factor (α) [9,10] defined, for each motor, as the 

ratio between the square of the motor nominal torque and its 

momentum of inertia. The coefficient α is exclusively defined 

by parameters related to the motor and therefore it doesn’t 

depend on the machine task: it can be calculated for each motor 

using the information collected in the manufacturer catalogues.  

Actually there is not any theoretical study that investigates the 

dependence of the accelerating factor on the electro-mechanical 

characteristics of the motor.  

One way to investigate these relationships is to collect 

information from catalogues of a significant number of motors 

produced by different manufacturers. This allows to have a 

statistical population on which perform appropriate analysis. For 

this reason a database containing more than 300 brushless 

motors has been created containing, for each record, information 

on the most important electro-mechanical characteristics. 

Using the collected information, some graphs are produced 

showing how motors having the same size have different 

accelerating factors. 

Keywords: Electric servo-motor; accelerating factor; continuous 

duty power rate 

1. INTRODUCTION 

The need to increase production capability, while maintaining 

the quality standards, requires the implementation of automatic 

machines performance ever higher. 

In this context, it is of strategic importance in the machine 

design phase the correct selection of the motor-reducer unit. 

Unfortunately, the choice of the electric motor required to 

handle a dynamic load, is closely related to the transmission 

choice. This operation, in fact, is bound by the limitations 

imposed by the motor working range and it is subjected to a 

great number of constraints that depend indirectly on the motor 

(through its inertia) and on the reducer (through its transmission 

ratio, its mechanical efficiency and its inertia), whose selection 

is the object of the design.  

In literature there are many procedures for the selection of a 

motor-reducer unit [1-8] that, while all start from the same 

theoretical basis, they differ from their approach to the problem. 

This work is focused on the analysis of the “continuous duty 

power rate” (also called “accelerating factor”) [8] defined, for 

each motor, as the ratio between the square of the motor nominal 

torque and its momentum of inertia. Each manufacturer of 

brushless synchronous motors adopts its own technological 

solutions and its constructive layout, which is generally different 

from those of another producer. However, the designer of an 

automatic machine who has to choose a motor, can consider all 

the motors as black boxes characterized by their “accelerating 

factor”. Actually there is not any theoretical study that 

investigates the dependence of the accelerating factor on the 

electro-mechanical characteristics of the motor, therefore the 

comparison of motor performances in terms of their accelerating 

factor is possible only in relative terms and not in absolute. 

The aim of this paper is to put the groundwork for a deeper 

analysis of the accelerating factor, in order to give to the 

designer of an automatic machine a tool to critically evaluate the 

performance of motors, not only as compared to the other 

available, but also in absolute terms. 

Table 1 – Nomenclature 

TM motor torque 

JM motor momentum of inertia 

TM,rms motor root mean square torque 

TM,N motor nominal torque 

TH
MT max,

motor theoretical maximum torque 

TM,max servo-motor maximum torque 

ωM
motor angular speed 

ωM,N
motor nominal angular speed 

Mω& motor angular acceleration 

PN motor nominal power 

m motor mass 

VN motor nominal voltage 

p motor poles 

TL load torque 

JL load momentum of inertia 

*
LT generalized load torque 

*
,rmsLT generalized load root mean square torque 

TL,max load maximum torque 

ωL
load angular speed 

Lω& load angular acceleration 

rmsL,ω& load root mean square acceleration 

τ transmission ratio 

η transmission mechanical efficiency 

α accelerating factor 

β load factor 

ωM,max
maximum speed achievable by the motor 

ωL,max
maximum speed achieved by the load 

ta cycle time 

Cth motor thermal capacity 

Rth motor thermal resistance 

τth
motor thermal constant 

KT torque constant 

i current flowing in motor windings 
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2. THE MOTOR 

Brushless motors (Fig.1) are the most widespread electrical 

actuators in automation field, which working range (Fig.2) could 

be approximately subdivided into a continuous working zone 

(called S1, bound by motor rated torque) and in a dynamic one 

(called S6, bound by the maximum motor torque TM,max). 

Usually the motor rated torque decreases with the motor speed 

ωM. To simplify the rated torque trend and to have a cautionary 

approach, the continuous working range is approximated to a 

rectangle, identifying two values TM,N and  ωM,max (Fig.3).  

Fig.1 - Commercial brushless motor 

Fig.2 - Speed/torque curve of a common brushless motor 

Note how the approximation used to make the S1 field 

rectangular, actually has consequences on the value of TM,N and 

ωM,max. 

Information on catalogues are often poor and, in the best case, 

when speed/curve torque is available, they should be managed to 

obtain the interesting parameters.   

Note how the maximum torque achieved by the servo-motor 

TM,max strongly depends on the drive associated with it and it is 

generally different from the motor theoretical maximum torque 

TH
MT max, . 

Figure 3 – Approximated speed/torque curve 

At low speed, the constraint introduced by the drive systems is 

related to the maximum current supplied to the motor. Since 

torque depends on the current, this limit translates into a 

horizontal line on the motor working field corresponding to a 

maximum torque different from the theoretical one. At higher 

speed, this constraint is overcome by the condition on the 

maximum voltage endurable, which causes a reduction of the 

motor maximum torque with its speed. 

3. THE THERMAL PROBLEM OF ELECTRICAL 

MOTORS 

The thermal problem is of great importance in electric motors, 

and is generally the most binding condition in the choice of an 

electric motor for industrial applications. 

During their operation, in fact, motors waste power Wd as heat: 

this is primarily because the windings are affected by the  

current flow (copper losses), but also for the eddy currents (iron 

losses) and mechanical effects. 

TM,max

TM,N

ωM

TM

ωM,max

TM,max

TM,N

TM

ωM,max

108

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



The power lost as heat determines an increase in temperature of 

the motor. Heat is partially removed from the environment at 

least until a stationary condition is determined. 

Naming θ(t) the difference of temperature at time t between 

motor and environment,  Cth the motor thermal capacity and Rth

its thermal resistance, the differential equation for the 

equilibrium of power is: 

d
th

th W
Rdt

d
C =+

θθ
  (1) 

that can be rewritten as: 

thdth RW
dt

d
=+ θ

θ
τ   (2) 

where: 

ththth CR=τ    (3) 

is the motor thermal time constant (usually defined by the 

manufacturer and available on catalogues). 

Observance of the constraints relating to thermal problem 

requires, when selecting a motor, that the maximum temperature 

reached during the operation does not exceed the maximum 

permissible. This requires solving Eq. (1). 

However, if the task operation is cyclic, with period ta<<τth the 

problem can be simplified. In this case, the motor is not able to 

follow the fast thermal fluctuations of the power dissipation, due 

to high heat resistance. The temperature of the motor, then, 

evolves as if it were subject to constant power dissipation 

dW equal to the average power dissipated in the cycle.

Assuming that the dissipation is related mainly to the Joule 

effect due to the resistance R, it is: 

dti
t

R
W

at

a

d ∫=

0

2      (4) 

iKT TM =    (5) 

where KT is the torque constant. 

By substituting eq.(5) in eq.(4), it is possible to reach the value 

of the so called motor root mean square torque: 

∫=

at

M
a

rmsM dtT
t

T

0

2
,

1
  (6) 

namely the torque, acting steadily over the cycle, which is 

attributable to the total energy dissipation really occurred in the 

cycle. 

The condition on the thermal problem becomes: 

TM,rms < TM,N   (7) 

where motor torque TM,N is obtainable from catalogues given by 

motor manufacturers and it is defined as the torque that can be 

supplied by the motor for an infinite time, without overheat. 

The motor torque TM can be written as: 

τ

ω
τ L

MLM JTT
&

+= *   (8) 

where: 

LLLL JTT ω&+=*    (9) 

is the generalized resistant torque at the load shaft.  

When selecting the motor-reducer unit, the transmission ratio τ
and the motor inertia JM are still unknown. In this phase, 

transmission is considered ideal (η=1). 

Equation (8) highlights the dependence of the motor torque on 

this variables, while from eq.(9) it’s possible to observe that all 

the terms related to the load are known. 

The root mean square torque is obtained from: 
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      (10) 

Developing the term in brackets and using the properties of the 

sum of integrals, it’s possible to reach the root mean square 

torque as:  

( )
meanLLMrmsL

M
rmsLrmsM TJ

J
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τ
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2
22*

,
2

, 2 ++=      (11) 

and inequality (7) can be written as: 
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4. THE MOTOR ACCELERATING FACTOR 

Since TM,N is positive by definition, one can gets: 

( )
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M
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Let’s introduce the accelerating factor of the motor: 

M

NM

J

T
2

,
=α    (14) 

describing the performances of each motor, and the load factor: 

( )[ ]
meanLLrmsLrmsL TT ωωβ &&

**
,

2
,2 +=   (15) 

defining the performances required by the task. The unit of 

measurement of both factors is W/s. 

The coefficient α is exclusively defined by parameters related to 

the motor and therefore it doesn’t depend on the machine task: it 

can be calculated for each motor using the information collected 

in the manufacturer catalogues. Moreover it could be reported on 

them, to provide a classification of the commercial motors on 
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the basis of this standard. Otherwise, the coefficient β  depends 

only on the working conditions (applied load and law of motion) 

and it’s a measure that defines the power required by the system. 

Substituting α and β in inequality (13) we reach: 

2

,
*
,














−+≥

τ
ω

τ
βα M

rmsL

M

rmsL

J

J
T &  (16) 

Since the term in brackets is always positive, or null, the load 

factor β represents the minimum value of the right hand side of 

eq.(16). It means that the motor accelerating factor α must be 

sufficiently greater than the load factor β, so that inequality (7) 

is verified.  

A motor must be rejected if α<β , while if α β the motor can 

have enough rated torque if τ is chosen properly. 

The preliminary motor choice is conducted comparing only the 

values α and β; these values are easily calculated knowing the 

mechanical properties of the motor and the load features. 

5. SERVO MOTOR COMPARISON 

The aim of this work is to put the basis of a detailed analysis of 

the accelerating factor (or continuous duty power rate). The 

starting point is the answer to the question: “Let’s assume that 

motors with different sizes are hard to be compared, may similar 

motors have accelerating factors α extremely different?” 

A negative answer to this question would make unnecessary any 

subsequent consideration, indicating that manufacturing 

parameters marginally influence the accelerating factor. That 

means the commercial brushless motors currently on the market 

have similar electromechanical features, presumably best suited 

to obtaining high values of α. 

On the opposite, a positive answer would open a research field 

to find which are the electromechanical features of a motor that 

most influence the accelerating factor and which is (if it exists) 

the theoretical or technological value of α whose overtaking is 

impossible or technically not convenient.  

A way to answer the question is to collect enough information 

from different manufacturers catalogues for a significant number 

of motors. The resulting database will be a useful instrument to 

compare different commercial devices and a suitable tool to 

highlight how the accelerating factor can’t be the only parameter 

to describe the performance of a motor and how all motors 

features influence the design of a machine. 

The database 

The database collects the main information available on 

catalogues of about 300 motors whose power is between 15[W] 

and 15[kW]. Information collected relate to: brand, model, type 

of motor (AC or DC), torque coefficient, winding electrical 

resistance, number of poles, geometrical dimensions and, 

naturally, motor nominal torque and the rotor momentum of 

inertia.  

The momentum of inertia JM includes the inertia of the rotor and 

the one of the positioning sensor, a needed component for the 

machine functioning and thus a part of it. The inertia of any 

brake systems, or related to any additional sensors is neglected. 

Data analysis 

Figure 4 represents the trend of the accelerating factor (y axis) 

for the entire population of considered motors (x axis). 

Motors are identified by a unique growing index. Notice how α
can assume values really different, and how some motors have 

an accelerating factor extremely high compared to the 

considered population. 

Figure 4 – Accelerating factor (α) for the motors in the database 

The graph can not highlights if this high values of the 

accelerating factor are due to a high nominal torque, or to small 

rotor inertia, or to the combination of the two factors. It is also 

unclear whether the accelerating factor is related to the motor 

size or not. 

For this reason, values of α, motor nominal torque TM,N and 

motor momentum of inertia JM are reported on the same chart 

for all the motors in the database (Fig.5). For ease of 

consultation, motors are ordered with increasing momentum of 

inertia. 

The three series of data are normalized on their respective 

maximum value to allow a comparison between series.

Figure 5 – Normalized accelerating factors (α), motor nominal torques 

(TM,N) for the considered motors ordered with increasing momentum of 

inertia JM

Figure 6 depicts the trends of motor weight (M) and nominal 

torques (TM,N) for the considered motors ordered with increasing 

momentum of inertia JM. 
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Figure 6 – Normalized masses (Μ), motor nominal torques (TM,N) for the 

considered motors ordered with increasing momentum of inertia JM 

Looking the chart in Fig.5, 6 some interesting consideration can 

be done: 

1. High values of accelerating factor can be obtained, even 

with high values of JM, because of increased motor 

nominal torque; 

2. Motor nominal torques and  rotor inertia seem to be 

proportional each others; 

3. Motors with same momentum of inertia can have 

accelerating factors extremely different; 

4. Motors momentum of inertia and mass seem to be 

proportional 

These considerations give a first answer to the question done: 

commercial brushless motors are built with different designs and 

generally have different performances. 

It means that some motors are better than others. 

Table 2 shows, as example, the main features of motors 

classified as no.44 and no.230. Despite their different 

characteristics and dimensions, the two motors are identical at 

least as regards their accelerating factors. 

Table 2 – Comparison between two selected motors 

Actually, this conclusion is the starting point to investigate what 

are the electromechanical characteristics that allow a motor to be 

more performing. 

Let’s now consider the transmission that could be coupled with 

each motor, such that condition on thermal problem is verified. 

The range of suitable transmission ratios can be calculated by 

solving eq.(16).  

It results: 

βατ −=∆
*
,rmsL

M

T

J
  (17) 

where *
,rmsLT and β  do not depend on the motor. 

Motors in table 2 have similar accelerating factors but rotor 

momentum of inertia really different. Suppose their accelerating 

factors were higher, for a given task, than the load factor. Then 

motor no.230, with a greater moment of inertia, would have a 

wider range of useful transmission ratios than motor no.44. 

    

6. CONCLUSIONS 

The “accelerating factor”, or “continuous duty power rate”, it is 

a parameter characterizing the performance of a motor and it is 

defined as the ratio between the motor rated torque and the 

square of its rotor momentum of inertia.  

The higher is the accelerating factor α, the wider is the range of 

transmission ratios that can be used for coupling the motor to the 

load to be moved. 

The designer who is choosing the motor reducer unit, however, 

has difficulties in understanding whether the choice done is the 

best or not, because there are no absolute references on the 

accelerating factor on which perform the selection. In other 

words, it is impossible, at now, to evaluate if the chosen motor is 

the best solution for an application, or if a smaller one with the 

same accelerating factor, and therefore better for weight and 

dimensions, is available in commerce. 

The analysis reveals how motors for automation field (taking 

into account only synchronous brushless motors) are extremely 

heterogeneous in terms of performance and highlights the  

needing to define benchmarks for the accelerating factor to help 

the designer in selecting the best motor-transmission coupling. 
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ABSTRACT 

 

 

This paper presents the impact of the data 

quality from hydroelectric plants in the analysis of 

their past operation. A middle term simulation tool 

has been applied to Brazilian hydroelectric plants 

which are under the coordination of the Electric 

System National Operator (ONS). In order to 

analyze the impact of the data quality this simulator 

is used to reproduce the past operation of the plant, 

once with official data and average productivity and 

the next with adjusted data and variable overall 

efficiency. The results show that the use of both 

consolidated data and variable overall efficiency 

reduces the errors between recorded and simulated 

variables bringing the plant’s simulated and real 

operation closer. 

Keywords: Hydroelectric Plants, Data Quality, 

Simulation Tool, Brazilian Model, Operation 

Planning. 

  

1. I%TRODUCTIO% 

 

The power generated by a hydroelectric plant is 

a function of the water discharge by the turbines, the 

difference between the forebay and tailrace levels, 

the penstock head loss and the machines’ efficiency 

involved in the process. The level of accuracy used 

to represent the hydropower generation function 

depends on the problem addressed. For example, in 

the middle term planning, it is quite usual to 

consider an average productivity for the plant. 

While, in the short-term, usually a variable 

efficiency is considered for each machine. 

This paper focuses on the middle term and its 

characteristics. The main objective is to compare the 

past operation analysis of a plant alternating: official 

data and consolidated data. The tool used to 

reproduce the past operation is a middle term 

simulator of the hydroelectric plants operation. 

The first section presents the Brazilian model 

for middle term hydroelectric operation planning. 

The second details the concept and calculation of 

variable overall efficiency. The third describes the 

middle term simulator used in this paper. The fourth 

shows a graphic and numerical analysis on the 

impact of the data quality in the past operation 

reproduction. Conclusions are given in fifth section. 

 
2. BRAZILIA% MODEL FOR MIDDLE TERM 

HYDROELECTRIC OPERATIO% PLA%%I%G 
 

The most common formulations of the Brazilian 

system for hydroelectric operation planning include: 

the production function and the water balance 

equation [12].  

The goal of the production function is to 

quantify the power generation of a hydroelectric 

plant, as Eq. (1). 

 

qhuhxhkp pltrfb .])()([.. −−= η     (1) 

 

where: 

 
p Is the instantaneous power obtained in 

the conversion process of the hydraulic 
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potential energy to electric energy 

(MW). 

k Is the gravity constant, multiplied by the 

water specific weight and divided by 10
6
. 

Its value is 0.00981 (MW/(m³/s)/m). 

η Is the constant or variable efficiency of 

the plant in the conversion process of the 

mechanical energy to electrical energy. 

x Is the water storage in the reservoir of 

the plant (hm³). 

hfb(x) 

Is the forebay elevation which is function of the 

water storage x (m). 

u Is the water release of the plant, that is, 

the sum of the water discharge by the 

turbines and the water spillage (m³/s). 

htr(u) Is the tailrace elevation which is function 

of the water release u (m). 

hpl Is the penstock head loss which is 

function of the water discharge (m). 

q Is the water discharge by the turbines of 

the powerhouse (m³/s). 

 
The water balance equation, Eq. (2), is used to 

calculate the water mass conservation balance of the 

reservoir. 

 

60
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where: 

 
x0 Is the reservoir volume at the beginning 

of period t (hm³). 

y Is the incremental water inflow to 

reservoir during the period t (m³/s). 

Ω Is the upstream plants index set from the 

analyzed plant. 

s Is the water spillage during the period t 

(m³/s). 

ev Is the reservoir evaporation during the 

period t (m³/s). 

uc Is the use of the reservoir’s water 

without the purpose of generating 

energy, such as: urban water supply, 

irrigation and navigation during the 

period t (m³/s). 

∆t Is the size of the period t (s). 

 
In order to aid the calculation of the parameters 

involved in the equations presented above are used 

seven physical functions: area-level polynomial, 

level-volume polynomial, level-release polynomial, 

maximum power function, maximum water 

discharge function, efficiency function and penstock 

head loss function [1]. 

 
3. CO%CEPT A%D CALCULATIO% OF 

VARIABLE OVERALL EFFICIE%CY 

 
The overall efficiency includes the losses and 

the efficiencies involved in the operation. The use of 

the overall efficiency simplifies the production 

function, Eq. (1), without compromising the 

planning and the operation record of the plant. 

Fig. 1 presents the simplification of the Eq. (1) 

using the concept of overall efficiency, η
G
. 

 

 
Fig. 1. Production function, Eq. (1), using the  

concept of overall efficiency. 

 

The variable overall efficiency is represented as 

a hill curve matrix. This matrix can be a function of 

the gross head and the power output. For the 

attainment of the overall efficiency matrix using the 

data recorded by the plant can be used an 

optimization method, such as the “Solver” tool in 

Excel [3]. The objective function is to optimize the 

cells of the overall efficiency matrix in order to 

minimize the sum of squared error between the 

plant’s overall efficiency for the selected record and 

the overall efficiency calculated, as Eq. (3). 

 

∑
=

−
n

i

calc

GG iiMin
1

2])()([ ηη      (3) 

 

where: 
 

n Is the number of operations recorded 

in the plant’s database. 

i Is the index of the operation recorded 

in the plant’s database. 

η
G
(i) Is the plant’s overall efficiency for the 

record of index i. 
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η
G
(i)calc Is the plant’s overall efficiency 

calculated using the overall efficiency 

matrix for the power output and the 

gross head of the record of index i. 

 

4. MIDDLE TERM SIMULATOR 

 

The middle term simulator of the hydroelectric 

plants operation represents in detail the active 

operational restrictions on this horizon using weekly 

or monthly data. It can be used for planning the 

future operation or reproducing the past operation of 

a period.  When it is used for reproducing of the past 

operation it performs the function of a tool for data 

analysis like others mentioned in Hidalgo 2004 [5]; 

Hidalgo et al. 2009-A [6]; Hidalgo et al. 2009-B [7] 

and Hidalgo et al. 2009-C [8]. Its simulation process 

is based on the production function, Eq. (1), and the 

water balance equation, Eq. (2).  

The software project and the computational 

implementation of this simulator use the Object-

Oriented Paradigm [3], the C++ Programming 

Language [10] and the Structured Query Language 

(SQL) [4]. 

For studies of this paper, the simulator’s aims is 

reproduce the water discharge trajectory from the 

initial volume, the trajectories of generation, water 

spillage and water inflow, as Fig. 2. The advantages 

of this type of application are: it shows the impact of 

the data inconsistency in the plant’s water balance 

and it can be used for planning the future operation. 

 

 

Fig. 2. In bold, input data for the simulator when 

its aim is to reproduce the water discharge trajectory. 

 

5. GRAPHIC A%D %UMERICAL A%ALYSIS 

O% THE IMPACT OF THE DATA QUALITY 

I% THE PAST OPERATIO% REPRODUCTIO% 

 
The middle term simulator was applied to a 

large Brazilian hydroelectric plant. The data 

recorded by the plant from 09/01/06 to 08/31/07 

were compared to the resulting data from the 

simulation for the same period. The comparison was 

made in two situations. In the first the simulator 

worked with the official data provided by the 

company responsible for the operation. In the 

second the simulator used the consolidated data 

obtained according to the methodology presented in 

Hidalgo et al. 2009-D. Basically, the differences 

between the official and consolidated data are the 

six physical functions involved in the hydroelectric 

operation planning: area-level polynomial, level-

volume polynomial, level-release polynomial, 

maximum power function, maximum water 

discharge function and efficiency function. 

 

A - Simulation using official data and average 

productivity  
 

In this simulation were used the official physical 

data of the company and the average productivity of 

the plant. The simulator’s goal is to reproduce the 

water discharge trajectory recorded by the plant, as 

Fig. 2. 

Fig. 3, 4 and 5 show the recorded and simulated 

trajectories. It is possible to notice that the official 

physical data recorded by the plant are not coherent 

with the reality of the operation because the 

simulated trajectories moved away from the 

recorded trajectories.  

 

 
Fig. 3. Comparison between the overall efficiency 

trajectories. 

 

 
Fig. 4. Comparison between the water discharge 

trajectories. 
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Fig. 5. Comparison between the forebay level trajectories. 

 

The physical information that most influenced 

the result of this study was the plant’s productivity, 

Fig. 3. Since it is overestimated, the simulator saves 

reservoir’s water, Fig. 4, in order to produce the 

recorded generation. This justifies the increase of 

the forebay level, Fig. 5. 

 

B - Simulation using consolidated data and variable 

overall efficiency 
 

In this simulation were used the consolidated 

physical data of the plant and the variable overall 

efficiency calculated according to Eq. (3). Again, 

the simulator’s goal is to reproduce the water 

discharge trajectory recorded by the plant, as Fig. 2. 

Fig. 6, 7 and 8 show the recorded and simulated 

trajectories of the plant.  

 

 
Fig. 6. Comparison between the overall efficiency 

trajectories. 
 

 
Fig. 7. Comparison between the water discharge 

trajectories. 

 

 
Fig. 8. Comparison between the forebay level trajectories. 

 

These three figures show a strong coherence 

between the recorded data and their reproduction by 

simulation. This demonstrates the advantages of the 

use of variable overall efficiency even in the middle 

term.    

In order to show a numerical analysis of the 

results presented above, Table I presents a statistical 

summary of the sum and mean squared error 

between the recorded and simulated variables when 

the simulator’s goal was water discharge 

reproduction.  

 
Table I. Statistic summary – Water discharge 

reproduction 

Recorded Data x Simulated Data 

Variable Official  Adjusted  Reduction 

Sum squared error 

hfb(x) 32.09 0.04 99.87 % 

htr(u) 5.81 0.17 97.16 % 

q 4,609,516.29 16,089.42 99.65 % 

s 3,713,950.31 0.01 100.00% 

η
G
 0.02 0.00 99.13 % 

Mean squared error 

hfb(x) 1.57 0.06  

htr(u) 0.70 0.12  

q 619.78 36.62  

s 556.32 0.03  

η
G
 0.04 0.00  

Mean reduction of the sum squared error 99.16 % 

 

The first column presents the analyzed 

variables. The second shows the sum and mean 

squared error between recorded data and simulated 

data using official information and plant’s average 

productivity. The third shows the sum and mean 

squared error between recorded data and simulated 

data using consolidated information and plant’s 

variable overall efficiency. The fourth column 

presents the error reduction between the second and 

third columns. 

The numbers in Table I show that the data 

quality has great influence in the past operation 
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analysis of a plant. Some minor differences 

presented in the third column of the table are 

explained by accuracy of 0.1 MW used by the 

simulator. The differences related to the tailrace 

level and water discharge are explained by the fact 

that the plant’s tailrace is represented by a scattered 

cloud of points. It is believed that an accuracy 

technique for measuring of water discharge reduces 

the spaces among the points of the cloud further 

improving the results.  

 

6. CO%CLUSIO%S 

 

This paper compared the impact of the data 

quality in the past operation analysis of a large 

Brazilian hydroelectric plant. The analysis was 

made using a middle term simulator. The objective 

of this simulator was to reproduce the plant’s 

operation from 09/01/06 to 08/31/07 using monthly 

data. The simulator’s input data were classified in 

two kinds: official data using the plant’s average 

productivity and consolidated data using the plant’s 

variable overall efficiency.  

The results were presented in the form of 

graphics and table. They all confirmed the 

importance of the data quality. For the analyzed 

study the mean reduction of the sum squared error 

between the recorded and simulated variables was of 

99.16%.  

The impact of the data quality in the past 

operation analysis indicates that others 

computational models used by the energy sector for 

optimization, simulation and streamflow forecasting 

may present dubious results due the quality of the 

data provided for them. Therefore, the search for the 

improvement of data is important to the choice of an 

economic and reliable operation policy for the 

hydroelectric system. 
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ABSTRACT  

 This paper describes the design and development of a 

prototype for a palpation simulator, i.e. to replicate the act of 

touching or feeling the human body to determine the condition 

of the underlying parts.  This project work is motivated by the 

need for more realistic and more versatile palpation simulators.  

The final design utilizes magnetorheological (MR) fluids, 

whose properties can be changed with magnets to represent the 

desired abnormality to be palpated.  Key design decisions 

include choice of MR fluid, magnetic field strength, and 

packaging of the MR fluid.  The improved realism and 

increased number of scenarios for the prototype has been 

confirmed by local experts.  This work has been performed by 

an undergraduate team for the two-semester capstone design 

course for the Mechanical Engineering Department at Bradley 

University.  This project crosses traditional mechanical 

engineering boundaries because it addresses a critical training 

need within the medical profession.  A significant and unique 

feature of this project is its sponsorship by the Kern 

Entrepreneurship Education Network (KEEN).  KEEN’s 

mission is to graduate engineers who have the necessary 

mindset regarding entrepreneurship and innovation.  Therefore, 

this project work includes extensive research and market 

analysis regarding the designed system. 

Keywords:  Medical Simulation, Palpation, Design, 

Magnetorheological Fluids. 

INTRODUCTION 

 The use of simulators to train medical professionals in 

important skills has become more common due to factors such 

as limited patient availability and the increasing number of 

scenarios for which training is needed.  Medical simulation is 

intended to improve education and patient safety by replacing 

real patient experiences with guided experiences under realistic 

conditions [1],[2].  One such important skill is palpation, which 

is the act of touching or feeling the human body to determine 

the condition of the underlying parts.  This palpation skill is 

needed for situations such as feeling for a breast lump, 

checking for a swollen thyroid, and determining the existence 

of internal hemorrhage after trauma. The possible variables 

involved during the medical professional’s palpation include 

the number of fingers used and the applied pressure. 

 The presently available palpation simulators are very 

limited in the important areas of realism and versatility of 

possible scenarios.  For example, one popular breast palpation 

simulator provides only several possible lump locations and 

several possible lump sizes, which severely limits the 

effectiveness of the training. 

 This paper describes the development of a palpation 

simulator using magnetorheological (MR) fluids to represent 

the abnormal anatomy which must be detected.  MR fluids are a 

type of smart fluid whose properties such as viscosity can be 

changed when subjected to an applied magnetic field, due to the 

extremely small magnetic particles suspended in the fluid.  

Design decisions for this palpation simulator include choice of 

MR fluid, required magnetic field strength, type of magnet, and 

packaging of the MR fluid.  The improved realism and 

increased number of possible scenarios for the functional 

prototype has been confirmed by local experts in the related 

fields, including practicing physicians and the director of the 

Clinical Skills Laboratory at the local medical school.   

 Other design options were considered for this palpation 

simulator.  One rejected option was the use of mechanical, pin-

sized actuators to generate the desired palpation surface.   

However, the achievable resolution of the palpation surface was 

not fine enough.  Another rejected option was the use of 

electrorheological (ER) fluids, whose properties change when 

subjected to an electrical current.  However, there was great 

concern about the safety for the medical trainees due to the 

continuous current flowing through the fluid. 

 This work has been performed by a team consisting of four 

undergraduate students and two faculty advisors as a two-

semester capstone design project.  It incorporates many aspects 

of a mechanical engineer’s education such as mechanical 

design and material selection.  This project also crosses 

traditional mechanical engineering boundaries because it 

addresses a critical training need within the medical profession.  

Hence, extensive feedback has been obtained from local experts 

in the related fields, including practicing physicians and the 

director of the Clinical Skills Laboratory at the local medical 

school.  Previous projects have been completed and 

documented under the same senior project sequence.  These 

projects each had focused on the development of a control 

system, for a laboratory wind tunnel [3] and a gear 

dynamometer [4], respectively. 

 Finally, a significant and unique feature of this project is 

its sponsorship by the Kern Entrepreneurship Education 

Network (KEEN).  KEEN’s mission is to graduate engineers 

who have the necessary mindset regarding entrepreneurship and 

innovation.  Therefore, this project work includes extensive 

research and market analysis regarding the palpation simulator.   
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 The remainder of the paper is organized as follows.   The 

KEEN sponsorship of this project is described briefly, and the 

guidelines for the senior design capstone course for the 

Mechanical Engineering Department at Bradley University are 

provided.  The market analysis for medical simulators is 

presented as stipulated by the KEEN sponsorship.  The 

technical approach is described, in particular the various design 

concepts and options to be studied.  The final design is 

presented.  Finally, the construction of the proof-of-concept 

prototype is described, and the prototype validation with 

medical professionals is confirmed. 

 KERN ENTREPRENEURSHIP EDUCATION NETWORK  

 The Kern Entrepreneurship Education Network (KEEN), 

created by the Kern Family Foundation in 2005, is intended to 

help universities graduate engineers who are equipped with an 

action-oriented entrepreneurial mindset who will contribute to 

business success and transform the U.S. workforce.  KEEN has 

provided the funds to sponsor this two-semester senior design  

project for the Department of Mechanical Engineering at 

Bradley University.  This project incorporates many aspects of 

a mechanical engineer’s education such as system design, 

material science, and design of experiments.  This project also 

crosses traditional mechanical engineering boundaries because 

it addresses a critical training need within the medical 

profession.  Hence, this project matches the KEEN mission by 

including extensive research and market analysis regarding the 

designed system.   

      MECHANICAL ENGINEERING SENIOR DESIGN
     CAPSTONE COURSE AT BRADLEY UNIVERSITY  

The senior capstone design project course for the 

Mechanical Engineering Department at Bradley University 

covers two semesters, specifically the Fall and Spring semesters 

of the academic year.  Each project has an industrial sponsor 

(i.e. “client”) and the typical project team consists of four 

undergraduate students and at least one faculty supervisor.  For 

this project, the client (i.e. KEEN) is represented by two 

additional Bradley faculty members, including the person 

directly responsible for securing the KEEN sponsorship.  This 

design project course requires that each student team provide an 

initial proposal, regular progress reports, four oral presentations 

to classmates and faculty, and at least one presentation to the 

client.  Each student team’s initial proposal includes a schedule 

with milestones, a budget, and a list of deliverables.

 For this project, the expected deliverables are: 

Midterm report 

Includes research and analysis for at least 3 

potential designs 

Recommendations for design 

Functional proof-of-concept prototype 

Final report

CD containing all project documentation 

  MARKET ANALYSIS

 The team first has conducted extensive research on the 

current market for medical simulators, finding information 

about the quality, cost, and functionality of available products.  

This is a necessary step to show the team what kind of market 

there is for the proposed palpation simulator.  There are full-

body simulators available which can simulate certain human 

functions such as breathing (via embedded air pump) and 

urination.  However, these simulators do not feel realistic 

because they use rubber to mimic human skin.  These full-body 

simulators, shown in Figure 1, typically cost at least $ 200,000.  

There also are partial simulators available which provide 

training for specific tasks and/or for particular sections of the 

body.  These include breast exam simulators and generic 

palpation simulators, shown in Figure 2 and Figure 3, 

respectively.  However, these simulators only have a limited 

number of possible abnormality shapes and locations, so their 

effectiveness decreases with repetition.  This project work 

described in this paper culminates in a proof-of-concept 

prototype which bridges the gap between the expensive full-

body simulators and the less expensive but limited capability 

partial simulators. 

 This market research also has included a visit to the Rager 

Clinical Skills Laboratory (RCSL) in downtown Peoria, which 

uses a full-body simulator in addition to some partial 

simulators.  The team’s communication with the lab director 

had provided a better understanding of the customer needs, as 

did similar communication with students from the nursing 

school.

  TECHNICAL APPROACH

 The team has made the following assumptions in order to 

simplify the design of the palpation simulator.   The finger size 

of the student performing palpation would be considered to be 

constant.  At the same time, the soft tissue and abnormality 

would be individually treated as homogeneous substances for 

the solution chosen, i.e. the density and elasticity of each would 

remain constant throughout the substance.

 Two unique design concepts have been researched and 

analyzed in depth in order to determine the recommended 

solution.  The first type requires the student to palpate a 

simulator, or place their finger onto the device.  The simulator 

is designed to deliver realistic feedback by recreating the 

resistive force of soft tissue and an abnormality.  One of the 

solutions for this type of simulator is using pins that would be 

individually controlled by servomotors.  By doing this, an 

abnormality could be generated by controlling the height of 

each pin.  An advantage to this design is that servomotors are 

easily accessible and relatively inexpensive.  However, one 

concern is the amount of space that this device would occupy.  

Another solution is that of electrorheological (ER) fluids.  

These fluids are a special type of fluid that, when exposed to 

electrons, experience a change in viscosity.  The fluids can be 

arranged into individual cells on a grid, allowing for the 

location of the abnormality to be chosen by sending electric 

current sent to any particular cell.  While the space constraint 

was not an issue of concern for this setup, the cost could 

potentially have been. One liter of ER fluid, the minimum 

order, can cost around $1000-$1500.  Other fluid alternatives 

that are less expensive were researched, which in turn led to the 

option of magnetorheological (MR) fluids.  MR fluids are 

similar to ER fluids, but the change in viscosity is driven by an 

applied magnetic field as opposed to an electric one. Small iron 
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filings in the fluid line up along the lines of flux, which causes 

the increase in viscosity.  

 The second design concept uses haptic feedback to provide 

a virtual simulation via a device placed on the student’s finger.  

The concept behind this design is simulating the presence of an 

entity that does not actually exist. In this manner, the device is 

similar to commercially available haptic devices  Ideally, the 

device would consist of a finger sleeve lined with sensors and 

connected to a computer interface, through which the user 

could program various cases and locations of abnormalities.  

FINAL DESIGN

 After extensive study of the various options and design 

concepts, the team has decided to pursue Design Concept 1, i.e. 

placing finger(s) onto the device.  The team also has decided to 

use MR Fluids to create the abnormality to be palpated.  Hence, 

the three categories of design decisions to be made are the MR 

fluid, the magnet, and the fluid packaging.  The final design 

will be the proof-of-concept prototype of the palpation 

simulator capable of producing an abnormality with a modulus 

of elasticity comparable to that found in human tumors. 

 MR fluids are a type of smart fluid in which the viscosity 

can be changed by applying varying magnetic fields to the 

fluid. Generally, these fluids are used in a shear mode, where 

displacement is occurring perpendicular to the magnet’s flux 

lines often found as a damper, a brake, or a clutch. However, 

this project uses the MR fluid in “squeeze mode”, where the 

compressive force is in the same direction as the flux lines 

coming off the pole of the electromagnet.  The team has chosen 

a water-based MR fluid because it provides a modulus of 

elasticity of 300 kPa, which is about the same value as a ductile 

carcinoma (breast tumor)[5].

 The magnet is the driving force of the stiffness that the 

MR fluid can attain.  The MR fluids become saturated when 

electromagnetic field strength is between 1.2 and 2.0 Tesla, at 

which point the MR fluids begin to lose their fluid properties 

and become very hard.  The team has chosen to use a 

permanent magnet to activate the MR fluids.  In particular, the 

prototype employs a 0.58 Tesla permanent magnet underneath 

MR fluid contained in LDPE packaging, separated only by a 

thin aluminum sheet.  Magnetic modeling has been performed 

to model the flux lines and flux density for this design, which 

are shown in Figure 4 and Figure 5, respectively.   

 If a different stiffness is desired of the abnormality, 

various strength magnets could be interchanged to allow for this 

change.  The team also has considered using electromagnets, 

but the achievable electromagnetic field strength is not strong 

enough to cause a noticeable change in MR fluid viscosity.   

 For the packaging of the MR fluid, the team has decided 

that a bladder consisting of compartments, connected by 

constricted passages, would allow MR fluid to flow freely in 

the absence of a magnetic field while providing the realistic feel 

of the abnormality when a magnetic field is applied to the 

appropriate constricted passages.   The chosen packaging 

pattern is shown in Figure 6. 

  CONSTRUCTION OF PROTOTYPE 

 The frame for the prototype is made of 80/20 aluminum.  

Two layers of aluminum support the fluid packaging.  The 

bottom layer is a ¼” thick aluminum plate providing support 

for the fluid packaging layer.  In this sheet, a pattern matching 

the fluid packaging cells Is drilled to allow for magnet 

placement.  This pattern consisted of approx. 40 holes (1 1/8” 

in diameter) to allow adequate clearance for the 1” diameter 

magnets.  Figure 7 shows the machining of these holes.  The 

top layer is a thin sheet of aluminum (0.030” thick) to provide 

separation of the magnet and the fluid packing.  Both of these 

layers are screwed to a support rail on the frame with the 

supplied screws.

 The material chosen for packaging the MR fluid is a Low- 

Density Polyethylene (LDPE) matrix of approximately 40 cells.  

The layout of the cells utilizes a bottleneck design that acted as 

a nozzle to restrict the flow.  This enhances the overall 

performance of the fluid.  A large syringe is used to fill these 

cells. The final array of MR Cells is placed on top of the 

aluminum supports.  Figure 8 shows the filling of the packaging 

with MR fluid. 

 The tissue layer is a piece of open celled polyurethane 

foam to represent soft tissue. This was simply cut to size, 

12”x12” to fit inside the frame and placed on top of the fluid 

cells.  The final cover or “skin” layer is a sheet of nylon fabric 

that was glued to the foam piece using high strength spray 

adhesive.  This combination was chosen due to its availability 

and low cost.  Figure 9 shows the packaged MR fluid and the 

foam tissue layer. 

  VALIDATION OF PROTOTYPE 

 This project crosses traditional mechanical engineering 

boundaries because it addresses a critical training need within 

the medical profession.   Medical professionals have been 

consulted throughout this project.  The student team has given 

their final presentation to these two medical professionals, in 

addition to a representative from the Kern Entrepreneurship 

Education Network (KEEN).   The medical professionals have 

tested the final proof-of-concept prototype as shown in Figure 

10.  The medical professionals have complimented the 

prototype, and they even have suggested additional potential 

applications for this technology.  Most importantly, they have 

agreed that the proposed technology could be a viable and 

applicable method of medical simulation.

CONCLUSIONS

 This paper describes the development of a palpation 

simulator using magnetorheological (MR) fluids to represent 

the abnormal anatomy which must be detected.  Design 

decisions for this palpation simulator have included choice of 

MR fluid, required magnetic field strength, type of magnet, and 

packaging of the MR fluid.  The proof-of-concept prototype has 

been constructed and its potential viability for palpation 

simulation has been validated by local medical experts.  This 

work has been performed as a two-semester capstone design 

project for the Department of Mechanical Engineering at 

Bradley University.   In addition to incorporating typical 

mechanical engineering areas, this project also crosses 

traditional boundaries because it addresses a critical training 

need within the medical profession.  A significant and unique 

feature of this project is its sponsorship by the Kern 

Entrepreneurship Education Network (KEEN).  The extensive 
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research and market analysis required by the project has 

fulfilled KEEN’s mission to graduate engineers with the 

necessary mindset regarding entrepreneurship and innovation. 
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ABSTRACT 

This paper presents the methodology that was 
used to assess satisfaction among users of 
Social Programs in Mexico and the results 
obtained from the pilot test. The causal 
model, the Mexican User Satisfaction Index 
(IMSU), is an adaptation to Mexico of 
American Customer Satisfaction Index 
(ACSI). The methodology in development is 
intended to become an alternative for the 
evaluation and improvement of Social 
Programs and Social Policies in Mexico. 

Keywords: Customer Satisfaction, Social 
Policies, Government Services, Social 
Programs, National Satisfaction Index and 
Quality. 

1. INTRODUCTION

The work reported in this paper is part of the 
research project: Mexican Customer 
Satisfaction Index (IMSU for its name in 
Spanish), developed by the Universidad 
Iberoamericana Mexico City. Its objective is 
to design and implement a methodology for a 
National Index of Satisfaction of 
Beneficiaries of Social Programs in Mexico. 
The aim is to arrive at a standardized, 
comparable and reproducible methodology, 
based on that of the ACSI but adapted to 
Mexico´s conditions. This paper focuses on 

the results of the pilot test of the model and 
its questionnaires.  

Mexico´s history is characterized by high 
levels of poverty and persistent inequality. 
According to Székely (2005), in 1950 88.4% 
of the population lived below the poverty 
line, and today 47% of the population 
(CONEVAL, 2007) still remains under this 
classification. For this reason the Government 
is obliged to generate a Social Policy that 
might strengthen social protection for the 
poorest.  One of the mechanisms to 
implement this Policy is the creation of 
Social Programs. 

In this sense the evaluation of Social 
Programs is very important. As mentioned in 
the study of Talukdar et al. (2005), the World 
Bank recommends that we hear what the 
users of these programs have to say about the 
goods and services they are receiving. The 
World Bank seeks to incorporate the "voice 
of the consumer" -consumers are mainly the 
poor- in its socioeconomic development 
projects. "Thus, the World Bank's goal to 
represent the voice of the poor - the" target 
market "- in its funding for the provision of 
public goods and services, is analogous to a 
customer-driven company’s goal to 
incorporate the voice of customers in its 
marketing of private goods." (Talukdar, et al. 
2005: 101). In the case of Public Policy, 
Hastak et al (2001:172) mention that 
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“outcomes of a Policy must be evaluated in 
order to determine if the Policy is meeting its 
objectives. Evaluation must also provide 
feedback so that the Policy may be modified 
to improve its effectiveness”. This is exactly 
what we intend to do by measuring 
beneficiary satisfaction with Social Programs 
in Mexico. This research project seeks to 
identify opportunities for improvement, 
which may translate into changes in the 
operation of the programs towards a higher 
quality of the services offered by the 
Government to the poorest. In addition, this 
project seeks to contribute to the field of 
Engineering in Mexico by developing a 
theoretical model and a methodology to 
assess the performance of processes and their 
relative importance from the user perspective; 
thus providing Engineers with a tool to 
improve processes. 

2. BACKGROUND 

Social Programs 

The "Plan Nacional de Desarrollo 2007-
2012" (National Development Plan), 
establishes a series of Social commitments 
and Social Policies for the government. The 
way Public Administration carries out the 
Social Policies is through Social Programs. 
Social Programs, like Gómez (2004) defines 
them are "technical services related to 
specifically identified human needs, that tend 
to provide care to those groups which, 
because of their circumstances or conditions, 
are in a situation of need or marginalization" 
(Gómez, 2004: 31). Such groups are 
composed mainly of people living in poverty. 
All programs being evaluated in this project 
are in charge of the Agency for Social 
Development (SEDESOL for its name in 
Spanish). Like SEDESOL says, the primary 
mission of its Social Programs is "to create 
equal opportunities for all people, regardless 
of their place of birth, income, family or 
socio-cultural conditions, so that every citizen 
may have access to goods and services 

essential to his development” (SEDESOL, 
2009).  

National Satisfaction Index Models 

At the international level, there is a trend to 
establish National Satisfaction Indexes. In 
1989, the first satisfaction index, called the 
Swedish Customer Satisfaction Barometer 
(SCSB) was born (Fornell, 1992). “The 
American Customer Satisfaction Index 
(ACSI) was introduced in 1994; the 
Norwegian Customer Satisfaction Barometer 
was introduced in 1996; and the most recent 
development is the European Customer 
Satisfaction Index (ECSI)” (Johnson et al., 
2001). Other countries are also developing 
national satisfaction indices including New 
Zealand, Austria, Korea, Germany, Taiwan 
and Hong Kong.  

American Customer Satisfaction Index 

The American Customer Satisfaction Index 
(ACSI) is a national indicator that measures 
the level of satisfaction among Americans 
about the quality of goods and services 
consumed. The ACSI evaluates ten sectors of 
the economy of the United States, covers 41 
industries and more than 200 companies and 
federal or local government services. The 
satisfaction index is obtained from the 
treatment of the American people responses 
to a telephone questionnaire. The ACSI 
model for government has been useful to 
describe government programs and services 
in the United States and has also been 
successfully tested in Mexico in previous 
studies such as the Diconsa Rural Supply 
Program and the Local Development 
(Microrregiones) Program (Lobato et al., 
2006a; Lobato et al., 2006b). Therefore the 
ACSI was selected to be tested and adapted to 
the Mexican reality in order to create a 
National Index for Social Programs in 
Mexico, the IMSU. This model is the one that 
has been used in the seven Social Programs 
that have been evaluated during this project.
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Figure 1. ACSI Model: Government Services and Nonprofit Organizations. Source: ACSI “Methodology Report” (2005) 

3. METHODOLOGY 

The IMSU board is an interdisciplinary group 
made up of Engineers in Quality, Statisticians 
and Social Scientists. Through a series of 
pilot test, the board has adapted the ACSI 
model to evaluate seven Social Programs in 
Mexico. We will briefly present some 
definitions and basic properties of the ACSI 
model. 

ACSI Model

ACSI uses an econometric model that 
measures several indicators that conform an 
index of satisfaction as well as other 
indicators related to latent variables or 
constructs. The opinions of customers are 
collected through a survey and the data 
analyzed to obtain a description model by the 
method of partial least squares (PLS). The 
latter is an iterative procedure that integrates 
aspects of principal component analysis with 
multiple regression. What we measure are the 
manifest variables (survey questions), and 
through the model we find the value of the 
latent variables (including satisfaction), 
because the ACSI model is a system of cause-
and-effect relationships (see Figure 1). 

In the ACSI government model, Customer 
satisfaction has two antecedents: "Perceived 
Quality" and "Customer Expectations". The 
construct Perceived Quality has entries that 
must be determined for each case study and 
correspond to those Program Processes where 
the user has direct contact with the operation 
(left side components of the model). The 
consequences of satisfaction, according to the 
model, are: "Customer Complaints" and 
"User Trust". Satisfaction itself is a latent 
variable (central box in Figure 1 model), 
measured through multiple manifest 
variables, which are the questions that make 
up the satisfaction survey. The index 
produces results on a 0-100 scale. One of the 
primary objectives is to estimate the effect of 
ACSI on loyalty and trust of the user, a 
construct of universal importance in the 
assessment of current and future performance 
of the business  (for further details on the 
ACSI model see “Methodology Report” 
ACSI, 2005). 

One of the main advantages of this model is 
that it not only estimates customer 
satisfaction, but it also identifies the impact 
of each process experienced by the customer 
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in the perceived quality. I.e. it presents an 
analysis of processes, where we can identify 
which of them need improvement and which 
would yield a better result, thus allowing a 
targeted investment. 

The Federal Programs evaluated during the 
pilot runs included:  

1. Subsidized Powdered Milk Program 
(Programa de Abasto Social de leche, 
modalidad leche en polvo). Subjects: bearers 
of the program’s ID cards. 
2. Subsidized Fluid Milk Program. 
Subjects: bearers of the program’s ID cards. 
3. Daycare Centers Program – support 
for parents Subjects: working mothers and 
single fathers receiving the benefit. 
4. Daycare Centers Program – support 
for owners. Subjects: owners of the centers 
who received support for opening or 
remodeling the centers. 
5. Senior citizens older than 70 – cash 
transfers. Subjects: Senior citizens older than 
70. 
6. Municipal infrastructure in prioritary 
areas. Subjects: Municipal officers in charge 
of the infrastructure projects. 
7. Concrete Floor Program. Subjects: 
Residents of homes granted a concrete floor. 

A causal user satisfaction model was 
developed for each program. In the 
paragraphs below the general procedure for 
the design and pilot testing of the seven 
satisfaction models is described. 

• Qualitative study. Analysis of 
existing information about each program and 
of their operation rules for a preliminary 
identification of key processes and main 
users. Extensive group interviews with the 
programs’ administrators were a major 
component of this step. 

• Field trips. Also a part of the 
qualitative study, these trips consisted mainly 
of observation of the delivery of the benefits 
to the population, in-depth interviews with 
the beneficiaries (to know what processes are 
key to them and to know their lexical uses) 

and in-depth interviews with the programs’ 
local administrators. 

• Design of the causal model. The 
processes that are more likely to drive user 
satisfaction were identified and grouped in no 
more than four dimensions. 

• Questionnaire design. The 
instruments are comprised of a set of 
homogeneous items for user expectations, 
perceived quality and user satisfaction, as 
well as items measuring the drivers of 
satisfaction, which are different according to 
program characteristics. 

• Pilot test. Questionnaires were tested 
in a small convenience sample with 
similarities to the population of each 
program. The pilot run pretended to test the 
causal model, the logistics of fieldwork and 
the interviewing procedure. Possible sources 
of variation in the responses were sought. 

• The ACSI software was used to 
estimate the models: satisfaction indexes and 
significant relations. The results up to this 
point are reported in the rest of this paper. 

The next steps of this research project (under 
way while this paper is being written) are: 

• Conducting interviews on a national 
scale for each of the seven programs. 

• Estimation of the final causal models. 

• Analysis and interpretation of results. 
Identification of improvement opportunities. 

4. RESULTS 

We will use the Subsidized Powder Milk 
Program to illustrate the results obtained from 
the pilot tests. The evaluation model is shown 
in Figure 2. Our first observation is that the 
main causal relations proposed by the ACSI 
model are confirmed for this Program: 
"Perceived Quality" has a significant impact 
(2.599) on "Customer Satisfaction", and 
"Customer Satisfaction" also has a significant 
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impact (1.873) on "Trust." The program 
obtained a satisfaction rating of 79 on a scale 
of 0-100, with a margin of error of +/- 2.5, at 
a confidence level of 95%. The Cronbach 
alpha obtained for the instrument was 0.854, 
resulting acceptable. 

The four components affecting perceived 
quality in this Program are: Program Access, 
Product, Point of Sales and Customer 
Service. Within each component, a group of 
“manifest variables” were identified. The 
component with more impact into perceived 
quality was "Customer Service" (2.691), 
which received a score of 93. This is where 
improvements could be implemented as a 
priority. Within this component, the variable 
that got the lowest rating was "Impartiality in 
the delivery" with a 77 rating. Here, users 
have the perception that some people receive 
more milk than their fair share, so this might 
be the variable where we want to start with 

the improvements. The second most 
impacting component was "Point of Sale", 
which received a score of 86, and within this 
variable the lowest score comes from 
"Supply" with a 71.9 rating, being another 
susceptible area for improvement. "Program 
Access” has the third most significant impact 
on perceived quality, and obtained a score of 
72. The manifest variable with the lowest 
rating within this component -and within the 
whole model- was "Response time" (70.8). 
However, improvements should not start 
here, because the impact of this component 
over quality is not as strong as the impact 
coming from “Customer Service” (where 
improvements should start, as mentioned 
above). The “Product” component has not a 
significant impact over perceived quality, 
which might confirm the trend that the 
service is essential to satisfy people, even 
when you are providing mainly a product.
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Response time (70.8)

Nutrition (91.3)

Price (81.8)

Taste (92.3)

Supply (71.9)

Time (86.9)

Cleanliness (90.5)

Impartiality in

the delivery (77)

Conditioning (97.1)

Kindness (92.7)

General
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Complaint Behaviour

Overall Loyalty to product

(89.1)

Loyalty based on quality

(89.3)
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Satisfaction (81.5)

Confirm/Disconfirm

Expectations (79.9)
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Customer
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93

81

79
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90
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Figure 2: Evaluation Model for the Subsidized Powder Milk Program. 

5. CONCLUSIONS 

The evaluation model of customer 
satisfaction used in this paper, based on the 
ACSI model, is presented as a good 

alternative for the evaluation of the 
mechanisms that effect to the government's 
Social Policy; in this case social programs 
remain a way for citizens to give their 
opinion on whether the public policies 
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implemented by their governments are 
fulfilling the objectives for which they were 
created and meet the needs of the population. 

The evaluation model presented allows users 
to give feedback to the studied processes. 
This could lead to specific changes in the 
variables where improvement needs where 
identified, resulting in an increasing level of 
satisfaction among beneficiaries for these 
Programs. 

The results presented here correspond to 
those obtained in the pilot test. We are 
currently working on the national assessment, 
which will render the final results of this 
project.
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ABSTRACT 

 

1.INTRODUCTION 

            Modern designed buildings in the mamiluk and 

Fatimid part of Cairo represent an odd vision for the mere 

observer and the relevant visitor .This part of Cairo 

displays an array of historical cultures exhibiting the 

sequence of very outstanding and important episodes in the 

Islamic history of Egypt. The Children's Cancer Hospital 

near the River Nile at Cairo is a world- class pediatric 

facility dedicated to the care of children with cancer .While 

in the heart of Islamic Cairo it has its outlines relying more 

to reform than to tradition. The designer inspired the boats 

in the river for his structure. How this design has served the 

purpose and functions of the building and the compatibility 

to the Islamic culture of the environment, is the aim of this 

paper. The tools used by the author include an analysis of 

the plans from ecological and site environmental point of 

views. A comparison study was made for other new 

buildings in the area namely, Dar El Eftaa and Mashiakhet 

Al Azhar where some Islamic traditional considerations 

were adopted. The challenge is how these traditional 

outlines can best fit the function of the building and the 

facilities intended to be offered to the patients from one 

side, and how the new building has satisfied the 

requirements of the traditional environment. 

          The hospital and the two other establishments were 

analyzed along, data collection including  plans and 

elevations, elements of design and architectural treatments 

that achieve ventilation and thermal balance. Other 

elements such as esthetical considerations, facades, and 

ornaments were also analyzed.  

          The results show increasing usage of glass in the 

hospital which does not offer sufficient heat insulation or 

reasonable lighting. Internal spaces were not efficiently 

utilized. The site and the available area are quite limited, 

wasting of spaces therefore, is critical. The design of this 

building relied on its position near the river Nile in an area 

of Islamic traditions which gives an odd appearance. The 

two other establishments although of completely different 

functions, their design considered and recognized the 

environmental requirements, and the historical background 

Keywords: 
Architectural design , historical landscape, Historical 

cultures, traditional outlines and environmental requirement 

 

  

           Architecture history in  Egypt is displaying an array 

of civilizations and cultures of the people in this region. It 

demonstrates ages of great supremacy and steep declines of 

dynasties that ruled through a long history beginning from 

ancient Egyptians to modern times.   The people of Egypt 

adopted Islam early; only 28 years later after the 

descending of Islam on prophet Mohamed .Since then 

Islamic architecture in general and especially in Egypt, had 

reacted with and modified previous famous architecture 

styles of Greek, Byzantine, Persian and Roman styles. 

Islamic   influence on the other hand was a major 

contributing factor to architecture development in 

Andalusia, and whole Europe during renaissance age. 

Islamic architecture in essence encompassed a wide range 

of both secular and religious styles  

          Cairo as the capital of Islamic Egypt, is displaying 

the dynasties of a long Islamic history since its 

establishment. Several quarters are distinguished with its 

dynasty style. The conservation of this heritage in such 

historical town is therefore of vital importance not only for 

Egyptians but also for humanity in general .Although this 

principle is violated in many ages in several districts; the 

survival of many structures are still a human wealth.  

           The foundation of Children Oncology Hospital and 

many other institutions is just a violation of the principle of 

preservation of human heritage and its environment. This 

study is comparative and analytical in its purpose to show 

degrees of contradictions to the dominant Islamic styles in 

the region.  

 

2.ENVIRONMENTAL BACKKGROUND 

 
         The origin of old Cairo City, the core and skirts are a 

function of the reaction of several elements including 

environmental, religious, economic, social and political. Of 

the most important aspects that specialize and characterize 

the region is the Islamic culture with its social and 

traditional characters. Islam religion beside its nature as a 

relation between God and the individual is forming a way 

of life with its special respect of neighbours and the 

conservative attitudes of families. These characteristics are 

reflected in the dominant architecture types. The location of 

Egypt in general and Cairo in particular, under arid hot 

conditions has affected greatly the Urban and the 

 

 

 

 

 

 

 

Architectural pattern. This pattern is obvious in adopting 

some elements such as thick walls, Malkafs, domes, 

courtyards, Mashrabia, and the urban tissue including the 

organic system. 
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3.HISTORICAL BACKGROUND 

 

  Fatimid Dynasty 
             The city of Cairo had witnessed a sequence of 

historical events since its establishment by the Fatimid 

Commander Jawhar al Siqilli (a previous Sicilian slave) as 

a new quarter (969-973) onto Fostat (the capital of Egypt 

since Islamic conquest by Amr Ibn El Ass in 640 which 

was founded beside Babylon fortress). 

          During the Fatimid dynasty, a number of magnificent 

buildings were founded including Al Azhar mosque, a 

famous mosque and in the same time as the oldest 

university teaching Islamic faith in its various sects. Other 

surviving Fatimid structures include the Mosque of Al 

Aqmar (1125) as well as the monumental gates of Cairo 

City walls commissioned by the powerful Fatemid emir 

vizer Badr Al jamali (1073-1094) (CPAS 1992).Beside 

these elegant constructions, elaborate funerary monuments 

were founded. The houses were simple and closed, 

characterised by open courtyards and unstraight entrances, 

Fountains were also erected in the courtyards together with 

the use of Malkaf (air catching unit) and Mashrabia.   

          It is worth to say that since the fatimid came to 

power, the city expanded gradually later on exhibiting with 

each age a special architecture style. All of which own their 

imprints of Islamic art .This art in general is strongly 

affected by the Islamic faith and traditions and stands in 

harmony with climatic and environmental aspects. Islamic 

architecture elements facilitated codes of conduct within 

the multiple and historical contexts of the Islamic world. 

  

 Mamluk Dynasty 
              Mamluk Dynasty started at the end of Ayubid 

dynasty of Saladin (1169-1252) after his outrageous 

triumphs over the many crusaders campaigns.The reign of 

Mamluks (1250-1517 AD) marked a breathtaking 

flourishing of Islamic art which is most visible in old Cairo. 

Religious concepts offered them generous patterns of 

architecture and art with majestic domes, courtyards and 

soaring minarets spreading across the city. The Mamluk 

architecture decorative arts including enamelled and gilded 

glass, inlaid metalwork, woodwork and textiles flourished 

under their rule and had a profound impact and influence 

around Mediterranean both in north (Europe) and south 

(African north coast). Distinguished Mamiluk rulers 

established a patronage of public and pious foundations 

including madarases (schools), mausolea, minarets and 

pemarestans (hospitals)(CPAS 1992). 

 

4. ELEMENTS OF ARCHITECTURE STYLE AT 

FATIMID AND MAMILUK DAYNASTIES 

 

           Islamic architecture style at Fatimid and Mamiluk 

Dynasties may be identified with the following Elements.  

(Fig 1)  

-Minarates as Towers, and Mihrab indicating qibla.  

-Sahn(courtyard). 

-Central Fountains (Maida) used for ablutions. 

-Iwan to intermediate between different sections  

-Domes, Vaults, Moqarnas and Arches. 

-The use for geometric shapes and repetitive art 

(Arabesque) 

 

 

 

Fig.1. Photo (1) shows the use of   ornaments, Photo (2) 

shows two vaulted Iwans, and a Fountain in the middle of 

the sahn, Photo (3) shows a sahn as an aesthetical and 

climatically element of Islamic style.,Photos (4, 6) show 

the use of calligraphy, Photo (5) shows a style of window 

with arch and moqarnasat. Photo (7) shows the use of 

Arabesque decoration, Photo (8) shows the bright 

ornaments at the Mihrab, 

 

5. COMPARATIVE ANALATICAL STUDY OF THE 

THREE MODERN INSTITUTIONS. 

 

Oncology Hospital 

          The location of the Hospital: The hospital is located 

at a short distance from Cairo Fostat west of Magra El 

Oyoun wall (Saladin Fortification) in the centre of a 

random urban district. The area of building and 

surrounding is about 10 thousand square meters. Three 

entrances are leading to the main building. The site was 

also surrounded mainly on the foreground by tracts of 

green loans and parking lots. In order to establish a better 

surrounding, several unplanned (randomly planned) blocks 

of buildings and houses were demolished. However the 

neighbouring areas are consisting of slaughter yards and 

their relevant industries forming a serious pollution source 

(Fig 2).  
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Fig.2. A satellite image showing the site plan of the 

hospital and the preceding shots from 1 to 4 show the 

surrounding streets and buildings. Source: (Google 2008) 

 
           Hospital elements and components: The hospital 

is a building of eight stories with a total area of 10000m2. 

Clinics, emergency and reception constitute the ground 

floor. These units are accessed through separate entrances 

from the main street. Other medical departments were 

distributed in the upper floors according to their functions 

.The hospital is provided with modern electromechanically 

systems including lighting, air condition, computer network 

and an efficient system for water treatment and waste 

disposal, beside the highly sophisticated medical 

equipments (Fig 3) 

 

           Conceptual Design: The architecture concept 

adopted is to build a construction with integrated and 

functional facilities.  The core is originally a block of 

Falluka (boot) form with its sails inspired by its location 

near the River Nile The concept achieved the optimum 

level of service efficiency but failed to be in harmony with 

the prevailing Islamic style coding the region. The designer 

(jonathan bailley) created an architecture construction 

which is quite strange to the environment. The 

establishment in fact came to existence devoid of any 

Islamic element and the main building is a mere block of 

western pattern.  

         The Islamic style however, reveals a dynamic relation 

between blocks and spaces. To introduce Islamic elements 

to a modern hospital is a real challenge to the designer and 

could be inspired from the surrounding Islamic architecture 

 

 
 

Fig.3. Design Elements of the hospital building at ground 

and first floors. (TCHP 2002)) 

 

The compound of Mashiakhet Al Azhar and Dar El 

Eftaa  
         This modern compound is replacing separate old 

institutions of both buildings. These two institutions are 

under the control of Al Azhar establishment, the first one 

(Mashiakhat Al azhar) is the head quarter of the grand 

Sheiks (Imams) offices and the host of specialized centres 

for research, publications, Faith dissemination, and 

international relations. The other one (Dar El Efta) is 

formally recognized as the only source of 

fatwas(interpretations of Islamic laws). The two institutions 

are formerly occupying old buildings, lacking in general 

enough space and suitable facades. These are the main 

reasons for having another site with enough spaces for 

several extended facilities. 

 

          The location of the Mashiakhet Al Azhar and Dar 
El Eftaa: The site was chosen for the new structures in the 

region of the Fatimid Cairo at a short distance from the Al 

Azhar Mosque (the famous Fatimid  mosque in Cairo.), on 

a hilltop clearly elevated than the surrounding streets and 

grave yards at the cross road of Salah Salim and Al Azhar 

street. The Islamic surrounding environment has the main 

impact on planning and architecture design of both 

buildings. The compound is forming an engineering 

architectural model integrating all elements of Islamic 

architectural style and art considering in general the 

historical Islamic landscape (Fig 4). 
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Fig.4. A satellite image showing the site plan of the 

compound of Mashiakhet Al Azhar and Dar El Eftaa 

(Google 2008), 

and the terrestrial shots from 1 to 4 show the surrounding 

streets and buildings.  

 
            Elements of Mashiakhet Al Azhar: The building 

is an administrational construction in general occupying an 

area of 6000 m2 in a lot of 18000 m2. It is composed of 8 

stories to accommodate the various administrations 

according to the program of utilitarian needs and functions. 

These 

 

 

Fig.5. Design Elements of Al Mashiakhet building at 

ground and first floors. (AMP 19 

administrational stories are connected to a central octagonal 

form in which the office of the grand Imam is located. The 

eastern principle entrance is designed to lead to the main 

façade. Entrances of officers and officials are at lateral 

facades. (Fig. 5                      

            
           Elements of Dar El Eftaa: This is essentially an 

administrational building, where consultant services are 

offered to citizens and authorities. Its area is about 2000 

m2, and composed of five stories. Administration offices 

are accommodated according to the sequence of functions. 

The internal courtyard is used as a pray yard surrounded by 

lateral courts. The office of Mufti (Azharian sheikh) is 

occupying a central and special location at the main facade 

looking at outside by a magnificent "Mashrabia (a famous 

mamiluk architectural element representing modern 

balcony), (Fig 6). 

 

 

Fig.6. Design Elements of El Eftaa building at first and 

second floors. (DEE 1997) 

    

          Conceptual Design: The conceptual design of these 

two constructions is compatible with the Islamic heritage of 

the Mamiluk Cairo. The concept adopted by the 

designer(ABDTC, local bureau) depended on achieving an 

Islamic style in a modern and contemporary spirit, 

integrating in the same time with the many surrounding 

Islamic buildings and historical landscape, it incorporates 

the common elements of Fatimid and Mamiluk nearby 

monuments.   

 

6.COMPARATIVE ANALATICAL STUDY OF THE 

ARCHITECTURE FORMS AND ELEMENTS IN THE 

THREE INSTITUTIONS. 
The study revealed the following results; 

External facades 
         All outside facades of the hospital are mainly in glass, 

giving an impression of transparency from a distance which 

is strongly contradicting with the Islamic design concept of 

the external facades. This, has less openings looking 

outside while the main and important openings are looking 

at internal courtyards, which are achieving the important 

Islamic principle of privacy. The design of both 

Mashiakhat Al Azhar and Dar El Eftaa came in presenting 

wonderfully this preceding element (Fig 7). 
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Fig.7.Terrestrial photos showing the external facades of the 

three institutions. 

 

            The glass facades of the hospital though of double 

layers did not in fact accomplish shaded and/or conditioned 

interiors. Curtains and centralized air conditions were 

extensively used. For attaining shades and light refraction, 

metal structures were used in many parts of the frontal 

facades. These structures including in some parts sails 

forms are quite apart from any Islamic style in the 

surroundings. 

           Fewer openings of limited lengths in the frontal 

facades of both Islamic constructions, and using of Islamic 

treatments such as Mashrabiat, ornaments, finishing 

coloured materials, and other elements, all came in 

harmony with the Islamic architectural style.  

 

Openings 
          Due to the extensive surface areas of the openings at 

the facades of the hospital, sun rays and glare vision 

became a problem in day time to the wide spaces in the 

structure. To overcome this obstacle heavy curtains and 

doubled glass sheets with argon gas in between as a filter of 

harmful sun rays is critical in cancer treatments to the 

children who are put under radiation exposure and chemical 

treatments. The use of wide glass planes did not result in 

successful heat insulation. Accordingly, the hospital is 

using mechanical and electrical means in all times to 

achieve the previous objectives. 

         Openings at external facades of both Mashiakhat and 

Dar El Eftaa are few and in many instances covered with 

decorative wooden Arabisque to mitigate light intensity and 

to achieve shading and moisture conservation. The adopted 

design of openings in the Two Islamic institutions were 

modernized in a sense that is not loosing its elemental 

essence (Fig 8). 

 

 

Fig.8. Photo 1 shows the effect of Mashrabiat at the internal 

façade on reducing glare and heat transmission inside the 

building. Photo 2 illustrates the glare resulted from 

extensive use of wide glass openings in patient rooms and 

how curtains are used to solve this problem. 

 

Entrances 

          The Islamic architecture has a common characteristic 

style, concerning the main entrances which are generally 

with almost the same height of the building or the first 

floor, these are strong and confirmative. In the Islamic 

compound of Al Azhar, the two institutions are designed 

with this style of entrances in the fronts facing the main 

streets. Every entrance is obvious, strong and lintelled with 

a pointed arch . 

           In the hospital metal structures were used to define 

and confirm the main entrances. Other entrances are simple 

usually with front and intermediate glass doors. 

 

Elements of structure form (columns, domes and 

arches). 
         Islamic Architecture in the vicinity has known to 

embrace important and characteristic structural elements. 

Columns are one of these elements and were transported in 

the earlier decades of Islam from Churches and Temples 

(Abd El Gawad 1987). 

         In later periods columns were modified especially 

during Mamiluk dynasty exhibiting elaborated forms. The 

designer of those Islamic institutions inspired different 

forms of columns using modern materials for coating, like 

marbles and some other manufactured materials. Dome 

element was successfully used to cover the bulk of the 

principle building. Also Aqoud (Arches) of Islamic style 

were used with similar scales used in the fatimid and 

Mamluk dynasty with some modifications to give a 

contemporary style to the construction (Fig 9).  

         In the hospital building a different concept and 

culture were adopted by the designer, using for instance a 

spherical form of glass and metal structures. He used these 

forms as constructional forms and as decorative patterns, 

which are adversely compatible with the styles of the 

surroundings. 
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Fig.9. Photos 1&2 illustrate some form elements (columns, 

domes, arches)at Al Azhar compound inspired and 

developed from the Islamic prototypes as shown in drawing 

3. (Abd El Gawad 1987) 

  

Ornaments and Mouldings 
          Ornamental forms and mouldings in Islamic 

Mamiluk Architecture are quite different than those in 

Greece or Byzantine styles. They are reflecting islamic 

culture and spirit. The decorative principles are resting on 

the basic foundations of calligraphy, geometry, repetition 

and multiplication (Clevenot, D,and Degeorge, G, 2000). 

         Using a Variety of decorative elements, spaces are 

articulated. Famous ornamental patterns were used in the 

Islamic compound of Al Azhar. These are used to decorate 

frontal facades, entrances and some other surfaces 

(especially Mashrabiat). This is in fact not meant to serve 

utilitarian needs but rather to give a spirit in harmony with 

the surrounding buildings. In other words, to define 

regional identity relevant to the eternal principles of Islam.  

        Concerning the hospital functions, it is   basically 

needed. The use of Islamic structures and forms would be a 

challenge to designers. Local designers and architects are 

encouraged to play this role successfully. The two Islamic 

buildings in Al Azhar compound are examples of having  

modern buildings with Islamic spirit and culture. This 

Islamic approach was unfortunately not adopted in 

designing of the hospital. All pollution protection elements 

or clinical regulations could be maintained with an outside 

of Islamic identity. 

 

Architectural Forms 

           Architectural Forms established in the Mashiakhat 

Al Azhar and Dar El Eftaa buildings are consisting of a 

strong block of large scale balanced with the central axis of 

the internal courtyard following the important principles of 

Islamic architecture. 

          Balance and symmetry around an axis are noticed 

obviously in the horizontal elevations and plans of the two 

Islamic buildings. There is also efficient use of Islamic 

decorative values, resting in unity and harmony with all of 

the architectural elements(arches, openings, ornaments, and 

calligraphy)adopted in new scales that recognize the 

function without wasting the essence. 

         Hospital forms in the contrary are demonstrating 

blocks in symbolic shapes and using glass facades giving 

an inspiration of transparency and conduct with the outside. 

This approach is contradicting with the Islamic 

architectural principles. Covering the front with metal 

structure as a sail gave impressions in harmony with its 

location near the river Nile but not compatible with the 

nearby environment (Fig 10). 

 

Fig.10. Black and white drawings of Al Mashikhat and El 

Eftaa showing the balance and the symmetry around the 

axis of the courtyard. The other blue drawings show the 

symbolic forming of the Hospital which is not in harmony 

with the Islamic forms. 

 

Internal Facades 
         The design of the Islamic institutions depended on 

decorating the external facades with Islamic elements, 

repeated also in the internal facades using excessively 

calligraphic patterns. Mashrabiat and wooden arabesque are 

used to decorate large openings in the different facades. 

Marble with geometric patterns and different colours are 

used in floors, and walls. Ceilings are decorated with 

geometric units and coloured finishing materials. Carpets 

and furniture decorated with Islamic repetitive patterns 

were spread in courtyards and reception halls (Fig 11). 

         In the hospital interiors imported materials are used in 

covering walls and floors. Finishing materials used in 

covering walls are chemically products treated to resist 

bacteria and microbes. Using these materials and treatments 

could be used in the interiors of the Islamic constructions 

without contradiction and could be elaborated to be in 

harmony with the Islamic spirit (Fig 12). 

 

 

 

Fig.11. Photos of Al Mashikha illustrate the Islamic 

ornamental patterns used on internal walls and ceilings 

.Marbles in geometric patterns is seen in floors. 
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Fig.12. Photos of the Hospital illustrate the colourful 

chemical finishing materials and the finishing that resist 

bacteria and microbes, also showing   the imported 

colourful Terrazzo floor.  

 

7. RESULTS AND DISCUSSIONS 

 
          The Site and design of the two buildings, Mashikha 

and dar El Eftaa of Al Azhar compound have achieved 

complete harmony with the surrounding environment. The 

Hospital on the other hand may quite fit its utilitarian needs 

and functions, but lacks in general environmental and 

traditional balance with the whole district. Functional and 

traditional aspects however could be fulfilled successfully 

in the same time. It is the job and the art of the designers to 

develop certain Islamic elements to fit the purpose of 

construction. The reaction of local designers with the 

traditional and environmental requirements is noticed in 

many other establishments.  

        The location of the hospital is another unsuccessful 

option. It could be located at the expansion districts of 

Cairo. If there is a certain need to be present in this area; it 

should be compatible with its environment. The location of 

such a critical and highly sophisticated institution is greatly 

contradicting with environmental and traditional 

requirements. 

 

8. RECOMENDATIONS 

 
          A complete compatibility with the environmental and 

traditional aspects is a challenge facing the designer who is 

also striving for the application of technological 

advancements in the relevant fields. The contradiction 

between the two cultures, traditional and contemporary 

would call the architect to neglect one for the other; the site 

in this case would dictate the decision. Environmental and 

traditional aspects should be carefully considered when 

great and important projects are to be implemented in the 

city. Different designs of a project are better displayed to 

the public opinion for discussion and evaluation. Local 

architects are called for their role and duty in harmonising 

between technological and traditional requirements. The 

advantage of cooperation and assistance with foreign 

experience is sought in applying modern technology in a 

frame of integrated system, satisfying both traditional and 

environmental needs. Architecture competition in big 

projects of national interest should  necessarily be 

organised for this purpose. 
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ABSTRACT

In systems development activities, the usual processes of 

requirements analyses, design, development, implementation 

and testing for a target system are carried towards its production.

However, soon after its deployment, a number of unforeseen 

issues, which were unnoticed at the time of initial requirements 

analyses, begin to come up as newly emerged specifications of

the system. Although not impossible, yet it is very costly to 

incorporate such additions to a system which is already in 

production. Therefore, the value of this system will go down 

along with its user satisfaction levels; and possibly with higher

attrition rates. To overcome this, we propose a parallel 

development strategy of a meta-model, as a counterpart of the

target system under development. In this paper, we present a

preliminary layout of an integrated meta-model that provides

more control over the dynamic system configuration and 

effectively addresses newly emerged requirements towards 

building reconfigurable systems. This additional power to 

effectively manage the system is crucial for extending its 

lifecycle. As a result of being able to efficiently applying new 

changes into the system, we see significantly higher level of user 

satisfaction with increasing utilization of various system 

features. 

Keywords: Meta-Model, Receptor, Probe, Knowledgebase, 

Meta-base, Analyzer.  

1. INTRODUCTION

Even after careful and systematic development of a system, it 

may still need further modifications after its deployment into its 

operational environment. This is because, once a system is being 

used for services, it is encountered with different types of users

with varying satisfaction levels [5] and needs at specific points 

in the system workflow during its operations; thus it is more 

likely that new unforeseen issues will eventually come up. 

Therefore, over a period of time, the system will either need a

thorough overhaul or a full replacement of the system. But both 

of these options are very expensive and time consuming, since 

the entire system will need to be reengineered with new sets of 

requirements accumulated. Hence, it is difficult to achieve a 

continued higher level of end-user satisfaction throughout the 

system lifecycle. However, this highly desirable feature may be 

achieved to some extent with captured trends of system usage 

patterns, regularly identifying newly emerged requirements, and, 

if possible, by applying these new specifications into the system.

Our objective of this work is to build a parallel system which is 

simultaneously developed with the target system for tracking the

shifting behavior of the users, and generating new system 

specifications to reconfigure the target system that will meet its 

ongoing or future needs. The setup of this parallel system, called 

a meta-model, helps extending system lifecycle further by 

making it more useful for the end users to serve over a long 

period of time [2] without any major overhauling.

2. SPECIFICATION OF A META MODEL

A meta-model can be viewed as a wrapper system around its 

target system, as shown in figure 1. Within the context of 

systems development perspective, a meta-model can be defined 

as the structural specifications of another system. These 

specifications can be readjusted based on the feedbacks from its 

operational environment, system usage pattern and the target 

system itself.

Figure 1. Role of a Meta-Model

The role of a meta-model is vital, in terms of collecting 

feedbacks, capturing newly emerged specifications from various 

sources, and utilizing system usage data. This setup helps to 

formulate newly adjusted system state, which is comprised of 
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the specifications of objects and processes [1]. Such directed 

formulation becomes more mature over time, since analyses 

from previous experiences are applied in each iteration during 

updating system states.

Meta-model is a system by itself. Therefore, it will also need its 

own specific system requirements, analyses, design and 

implementation phases. However, since its objects and processes 

are in fact the blue prints of objects and processes of the target 

system, its development activities will continue in parallel with 

the target system development.

Components of a Meta-Model

A carefully designed system is comprised of objects, processes 

and their meaningful interconnections, that can be built through 

the Object-Process Methodology [1,2]. To gain programmatic 

control over these constituent parts of a system, we deduce 

parallel sets of meta-objects and meta-processes constructed 

from the system. The meta-objects and meta-processes contain 

the detailed specifications of the current system state and reflect 

dynamic behavior of the system for an instant of time. Table 1 

describes major components of a meta-model.

Table 1. Meta-Model Components
Component Functional Role

Meta-Object Holds detailed specifications of its counter-part system-
object. It may represent a set of possible re-adjustable 
parametric values.

Meta-Process Holds detailed specifications of its counter-part system-
process. It may represent a set of re-adjustable rules or 
conditions applied on meta-objects.

Meta-base A repository in a relational database for recording system 
configuration values accumulated over time.

Knowledge-base A collection of historical data on system usages, activity logs,
newly emerged requirements, system configuration at each 
iteration, etc. The output from the Analyzer and the changes 
in Meta-base enrich the experiences in the Knowledgebase.

Analyzer Analyzes the current system state and behavior against the 
configuration data recorded in Knowledgebase (KB) and 
outputs instructions for new specifications for meta-base 
entry.

System Probe Means of collecting current system state & usage data.

System Receptor Means of incorporating newly generated system 
configurations into the system.

As mentioned in table 1, we introduce two sets of instruments: 

Probes and Receptors to integrate the meta-model with its target 

system. The purpose of a Probe is to capture system usage 

patterns, rank features by popularity, collect indirect feedbacks, 

and infer any suggested upgrades at various points in the 

workflow while the system is being used. A Receptor provides 

mechanisms to dynamically apply (transport) new changes into 

respective system objects and processes from their counter-part 

meta-objects and meta-processes. Table 2 lists some of the key 

properties of these two components.

Table 2: Properties of a Probe and a Receptor
Properties of a Probe 

(P-Values)
Properties of a Receptor 

(R-Values)
Probe_Info

Probe_HostInfo

Probe_UserInfo

Probe_Location

Probe_FeatureInfo

Probe_ReadSysState

Probe_WriteKB

Probe_SetActivity

Probe_GetActivity

Probe_Timestamp

Probe_Log

Receptor_Info

Receptor_HostInfo

Receptor_UserInfo

Receptor_Location

Receptor_FeatureInfo

Receptor_Read_MetaObjSpec

Receptor_Read_MetaProcSpec

Receptor_Write_ObjSpec

Receptor_Write_ProcSpec

Receptor_SetActivity

Receptor_GetActivity

Receptor_Timestamp

Receptor_Log

Both Probe and Receptor contain similar data sets and 

operations, except for opposite communications between the 

target system and the meta-model.

3. EXTENDED SYSTEM ARCHITECTURE

With integrated meta-model, the target system architecture is,

thereby, extended to address additional functionalities necessary 

for capturing dynamic system usage data, changing of user 

behaviors and applying new specifications while the system is in 

production. Figure 2 details the extended system architecture 

with system Probes and Receptors as the two interfacing 

components.

Organization of Architectural Components

Any system is surrounded by its operational environment, where 

the users and customers consume the services provided by the 

system. Thus a system has an impact of its resulting services on 

the people and its environment. This triggers external influences 

back into the system over a period time. By capturing these 

influences, we get a partial picture of the newly emerged system 

requirements. Probes continue to capture the system usage 

activities based on current state of the system, updating all its P-

values. The underlying knowledgebase keeps on recording all 

these activities, along with the data from associated adjustments 

into the meta-structure through the meta-base. The Analyzer, in 

between the two databases, attempts to parse through the change 

in configuration data provided by KB, and formulate 

specifications of new configuration with new sets of R-values

saved into meta-base. Receptors apply their respective R-values

into the system for reconfiguration. 

Figure 2. Proposed 3-Level Iterative Architecture

Nested Iterations

To properly configure meta-objects and meta-processes, and 

then, in turn, re-configure system objects and system processes, 

we have identified that three levels of nested iterations are 

necessary. The outer primary iteration is the loop initiated from 

the system probes into the knowledgebase, then to the meta-base 

through the analyzer, and then back to system receptors through 

meta-structure. The other two iterations are passed through the 

meta-base and analyzer back into knowledgebase. Together, 

Meta-Structure

Target System

System State: Objects & Processes

Receptors Probes

Analyzer

Meta-Obj Meta-Proc

Reconfigure 

with new specs

System state

/ behavior

Config. 

data

Save reconfiguration-

experience of this 

iteration

Suggested

change

META-MODEL

External 

Influences

Knowledge-

base

Meta-base

Create/ update 

new specs

Newly emerged 

requirements

Enrichment

OPERATIONAL ENVIRONMENT

137

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



these three iterations reconfigure the meta-structure, system 

objects & processes and eventually upgrade the knowledgebase 

by recording history of successful iterations. 

Enriching the Knowledgebase

A meta-model properly integrated into the target system, a 

knowledgebase (KB) captures the learning experiences from 

system’s performances, behaviors, usage patterns, shift of 

customer needs and light-weight feedbacks. It is important to 

have this knowledgebase updated during each iterative cycle [2] 

so that it can later direct the Analyzer to determine more correct 

approach to reconfigure system components and properly set the 

meta-structure to apply necessary changes through the 

Receptors. The experience of updating the system configuration 

is fed back into knowledgebase for further enrichments and 

more trained or educated predictions.

4. COMPARATIVE STUDY

Because of the parallel development strategies for the target 

system with the implementation of its meta-model, the initial 

development workloads are usually twice comparing to 

traditional system development activities. However, this initial 

load eventually pays off during the extended system lifecycle for 

long term benefits.

Traditional System vs. Reconfigurable System

A traditional system without a meta-model often cannot address 

newly emerged updates that may come up while the system is in 

production; therefore the system value will degrade to a lower 

level at the inception of each such update requests. During this 

inception phase, some end users may switch to peer service 

providers; but some loyal customers will continue to use the 

system at a lower User Satisfaction Index (USI) values [2,5,6],

even with low returns out of trust-worthiness. In any case, the 

stakeholders will need to go through expensive re-engineering 

process of overhauling the system or simply replace with a new 

system at a much higher cost with longer downtime. Either way, 

it will impose negative impact on the underlying business 

processes. On the other hand, with the support of a meta-

structure, the system becomes reconfigurable, and it can readjust 

itself with appropriate system meta-data over a period of time,

thus continue to provide services for extended time.

Projected System Value and Maintenance Cost

Figure 3 provides simplified projected trends of system values

[2] for both kinds of systems during their respective lifecycles.

Once a reconfigurable system is deployed, its meta-base may

require some time to establish the model from real-time system 

usage data. Establishment Time (ET) is the time to initialize the 

entire sets of system objects and processes, as well as 

corresponding meta-objects and meta-processes from its 

production environment. This process is required to properly 

setup and fine-tune system parameters; however, the target 

system is not affected in terms of its regular operations, since it 

continues to provide its intended services (the purpose it was 

built for) to the customers or end users. 

After the initial establishment time, both the target system and 

its meta-structure will continue to run simultaneously with 

desired changes in place – at this point, users will notice 

increased system value due to it being able to address any 

desired changes into the system. On the other hand, the 

traditional system without a meta-model will continue to have 

its degraded system value [2,5].

Figure 3. Projected system value (such as, user satisfaction 

index) over time

Figure 4 explains a projected cost of maintenance activities 

throughout their respective lifecycles. Initially, the cost of

building a reconfigurable system may be close to twice as 

developing a traditional system without any associated meta-

model. However, once the system is in production (after the 

initial establishment time), the overall cost of maintenance will 

go down and will continue with much lower costs toward its 

extended system lifecycle. On the other hand, the traditional 

system will experience higher maintenance costs, due to the 

need for alternate ways, if any, to accommodate unfulfilling 

requirements that will emerge throughout its lifecycle.

Figure 4. Projected maintenance cost (such as, efforts needed 

to address new changes) over time

Observations

Table 3 shows the added User Satisfaction Index (USI) values 

[2,5] estimated from the number of updates in system 

reconfigurations needed for three selected project works that are 

integrated with semi-automated meta-structures: (1) ADMIN-

ROLES: Manages all graduate-level administrative assignments,

(2) APPTRACK: a system to manage thousands of graduate 

applications online in a distributed fashion, and (3) ITAP: a 

system for managing the training data of new international 

teaching assistants. As we can see from the table, 

ADMINROLES and ITAP are becoming more mature with 

declining number of iterations through the system updates, with 

average of 3.33 and 2.00 less iterations in subsequent years, 

respectively.
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Table 3. Effects on System Value (eg. USI changes) due to 

system updates through outer-level iterations

ADMIN ROLES APPTRACK ITAP

Year #Iterations USI #Iterations USI #Iterations USI

2006 2 n/a - - 15 n/a

2007 17 +3 20 +2 29 +3

2008 18 +2 23 +2 11 +3

2009 10 0 34 +2 7 +1

2010* 5 +1 14 +1 - -

*activities till mid March, 2010.

However, APPTRACK is still experiencing high dynamicity in 

reconfiguring of its specifications, with an average of 4.66 more 

iterations in subsequent years. In all cases, these systems are 

steadily experiencing acceptable system values throughout their 

continued lifecycles.

Table 4. Maintenance Cost (eg. average days to address 

closely related changes) due to system updates

ADMIN-ROLES APPTRACK ITAP

Year Cost Cost Cost

2006 88 - 21

2007 110 41 8

2008 63 9 31

2009 2 6 7

2010* 10 5 1

*Until May first week.

In table 4, the cost of maintaining the three selected projects 

have been presented in terms of average days required to 

complete a task request, either from end users or from the 

system administrator; i.e. to cover any sort of maintenance 

activities. Here, the cost value has been approximated 

proportionately directly from this calculated average number of 

days it required for the developers to spend time and related 

expenses (wages, tools) for completing each task request.

Comparing with the generalized behavior depicted in figure 4, 

we see that the cost increases during the earlier periods

(establishment time) for these projects, and after sometime, each 

project’s cost descended over gaining more maturity of the 

underlying knowledgebase.

5. CONCLUSION

With the wide spread adoption of internet and computer-based 

systems, users are more informed of similar service providers

and able to quickly switch to the best service available.

Therefore, in this highly competitive market, a system should be 

able to sense the shifting changes in its dynamic usage patterns 

and apply any newly emerged requirements thereof. In these

circumstances, a meta-model in place can serve the purpose with 

minimal efforts. Our brief study presented in this paper indicates 

that a supporting meta-structure always tend to provide

significantly more controlled administration and higher 

manageability towards building reconfigurable systems. Such 

systems are able to satisfy user needs as they come up over time, 

therefore, the retention rates are often high. However, not all 

systems need to be built in this way; the surrounding operational 

environment, selected groups of users and the type and 

complexity of the target system itself will determine whether 

building a meta-model will be helpful in the long run [3]. This 

requires a clear vision and objectives of the underlying business 

processes. Applying appropriate design patterns to Receptors

and Probes; and adding predictive models [4] to the Analyzer

will solidify further enhancements to the concept of meta-

modeling.
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ABSTRACT

“System sensing” [1], or a feedback loop, has 

been integrated into the implementation of a new 

mechatronics engineering curriculum at the 

University of Canterbury through a sustained, 

three-year collaboration between engineering 

lecturers and academic developers. Data were 

collected each year from the first cohort of 

students and lecturers through focus groups, 

course evaluations, specifically designed 

surveys, and observations.  The data were 

analysed by the academic developers and results 

and recommendations were fed back to the 

engineering lecturers so that they could adjust 

the curriculum, the teaching, and the assessments 

to better meet the goals they had in mind when 

designing the new curriculum such as:  students 

engaged in significant design projects at every 

year and a strong connection with industry [2]. 

Positive outcomes from this approach included 

statements by mechatronics graduates that they 

had obtained core skill sets in both mechanical 

and electrical instead of an initial lack of identity 

as “neither mechanical nor electrical.”

Keywords:  Academic Development, 

Curriculum Development, Engineering 

Education, Mechatronics Education.

INTRODUCTION

The mechatronics engineering professional 

programme was started at the University of 

Canterbury in 2003, with a limited intake of 15 

students. All students in engineering take 

common courses in physics, mathematics, 

engineering mechanics, foundations of 

engineering and mathematical modelling in the 

first (intermediate) year and specialize in the 

following three years (1st, 2nd, and 3rd 

professional years), leading to a BE (Hons) 

degree. Mechatronics, as a hybrid pathway 

between mechanical and electrical engineering, 

faced challenges in the development of the 

curriculum for these three professional years.

Originally, the mechatronics programme

combined essential and existing topics from 

mechanical engineering, electronics, and 

computer engineering and was essentially a 

combination of relevant courses offered in the 

departments of Mechanical Engineering and 

Electrical Engineering. There was, however, a 

lack of coherence and a systemic approach in 

delivering the “synergistic integration of the 

three components – mechanical engineering, 

electronics, and computer control,” which is 

supposed to be the cornerstone of mechatronics. 

As a result, several challenges soon surfaced:

• Students lacked formal prerequisites for some 

classes. Consequently they had limited 

choices for electives as their study progressed.

• A lack of laboratories and design projects led

to a focus on teaching from the textbook, 

leaving students with insufficient exposure to 

practical-oriented and problem-based training.

• Students were confused about their academic 

identity. They felt that they were neither 

mechanical nor electrical engineers.
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Partly as a result of these challenges, in the first 

graduation year of 2006, only six out of the 

original 15 students enrolled in the first 

professional (2nd) year of mechatronics 

completed their degrees.

These challenges called for a curricular overhaul 

of the programme in order to continue offering 

the degree pathway. This process began in late 

2006. The new 2
nd

year curriculum was rolled 

out in 2007, the 3
rd

 year curriculum in 2008, and 

finally the 4
th

year curriculum in 2009.

The curriculum development process 

deliberately sought collaboration from 

colleagues outside the College of Engineering.  

In particular, these included academic developers 

from the University Centre for Teaching and 

Learning. The academic developers' role was to

do "system identification"; obtaining input from

students, academics, and industry, and

“system sensing”; acting as a feedback loop 

where information from the output of the 

(curricular) system is monitored, evaluated and 

fed back in order to better accomplish a goal.

This curriculum development model allowed for 

monitoring the learning outcomes against a set of 

parameters in a timely manner, continually

refining the course components and assessments, 

and optimising the delivery of the degree 

programme.  Particular attention was paid to 

getting feedback on and adjusting the three new 

courses that were developed for the professional 

years.  These course are:  ENMT201: 

Introduction to Mechatronics in the second year, 

ENMT301:  Mechatronics System Design in the 

third year, and ENMT401:  Mechatronics 

Research Project in the fourth (final) year.  They 

are taken by students who enter the Mechatronics 

Engineering degree program, BE (Hon), after 

completing the common engineering curriculum 

in their Intermediate Year (first year).

CONSIDERATIONS FROM THE

LITERATURE

The following considerations from the fields of 

academic development and engineering 

education guided the collaborative efforts in the 

mechatronics programme.

Using Student Feedback

While collecting feedback from students has 

been used for several decades as a means of 

measuring perceptions of teaching quality, its 

usefulness in improving teaching and curriculum 

development “is dependent on the extent to 

which staff respond to and apply the information 

obtained in this way” [3].  Thus, to create a more 

responsive system of delivering a curriculum 

would suggest determining how to incorporate 

students’ data into ongoing program design.

In Situ Academic Development

Prebble, et al. found in their synthesis of research 

on academic staff development that “the 

academic work group is generally an effective 

setting for developing the complex knowledge, 
attitudes and skills involved in teaching” [4].
Therefore, the combination of engineering 
content experts and academic developers, each 
bringing a different skill set, could be fruitful in 
the development of a quality mechatronics 
engineering curriculum.

Redesigning Engineering Education

According to an article by Basken in The 

Chronicle of Higher Education [5], a new report 

from the Carnegie Foundation for the 

Advancement of Teaching, Educating 

Engineers:  Designing for the Future of the 

Field, is a reiteration of warnings from the 

National Science Foundation and the National 

Academy of Engineering “that American 

engineering education is too theoretical and not 

hands-on enough.”  While Basken indicates that 

colleges of engineering have known for quite 

some time that both students and employers 

desired a more relevant curriculum, both faculty 

members and accreditation practices are often 

more wedded to the traditional approach.  

Hence, the envisioned emphasis on practical and 

design work in the mechatronics curriculum was 

in accordance with international directions for 

engineering education.

These considerations regarding using student 

feedback, in situ academic development, and 

redesigning engineering education, indicate that 

a responsive and effective approach to 

curriculum design would include:

• collecting student and lecturer feedback in 

ways that go beyond standard teaching and 

course evaluations.

• using that feedback in situ and in a

collaboration between academic developers 

and discipline-based lecturers.

• placing that feedback within the context of 

calls for redesigning engineering education in 

a more hands-on manner. 
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METHODS OF DATA COLLECTION AND 

ANALYSIS

Starting from an inquiry-based learning [6] 

approach where the engineering lecturers’ 

questions guided the collaboration, data were 

collected by the academic developers in 2007, 

2008, and 2009 from the first cohort of students 

and lecturers as they experienced the new 

curricula.  Focus groups, course evaluations, 

specifically designed surveys, and observations 

served as the primary collection instruments.

The data were analysed by the academic 

developers and results and recommendations 

were fed back to the engineering lecturers so that 

they could adjust the curriculum, the teaching, 

and the assessments to better meet the goals they 

had in mind when designing the new curriculum 

such as:  students engaged in significant design 

projects at every year and a strong connection 

with industry [2].  In addition, final reports were 

generated and shared with the Board of Studies 

that oversees the Mechatronics Program and 

consists of academics from the Departments of 

Electrical and Mechanical Engineering. 

FINDINGS

The data collected from the same cohort of 

students at the conclusion of each new course for 

three years provided feedback specific to both 

the individual courses and the whole programme.  

A summary of the findings per course will be 

followed by the conclusions and implications for

the overall mechatronics curriculum.

ENMT201:  Introduction to Mechatronics, 

2007

This second year course is the first full 

mechatronics design course that students in the 

program take.  It is both an introduction to the 

discipline of mechatronics and a combination of 

mechanical and electrical engineering 

knowledge.  Its content includes introduction to 

mechatronics, sensors and actuators, basics of 

instrumentation, circuit analysis, computer-aided 

design, and introduction to control.

Alongside coursework, this design course

consists of a series of laboratories in the first 

semester. Each lab project is a self-contained 

project exercise addressing a specific application. 

Students working in pairs have to implement 

control interface, design and write control logic. 

These lab projects are:

• Introduction to ladder logic

• Control inputs, outputs, and sensors

• Car washing process automation 

• Water tank level control

• Stepper motor control

• DC motor velocity control

• AC motor control

In the second semester of the course, students are 

tasked to develop a fully functional control 

system using Programmable Logic Controller to 

control a 5-story elevator driven by DC motors. 

Figure 1 shows a Programmable Logic 

Controller (PLC) rig that is built in house, and

the 10:1 scaled down elevator modeled after the 

actual 5-sotry elevator in the Mechanical / Civil 

Engineering Building at Canterbury.

Figure 1.  Elevator control project using PLC 

(left) and tested on the model elevator (right).

The data collected from students in the 

ENMT201 course in 2007 suggested that 

students:  enjoyed the class, found the content 

appropriately challenging, and developed a sense 

of programme community or camaraderie 

through their experiences.  In the qualitative 

data, the areas that students thought could be 

improved were primarily logistical with:  more

equipment for particular labs, coordination of 

assessments with other courses, same location 

for lectures, and more explicit coherence or 

explanation for sequencing of topics.

These findings from the ENMT201 course were 

fed back to the lecturers, programme 
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coordinator, and the Board of Studies that 

oversaw the curriculum development.  The 

curriculum for the following year was developed 

and implemented while considering these 

findings. One of the improvements was to 

streamline the lab projects with the aim of 

maximising the learning outcomes within desired 

contact hours.  Also, the continuous assessments 

have been distributed more evenly throughout 

the year, and avoided bottlenecks. 

The elevator design project exposes students to 

controller design using the PID control theory 

covered in the course work.  There was a caution 

whether such design skill in the junior year was 

too hard for students.  The evaluation of the 

course proves that students are capable of 

mastering that skill set.  The number of model 

elevators has doubled from 2 to 4, which allows 

each team to have more on-machine time for 

debugging and testing.

ENMT301: Mechatronics System Design,

2008

This course provides students with an intensive 

opportunity to apply their knowledge from 

lectures to the creation of a robotic search and 

rescue vehicle in the Canterbury RoboCup 

Competition.  The project is an integral part of 

the whole year design course.  Students, in teams 

of three, work in a dedicated Mechatronics 

Design Laboratory supervised by two instructors 

and one senior mechatronics technician.  The 

design project requires students to design and 

build a mobile robot capable of quickly locating 

and gathering three objects within the field of 

play.  No human intervention is allowed once the 

robot begins operation. Figure 2 shows the truck 

base fitted with a Qwerk controller, which forms 

the standard development platform. 

The robotic system must have the following 

capabilities:

• System hardware is to be attached to the 

provided truck base and the interfacing 

managed via a Qwerk microcontroller, 

operated remotely from a networked 

computer. 

• Targets must be collected unharmed and 

stored securely on the vehicle.

• The robot must be able to collect cups from 

any possible locations including corners or 

alongside walls.

The students are expected to achieving the 

following learning goals:

• ability to identify the problem requirements;

• ability to generate and evaluate design 

concepts;

• ability to design and fabricate a manipulator 

for handling the targets;

• ability to design and fabricate appropriate 

sensing mechanisms;

• ability to design robotic control software to 

accomplish the prescribed tasks;

• ability to integrate, test and debug the system; 

and

• ability to communicate, document, 

demonstrate and present the design and 

results.

Figure 2.  Basic mobile robot platform fitted 

with an embedded controller.

The data collected from students in the 

ENMT301 course in 2008 indicated that they: 

• appeared to immerse and to enjoy themselves 

in designing and building a search and rescue 

robot.  Five different students used the word 

“fun” in individual surveys and 100% of the 

respondents believed that they had 

accomplished something significant in the 

course and 100% would recommend this 

course to others.

• did not find the project too daunting.  There 

was a discrepancy as to what level of guidance 

students thought they needed, either the same 

amount as this year or an increased amount.

• saw the identity of themselves in the 

programme to be inherent in the nature of the 

course (a designated lab space, the team 

approach, a “cool” project).

• saw the lasting lessons of the course to be 

what they learned about:  the design process, 

project management, and working in teams.
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These findings from the ENMT301 course were 

fed back to the lecturers, programme 

coordinator, and the Board of Studies that 

oversaw the curriculum development.  The 

curriculum for the following year was developed 

and implemented while considering these 

findings. One of the adjustments to the course 

was to introduce computer vision in the 

classroom.  Hence, students are now able to 

design and implement a vision system for 

searching the targets.

ENMT401:  Mechatronics Research Project,

2009

This final year capstone research project consists 

of a year-long mechatronics design exercise. 

Students can work either in teams or 

individually. Most projects are sponsored by 

industry and students are responsible for all 

aspects, including organization, management 

(both time and budget), project proposal, design 

and prototyping, and final reporting. Each 

project has an academic supervisor and an 

industrial mentor, addressing a real industrial 

problem that does not have an off-shelf solution. 

As such, it requires substantial research and 

innovative design.  Figure 3 illustrates the 

delivery of a wall climbing robot for welding a 

stainless steel tank.

Figure 3.  Wall climbing robot for the automatic 

welding of a stainless steel tank.

The data collected from students in the 

ENMT401 course in 2009 indicated that they:

• thought they learned considerable skills in 
the project, with an emphasis on non-
technical, managerial, skills.

• saw areas of improvement could include 
increasing the timing of the lectures, clarity 
of project briefs, clarity about assessment, 
more specific mechatronics projects and, to a 
lesser extent, support and logistics.

These findings from the ENMT401 course were 

fed back to the lecturers, programme 

coordinator, and the Board of Studies that 

oversaw the curriculum development.  The 

curriculum for the following year was developed 

and implemented while considering these 

findings. The improvements implemented 

included scheduling the separate management 

course in synchronisation with the research 

projects.  Also, the assessment schedule was 

structured with more clarity.  There have now 

been more mechatronics research projects 

sponsored by industry, resulting in plenty of 

projects for the capacity of the class.

Programme review, 2009

The graduating class from 2009 (the first to have 

gone through the re-designed curriculum) was 

asked to reflect upon the programme as a whole, 

and to identify strengths and weaknesses. 

Students indicated that they:

• were very pleased with the mechatronics 

programme overall and that the department 

has succeeded in creating an “academic 

home” for the students.

• considered the programme to be very time-

intensive and demanding and noted that 

several topics are covered multiple times in 

different mechatronics papers.

• had a desire for more, and structured 

exposure to industry throughout the 

programme.

Collectively, this review along with the data 

from the courses will be considered by the 

lecturers, programme coordinators, and the 

Board of Studies as the mechatronics curriculum 

continues to be developed. 

CONCLUSIONS AND IMPLICATIONS

The combination of engineering and educational 

expertise in developing the new mechatronics 

curriculum has proven to be a successful 

endeavor.  The system sensing and feedback 

facilitated by the academic developers brought in 

an objective perspective and new impetus. The 

non-engineering academics complemented

engineering academics by bringing valuable 

insights in terms of setting and achieving 

learning goals, managing students’ expectations,

and advising on collecting feedback.
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Arguably, students, staff, and the departments 

were more open to collaboration, feedback, and 

data collection as the academic developers were 

outside of the traditional line management 

structure, and were thus seen as neutral. This 

experience at the University of Canterbury has 

led to the implementation of several effective 

approaches for mechatronics education, which 

included integrating labs and design projects into 

and across courses and cooperative learning. In 

addition to the curricular adjustments, other 

positive outcomes involved the students with 

mechatronics graduates stating that they felt 

“both mechanical and electrical” in the core skill

sets instead of their initial lack of identity as

“neither mechanical nor electrical.”

After 3 to 4 years’ concerted effort, the 

Mechatronics Engineering Programme at the 

University of Canterbury has developed into a 

premier engineering programme that attracts top 

students nationwide and overseas. It has grown 

to an intake of 30 students per year, with room 

for expansion. The graduates are sought after by

industry. Further work is needed to monitor the

graduates’ profiles and industrial acceptance, 

which will serve as another feedback in our work 

toward excellence in mechatronics engineering 

education.

This merger of mechatronics engineering content 

and expertise with the field of academic 

development has provided all involved with a 

unique opportunity to experience a best-practices 

model of inter-disciplinary collaboration with the 

subsequent students of the mechatronics program 

being the ultimate beneficiaries.  It is anticipated 

that further beneficiaries of this transferable 

process may be other departments who develop 

their curricula by collaborating with academic

developers.
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Abstract—The Internet of the Future is a fascinating theme from the

point of view of both engineering and education as well. Terms like

pervasive, ubiquitous have become known for a growing number of

digital netizens due to the presence of Internet in our daily lives. Quality
of Service (QoS) and Quality of Experience (QoE) have become the

buzzwords in the network engineering community. However, we dare to

say that the engineering challenges faced by the Internet of the Future

are easy. They are easy by the single reason that we know what is at

stake. So, in this paper we address the challenges of the Internet of

the Future from the perspective of the Systems Engineering analyzing it

as a socio-technical complex and from the perspective of the Iconomics

considering the beings, things and icons vertices.

I. INTRODUCTION

The Internet of the Future is a fascinating theme from the point of

view of both engineering and education as well. Terms like pervasive,

ubiquitous have become known for a growing number of digital

netizens due to the presence of Internet in our daily lives. Quality

of Service (QoS) and Quality of Experience (QoE) have become the

buzzwords in the network engineering community. However, we dare

to say that the engineering challenges faced by the Internet of the

Future are easy. They are easy by the single reason that we know

what is at stake.

The Internet of the Future engineering challenges may be summa-

rized in obtaining the best transmission quality between any set of

end-users. This problem may be easily solved by laying a perfect wire

between any pair of communicating users. Perfect is to be understood

as a transmission mean where:

i) the delay would be zero;

ii) the signal attenuation would be zero;

iii) the noise influence would be zero;

iv) the signal distortion would be zero.

Despite of knowing that there is no solution for such problem,

first of all because the speed of light, thanks to Einstein, is limited to

c = 300, 000
km

s
, second, it does not exist such perfect wire and,

last but not least, it is not neither economically nor environmentally

feasible to lay a wire between any pair of communicating users, on

the other hand, assuming such hypothetical solution we know what

is the best quality that could be achieved and this is the direction

that the engineering efforts should follow, trying to get closer to this

ideal level of performance. In short, engineering knows where to go.

However, does anyone know, in what is Internet related:

• what is its economic value?

• what should be the rules governing access, exploitation, intel-

lectual property rights, content distribution?

• how do people represent and communicate values and ex-

pectations associated to Internet related actions, projects and

technologies?

Conceptually, the challenges of network design and implemen-

tation (“social weaving”, so to speak, as in assemblages and re-

assemblages of actor-networks) are compounded by the simultaneous

interaction of space, time and symbol - the playful evolution of this

human e-infrastructure corresponds with values, projects and icons

for the audiovisual e-superstructural grids.

The contribution of this paper consists on analyzing the challenges

of the Internet of the Future from the perspective of the Systems

Engineering looking at it as a socio-technical complex and from the

perspective of Iconomics.

Iconomics relies on the triad: icons, things and beings, meaning

that the actors will benefit from this new era if they are able to make

appropriations in all three dimensions.

Iconomic appropriation depends on the symbolization process that,

in the present context, has to be performed in the realm of groups

and networks.

After this brief Introduction, in Section II we present a review of

recently published conclusions about the non-engineering challenges

of the Future Internet. In Section III we discuss the Internet of the

Future from the perspective of the System Engineering and in Section

IV from the perspective of Iconomics. Section V summarizes our

conclusions and indicates some future work.

II. A REVIEW OF THE RECOGNIZED NON-ENGINEERING

CHALLENGES OF THE FUTURE INTERNET

This section presents a brief review of recognized non-engineering

challenges of the Future Internet based, mainly, on three recent

publications: [1], [2] and [3].

A. Future Internet Socio-Economics - Challenges and Perspectives

According to [1], socio-economics aims to understand the interplay

between the society, economy, markets, institutions, self-interest, and

moral commitments. It is a multi-disciplinary field using methods

from economics, psychology, sociology, history, and even anthropol-

ogy. Socio-economics of networks have been studied for over 30

years, but mostly in the context of social networks instead of the

underlying communication networks.

Over the past decades, the Internet has grown and evolved to

unprecedented size. However, its architecture is still based on the

original design principles for an academic network in a “friendly”

environment. In addition to the academic usage, the Internet is now
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used as a business platform and has become a central part of social

life.

The overall socio-economic context is an important one, as it can

significantly boost or hamper the success of an innovation - issues

include the “degree of mobility” in the life-style, the balance of

“privacy vs. sharing”, the need for security, the importance ascribed

to health, and the distribution of wealth. Important socio-economic

aspects include markets of Internet Service Providers (ISPs) and

Telecommunication Providers, ISP peering agreements and/or transit

contracts, as well as customer usage behaviors and selections of

content. A study of all these aspects has to include investigations

of regulations for the e-services market and security regulations, as

well as the physical environment of e-services in terms of availability

- world-wide vs. highly focused (cities) - and dependability for

commercial services. This approach will enable to determine (if

possible) the economic growth, providers’ revenue maximization, and

customers’ benefits.

Socio-economics challenges can be identified in all domains of

the Future Internet including the areas of networks, services, and

content. As far as the economic challenge faced by all three areas it

is worth mentioning that the rules applied for sharing are extremely

vital for the healthy operation of the Internet ecosystem and directly

affect the value of the network to its users. Such challenges can only

be addressed by merging the disciplines of computer science and

economics. The key question is: what is wrong with today’s Internet

sharing technologies? Are these consistent with economics? More

specifically, since TCP is the dominant sharing technology, is TCP

sensible from an economic point of view? Is deep packet inspection

(DPI) technology good or bad for the Internet community? Which

network sharing technologies justify the end-to-end (E2E) paradigm

from an economics perspective? What is required to make peer-to-

peer (P2P) a blessing instead of a curse? Are there bad applications

or just inefficient combinations of sharing technologies and pricing

schemes? [1]

Besides the economic dimension, the Internet faces an important

social challenge. The current Internet penetration has reached 20%

worldwide and should reach 30% by 2015 and 50% by 2020. The

Future Internet shall be able to support daily life in developed

countries as well as within developing countries. Telecommunication

infrastructures must be conceived to guarantee access to the Future

Internet also where currently it is poor. As mobile, wireless, optical,

and broadband communication infrastructures become even bigger

and more interdependent, the number of Web services is expected

to grow exponentially in the years to come. These trends lead to a

future Internet of billions of services in a network of equals - large

enterprises, small and medium enterprises (SMEs), and citizens - in

which these services will be indistinctly produced or consumed by

“prosumers”.

In this new context trust will become a major issue and Web 2.0

technologies are already starting to support trust and reputation within

and between computers and humans.

A critical issue in the Future Internet research is the current

proliferation of separate efforts due to the various initiatives world-

wide. This may on one hand be good for innovation, as it can

produce more ideas. However, if initiatives remain separate through-

out the development of the Future Internet, many technologically

incompatible Internets could emerge. In contrast to the current global

Internet, these separate Internets could cause market fragmentation

and even social seclusion. To avoid such adverse possibilities, design

and implementation of the global Future Internet should proceed

with a growing degree of cooperation between initiatives. The mere

separation of Future Internet initiatives, if left unchecked, could

become a schism leading to many incompatible Future Internets.

B. Challenges of Internet Evolution: Attitude and Technology

Another dimension can be added to the challenges of Internet evo-

lution. This new dimension is the attitude towards new technologies.

In [2], the author states that according to economic theory, in a

competitive environment with limited resources, rational species’ be-

haviors change so that individuals can maximize a utility function that

depends on these resources and on the satisfaction of their needs. The

behaviors of rational individuals are constrained by their attitudes.

Attitude is understood as the disposition, tendency or orientation of

mind with regard to a thing, particularly with regard to technology.

These attitudes determine the range of behaviors that are valid

according to mental disposition. To let a wider range of behaviors

be assessed by a rational individual, a change in attitude towards

the elements of reality involved in the satisfaction of their needs is

needed. There is a limit at which better behaviors cannot be enabled

by any new technology, because they cannot be conceived according

to existing attitudes. At this limit, the only way to achieve better

performance in a competitive environment is a change in attitudes.

When the attitudes involved in the satisfaction of needs evolve, new

behaviors are considered and consequently new technologies that

enable these new behaviors can be developed.

The foundations of this simple co-evolution model are that attitudes

demand new technologies to improve the satisfaction of needs and,

reciprocally, the new technologies enable the improvements allowed

by new attitudes.

Internet is a tool involving technologies that is used by users to

satisfy their needs according to their attitudes. This tool has another

two characteristics that determine the need to complete this model

with two more requirements. These characteristics are: (1) Internet

locates at multiple locations both geographically and within society

and (2) Internet has no single ownership. According to the two

Internet characteristics, two requirements [4] exist for changes on

attitudes and technologies to be adopted by Internet. (1) Universality:

new technology can be used and new attitudes can be adopted by any

user anywhere; and (2) Independency: new technology can be used

and new attitudes can be adopted by some users even if others do

not use or adopt them, i.e., there is no need to orchestrate change.

The Internet evolution model is completed by two fundamental

characteristics: creativity and economic feasibility. The first one must

be present whenever a change occurs intentionally. Unless it is a

hazardous change, creative minds conceive changes out of their

knowledge and experience. The second one is necessary so that evolu-

tion is possible, according to economy, in a context of competition for

scarce resources, i.e., so that the underlying agents of evolution have

the economic capabilities to invest on new technologies and adopt

new attitudes obtaining a benefit out of them. Therefore, creativity,

economic feasibility, universality and independency are necessary

requirements for the co-evolution explained before to be realized.

They ensure that changes will occur, that they will be financed, that

they will not be reduced to a specific community and that they have

the potential to be virally spread through the Internet.

In terms of goals, there are two interests using the Internet: interests

of individuals and interests of organizations. Both individuals and

organizations use the Internet to satisfy their needs. But in recent

times, and particularly during the evolution of the web towards

the web 2.0 [5], individuals prove to obtain far more benefits than

organizations do. Blogs, wikis, social networks, file sharing, podcasts,

online applications and other Internet progresses help individuals to
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innovate in satisfying their needs more efficiently; accordingly, the

success of these new technologies and behaviors coalesces into their

increasing number of users [6]. Furthermore, it is widely admitted

that these new technologies have co-evolved together with attitudes

[5]. Among others, the main components of this shift in the attitude of

individuals are: participation, collaboration, confidence and sharing.

This success does not seem to spread likewise through enterprises.

Although companies are introduced to web 2.0, not all of them man-

age to find its benefits. Sometimes, they even abandon these incipient

tools, because they do not always turn out to be representing a greater

value for their businesses. It is recognized that certain organizations

are undeniably profitable thanks to new Internet technologies, but this

benefit tends to focus on the tertiary technological sector, rather than

pervasively spread through every sector of economy including the

primary and secondary sectors. The problem is that societal evolution

of new economic sectors fundamentally relies on higher productivity

rates in the primary and secondary sectors. As the performance

and competitiveness of these organizations are not strongly favored

by current Internet trends, thus, the economic capabilities required

to ensure the economic feasibility of investments in new Internet

technologies and attitudes are limited.

It seems reasonable that a solution consists of promoting innovative

paradigm shifts on the attitudes of organizations towards Internet, i.

e., to incorporate collaboration, confidence, participation and sharing.

However, this paradigm shift does not consist of applying, on an

“as is” basis, patterns existing in communities of individuals to

enterprises. Competition in business is much fiercer. Collaboration,

confidence, participation and sharing must be reconciled with com-

petitiveness. New behaviors have to assess how to create value out

of confidence, sharing, participation and collaboration.

If a paradigm shift pervades organizations, performance of every

sector of economy can be rewarded by new Internet technologies and

can pull Internet technology evolution. Other businesses may appear

out of new attitudes and new value can be created for economy

with these new attitudes. Unexplored, unexploited and unmerged

information might be the clue to follow so that companies can

capitalize on new information technologies and gain competitive

advantage.

C. Roadmap for Real World Internet Applications - Socio-economic

scenarios and design recommendations

In [3], the authors’ vision is to realize ambient intelligence in a

future network and service environment, and to integrate Wireless

Sensor and Actuator Networks (WSAN) efficiently into the Future

Internet. Three scenarios are analysed to roadmap some Real World

Internet applications. The three phases involve different levels of

societal changes, business innovation and technical feasibility. They

are not discreet but show a continuous timeline which depends on

the context of the actual end use.

1) The first phase - Now - is evolutionary from a societal point

of view and incremental from technological angle since it is

the least integrated: the infrastructure of a mall is used for

applications dedicated to the stakeholders of this place.

2) The second phase - New - is more futuristic from the socio-

economics point of view and innovative from the technology

side since it implies the deployment of connections between

different and separate areas in the city and it starts to integrate

different entities in extension to the shopping mall, e.g. private

residential WSAN infrastructures.

3) The third phase - Next - is the most revolutionary one from the

society point of view because it involves holistic applications of

RWI. It proposes a fully horizontal vision of RWI applications

with integration of all types of WSAN infrastructures in the

city for the provision of an unlimited scope of applications.

This is a disruptive vision compared to the existing Internet

technology.

A RWI system has to challenge to provide benefits to the user and

society through FI applications in key domains such as environment,

mobility, safety, professional and industrial activities, citizenship, and

ethics.

Today’s Internet will change from the distinct network, providing

specific services accessible through dedicated terminals, to an Inter-

net dissolved in the artifacts of the physical world accessible via

heterogeneous networks enabling users to browse the world as they

browse the Internet. The RWI framework should support horizontal

use and reuse of common WSAN infrastructures to develop a variety

of applications. It should not therefore require as many WSANs as

applications. RWI system architecture should be scalable to enable

its functions to evolve in order to meet the future requirements

of technology changes and growth. The RWI system must ensure

the continuity of the services that the user needs with an adequate

quality despite the user?s mobility. The RWI framework should

reduce complexity to enable an easy access of user applications to

the sensing and actuation services that are available everywhere.

The RWI framework should provide mobile users with a good level

of security and privacy protection. RWI applications will improve

the users? safety in various activities, in particular in the transport,

built environment, crisis management and healthcare domains. RWI

applications are expected to increase the sense of the community by

making perceptible the side effects of individuals? behavior. RWI

will support professional and industrial activities. These benefits will

be perceptible at short term as shown in the Now scenario. RWI

system must support new business opportunities and new industrial

partnerships by optimizing the integration of sensed and controlled

physical phenomena to the Internet. With the integration of a real

world dimension to the Internet, privacy and related ethical issues

will increase. Even if RWI technology integrate the appropriate

mechanisms, privacy and ethics can persist as critical issues and

mistrust may slow the adoption despite it enabling an open and secure

market space for context-awareness and real world interaction.

D. Concluding Remarks

The three reviewed papers do provide an in-depth view of the

non-engineering challenges faced by the Future Internet. However,

this discussion is far from being concluded. It seems that a more

integrated assessment of such challenges are required and, at the same

time, emphasizing the human aspects. Additionally, new dimensions

remain to be included in the analysis. The first issue will be addressed

in Section III that employs the concepts of the System Engineering,

while the second issue will be addressed in Section IV that introduces

the Iconomics vertices of beings, things and icons.

III. THE FUTURE INTERNET: A SYSTEM ENGINEERING

PERSPECTIVE

One of the main difficulties to understand the challenges of the

Future Internet is its complexity. The System Engineering perspec-

tive provides a means to harmonize the different dimensions that

compound the Internet. In this section we show how the System

Engineering perspective helps to have a whole view of a such

complex problem providing the human being with a protagonist role.
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A. Engineering Problems Solving

Descartes’s dictum that every problem should be broken down

into as many separate simple parts as possible - reductive analysis -

is the most successful technique that has ever been used in science.

Engineering, as a constructive problem solving science, uses this

principle to reduce the problems into as small as possible parts to

get to the disciplines assigned to each smaller problem and, based on

fundamental phenomena and materials, to cope with the necessary or

possible solution. This is the main method to engineering solutions

to systems construction.

B. System Engineering

The word system has a subjective nature. It is used to refer to

organization forms that are associated to the way that men recognize

them; the constructivist view of reality determines that a system does

not exist in real world regardless human mind [7].

Systems engineering, differently from others traditional engineer-

ing disciplines, does not follow a fundamental phenomenon?s set

based on physical properties and relations. Instead, it deals with the

necessary knowledge to manage these phenomena, dealing with the

system emergent properties, looking for a way to get control about

the system entropy [7], [8].

The reductive analysis and the relatively simple construction from

the parts became more difficult to deal with as the systems became

bigger and bigger.

C. Complexity

The new main problem in the big systems engineering came

to be the complexity. Complexity arises when there is a set of

characteristics of the system that are not present in any of its parts

alone. They are characteristics of the whole or of the co-existence

of the parts working together. They are called emerging properties:

perhaps the most simple example could be the human body. Life is

an emerging property that does not exist in any part aside of the

body.

Internet is complex; it is based on a huge amount of subsystems

working together that is usually collectively called e-infrastructure.

Many layers, not only technical ones, are interacting to fulfill the

tasks assigned to them.

D. Socio-technical systems

Information systems are made considering stakeholders (man and

social institutions) and technology. It is a socio-technical system,

a system in which there is a social infrastructure (man and social

institutions) and a technology infrastructure. The consideration of

these two infrastructures is crucial in order to identify the correct

factors for the quality of services and to identify which are the

stakeholders? expectations, to give them the experience that they

expect, surprising them whenever it is possible [8], [9], [10].

Considering an e-infrastructure alone, a computer grid, for exam-

ple, it is only a technological artifact. It has a purpose, a meaning,

only when one or more people use it to accomplish some task, as

information search or data process to solve problems.

The technological, human and social components of an e-

infrastructure system cannot be seen only as the sum of its com-

ponents. There is a complex interaction among them, with emergent

properties.

Another issue that contributes to e-infrastructure system complex-

ity is that many of the systems used today were not developed in an

integrated way. They were put together in a gradual way, resulting in a

kind of patchwork, with new and old technologies, people and social

institutions. New designs must respect this scenario, considering the

new, and the old, technologies and several actors (as user, consumers

and social institutions). These actors want to optimize their decisions,

thinking about their own subsystems, proposes and interests [11].

Big systems engineering had very good answers before and during

the WWII but, as the war ended, another new set of problems arose.

These new problems came from the dawn of a completely new player

in the game: the consumer. What does the consumer wants? In other

words: for what is he willing to pay for? What are the requirements?

E. Requirements Engineering

Requirements engineering is engineering discipline alone, crucial

in the development of any product or service. This engineering

has a life cycle that leads the systems engineer in the process of

requirements elicitation, negotiation, documentation and validation

of the systems to be developed. The system engineer makes use of

this process to execute a task that Kossiakoff and Sweet [12] call

concept definition phase, and INCOSE [13] calls concept stage. Both

refer to the initial phase of various life cycle models placed by the

engineering statements to system information development.

In the requirement process, the elicitation phase concerns itself

with people. This requirement gathering process needs to draw

upon the knowledge and experience of the organization directors,

managers, employees, etc., that are demanding the system. The

system engineer needs to talk with people that are demanding the

new systems and to the people that will be affected, positively or

not, by the system. Usually all these stakeholders are organized in

groups, formals or not, with different purposes; such that the whole

has no clear purpose and the groups pull in different and often

conflicting directions. The elicitation phase is essentially a human

activity system that can bring some degree of order to the situation

of multiple demands, purposes, issues and problems.

Using appropriate methods to progressively increase order to the

requirements gathering process, and achieve a point where specific

designs and solutions can be manifested, the system engineering

has an approach to achieve the three requirements types that Kano

[14], [15], [16] states that must be present on a product or service.

This requirements allows the engineering to understand how meeting

or exceeding the stakeholders expectation affects satisfaction in the

relationship with the system. These requirements types are:

• Normal requirements: these are the requirements that are explic-

itly required.

• Expected requirements: these requirements are so basic that

sometimes the stakeholders may fail to mention them, because

they think that it was unnecessary request them explicitly. A sys-

tem without these requirements is very dissatisfying, but meeting

these requirements often goes unnoticed by most stakeholders.

• Exciting requirements: these requirements are the ones that if

not present in the system, their absence will not be perceived,

will not dissatisfy the stakeholder. As these requirements are

not formalized by the stakeholders, i.e., the stakeholders are

not apt to voice them, it is the engineer responsibility to

explore the problem and opportunities to uncover such unspoken

items. For example, as the engineer increases his knowledge

about stakeholders needs, he can use his experience to propose

features that were not requested but that can improve the system

efficiency and effectiveness.

F. Final considerations

Man has personality, hopes, fears, dreams, values and intentions.

Do not consider these human dimensions to build systems ultimately
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dehumanize human-system interaction, and is costly!

IV. THE FUTURE INTERNET: AN ICONOMICS PERSPECTIVE

“Iconomics”, from a very broad perspective, results from a crit-

ical review of the political economy and the macroeconomics of

technology transfers and market design aligned with the Center-

Periphery system. The evolving actor-network develops and unfolds

in the twenty-first century, generating new tools for the creation,

management and critique of the information economy as a relatively

open and simultaneously global and local network.

Existing technological and economic gaps are compounded by

social and cultural differences which are immaterial or intangible,

and which are related more closely to the realm of icons than to

the requirements of things (hardware, software) and beings (evolving

social networks). The iconicity of this evolutionary development

is also an index of new metrics for consumption and audiovisual

knowledge creation chains. The intangible assets thus produced

(real, digital or virtual) are differentially appropriated by individuals,

groups and property rights owners (in all classes of assets). The

recovery of the world economy depends on this new accountability

as much as on the survival of this bank or that company.

However, a precarious regulatory ecology coexists with the global

Internet where no one is totally sure with respect to

• what is its economic value?

• what should be the rules governing access, exploitation, intel-

lectual property rights, content distribution?

• how do people represent and communicate values and ex-

pectations associated to Internet related actions, projects and

technologies?

Conceptually, the challenges of network design and implemen-

tation (“social weaving”, so to speak, as in assemblages and re-

assemblages of actor-networks) are compounded by the simultaneous

interaction of space, time and symbol - the playful evolution of this

human e-infrastructure corresponds with values, projects and icons

for the audiovisual e-superstructural grids.

The emergence of mobile and immersive (audiovisual, virtual and

real) applications and infrastructures will expand significantly the

uses of the available grids, on the other hand the skills and knowledge

required for the adequate creation, production, management, funding

and distribution of information-rich devices will be lagging behind

at a more than proportionate rate.

The management of audiovisual tools for human and local devel-

opment engages the storyteller as well as the surveillance manager

in the same local neighborhood. Privacy, intimacy, governance and

intellectual property issues are at stake. On the other hand, access and

use must be weighed by the skills to sustain a balance between supply

and demand for information in the long run. However, the regulation

of information asymmetries is not only an economic issue as such,

it involves control of strategic energetic and telecom infrastructures

as well as interference with content production and consumption

streams, environmental effects and national identity (iconic) issues.

A. The brazilian case

The Brazilian iconomy has evolved through three stages of digital

inclusion frameworks as designed by federal and state level agencies:

access, open source and audiovisual, with a growing number of public

funding mechanisms as well as articulation with other public policies

in areas such as education, science, technology and innovation,

culture and telecommunications. But without an overall ICT for

development policy, which may be among the explanations for the

decline in relative position of Brazil in the ICT Development Index.

A second, more political and institutional issue comes to the fore,

given the emphasis on public funding of local content production

and recent attempts at reconstruction of State-led broadcasting, social

control of communication and regulation of digital TV in Brazil.

Scenarios for future audiovisual policies and their impact on local

development strategies must be thoroughly discussed, taking into

account the limited impact of current policies on income generation

and distribution as well as on the creation of sustainable markets for

local audiovisual production.

B. Final considerations

Maybe the ideal scenario is that of an emerging “mediapolis”,

as in Livingstone, where it is “the mediated space where we can

communicate, learn about others and take responsibility for one

another”. As a space where multiple mediated voices talk about

the media and its centrality in everyday life. A space where the

media and its work in culture, politics, economics, and ethics is

critically discussed. A space where scholars, students, producers, and

consumers speak the unspeakable and engage with the challenges of

a multiply mediated society. A space where the presence of multiple

voices in a single discourse is acknowledged and respected. A space

where criticism is practiced with the spirit of plurality and hospitality

[17].

Silverstone draws on Hannah Arendt and “her deliberations on

the notion of republican democracy in the face of totalitarianism,

imperialism and of course the threat of mass society. Often unjustly

dismissed as a conservative critic, Silverstone seeks to rediscover

through Arendt the public art of being with others. In particular

Arendt stresses the role of public judgement, responsibility and

perhaps above all the human capacity to think as the best shield

against political catastrophe. A new global political culture then is not

brought about through a McLuhanite technological transformation,

but depends upon our shared moral and intellectual capacities. In

particular the media?s ability to be able to stretch relations of time

and space poses questions related to our civic imagination” [18].

This mediated space or mediapolis is a public sphere open to

language patterns such as digital emancipation and other creative

expressions of civic intelligence [19].

V. CONCLUSIONS AND FUTURE WORK

In this paper we focus on the non-engineering challenges of the

Future Internet as the most difficult issues to be addressed. After

reviewing some recent publications concerning the socio-economic

dimensions to be considered in the development of the Future

Internet we postulate that the discussion is not over. We extend such

discussion by presenting the systems engineering perspective that

provides a more integrated approach and puts the human dimension in

the center of process. Moreover, we present the iconomics perspective

that shows that digital inclusion and appropriation of the digital

technology by “prosumers” depend on considering a complete new

set of values.

As future work we intend to perform an exhaustive study of

the Future Internet, to develop a model that includes technological,

societal and economical dimensions to produce integrated roadmaps

for different technologies, applications, services and businesses.
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ABSTRACT 
 

This work seeks to tackle common workplace 
deficiencies present in associates-level, Pre-
Engineering students, as well as cultivate 
entrepreneurial spirit and ability.  These deficiencies 
cause attrition in the number of Engineering 
graduates, and have been identified by employers as 
being important to the modern engineering 
workforce [9].  Our proposed platform, the STEM-
based Virtual Enterprise (VE), is a business 
simulation program in which students start and run a 
virtual firm within their classroom.  The program is 
currently being successfully used in other STEM 
areas, notably BioTechnology and Information 
Technology1. 
 
The STEM-VE program, a combination of in-class 
pedagogy, software tools, and an international 
network of participants, is designed to develop 
entrepreneurial competencies, interpersonal skills 
(e.g., teamwork, effective communication in 
working with those in different roles and positions), 
critical and analytic thinking and problem solving.  
Each student assumes a position within the firm and 
carries out the responsibilities of his or her 
department. 
 
This paper specifically lays out the framework for 
two Engineering Virtual Enterprise (ve

eng) 
engagements that campuses could adopt to provide 
an encapsulating experience for Pre-Engineering 
majors.   
 
 

                                            
1 The previous work described is based on funding from the 
National Science Foundation (under DUE-0501711 [14] and 
DUE-0802365 [13]).  Any opinions, findings and conclusions 
or recomendations expressed in this material are those of the 
author(s) and do not necessarily reflect the views of the 
National Science Foundation (NSF). 

1. BACKGROUND 
 

The American Recovery and Reinvestment Act of 
2009 supports innovative solutions to pressing 
national problems in science, health, the 
environment, education, public safety, and other 
critical areas, as a way of stimulating much-needed 
economic recovery and jobs creation. The Act, 
which provides tax breaks and increases funding for 
research and science, is based on the belief that 

prosperity [1].  Last December, the President 
proposed another round of economic stimulus 
measures that target job creation and support small 
businesses by providing loans, tax credits, among 
other measures [3].  
 
In the engineering fields, the importance of  
entrepreneurial innovation is 
recognized: Engineering is a key component of 
innovation and our technological society.  Changes 
on a global scale are rapidly occurring for 
engineering, and Federal leadership is needed to 
respond quickly and informatively  
[11].  t the interface between 

[6].  Engineers apply scientific and mathematical 
principles towards designing practical solutions.  
While engineering education has traditionally 

straints on 
engineering problem-solving today are increasingly 
not technical, but rather lie on the societal and 

[6].  In a 
Special Issue of Journal of Engineering Education, 
Sheppard, Pellegrino, and Olds [15] write, "[i]t 
would be naive to treat technical and non-technical 
challenges and opportunities as separable . The 
boundaries are "increasingly blurred" and engineers 
are being called on to design solutions for our 
increasingly complex world; preparing them to meet 
these challenges and opportunities will require 
designing and delivering re-tooled engineering 
courses and programs.  Active learning strategies 
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like Virtual Enterprise teach and encourage 
students, to be creative, experimental, and 
entrepreneurial preparing them to overcome these 
constraints. 
 
There is wide recognition of the need to challenge 

 ways of teaching engineering and 
related STEM fields. Researchers have found that 

hierarchical classroom environments discouraged 
collaborative learning.  Using a 

[2].  VE would fall within this category of 
interventions.  Going further, Turner [17] concludes 
that non-technical, or soft skills are not developed in 
isolation from technical skills.  Rather, the 
development of hard and soft skills interacts in 
significant ways, with each process strengthened 
and informed by the other.   
 
The rationale for the Engineering Virtual Enterprise 
program draws upon studies of project-based 
learning and curricula that infuse entrepreneurship 
into engineering and technician education courses, 
supporting and strengthening the development of 
soft skills, as well as improving student recruitment 
and retention: Tubaishat [16] demonstrated that 
including topics such as project management and 
product development in a Computer Science course 
helped students deal with non-technical aspects of 
project development, strengthening their 
communication and other soft skills.  Problem-
based learning, much like that of VE, was 
successfully integrated into an engineering program 
where students worked in teams to design a product 
that met pre-determined criteria. Students developed 
familiarity with the design process, and with the 
importance of working within a strict time frame as 
they would in a real-world setting [5].  Integrating 
entrepreneurship and related project management 
skills into engineering curricula enhances student 
profiles as integral participants in the knowledge-
based economy [12].  The University of Edinburgh 
developed a series of interdisciplinary courses to 

and [7]. By 
focusing efforts on a single project, student teams 
were able to see the connections between 

g design and economic viability .  

engineering project was also enhanced. Dabbagh 

and Menascé [4] 
perception of the engineering profession in a first 
year course that introduced entrepreneurial concepts 
using a project-based model. In the course, student 
teams formed IT companies that competed to 
develop business support software in a simulated 
market environment.  Compared to students in a 

-based 

engineering professions and of entrepreneurial 
opportunities in engineering. Researchers suggest 
that infusing engineering curricula with 
entrepreneurship and projects-based learning can 
increase student recruitment and retention [4]. 
 
 

2. PLATFORM: VIRTUAL 

ENTERPRISE 
 

Virtual Enterprise (VE) contextualizes disciplinary 
content by having students develop realistic, 
commercially viable projects in the classroom.  The 
lines between disciplines are blurred as students 
take a holistic view of their firm and its tasks; soft 
skills are integral.  The authors, principals of the 
Institute for Virtual Enterprise (IVE) at the City 
University of New York (CUNY) have nine years of 
experience in the design and administration of 
such programs  both  academic and non-credit  
that help students develop the soft and 
entrepreneurial skills essential to success in the 
workplace.  CUNY-IVE operates programs that 

-three campuses, which serve 
about 450,000 students. 
 
VE has teams of students act entrepreneurially as 
they design and operate simulated firms in the 
classroom.  The simulation is a combination of in-

class, active-learning pedagogy, a virtual economy 
(the IVE MarketMaker) with additional software 
tools, and an international community of simulated 
student-run firms (the IVE Partner Network).  
Through VE, students acquire soft and 
entrepreneurial skills while making concrete use of 
the content of their academic majors.  Soft skills are 
the interpersonal skills (such as teamwork, effective 
communication in working with those in different 
roles and positions), critical and analytic thinking 
skills, and problem solving skills that are part of the 
League for Innovation's 21st Century Learning 
Outcomes [18].  Each student takes on a position 
within the firm and carries out the responsibilities of 
her or his department (such as, Research and 
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Development:  establishing timelines and ethics 
protocol; Purchasing: setting up inventory 
procedures).  Students have a blended learning 
experience in which they participate in face-to-face 
activities both within the simulation (such as, taking 
part in virtual firm staff meetings, writing up 
business plans, developing surveys for potential 
customers) and outside the simulation (such as, 
discussing articles about industry issues, exploring 
various organizational models).  
 
The STEM-VE experience, which customizes the 
simulation for students in STEM majors, has proven 
to be a powerful method for instilling a passion for 
the underlying STEM discipline and a sense of 
entrepreneurial efficacy.  Results from NSF funding 
by the Advanced Technological Education Program 
[13,14] where the STEM-VE curriculum was 
infused with IT content, produced a high level of 
student interest and engagement.  Especially 
interesting is one such study performed with 
students from populations typically 
underrepresented in IT. This study found these 
entry-level students reporting a great shift in attitude 
toward the discipline, and aspiring to study and 
work in the field [8]. 
 
 

3. THE VIRTUAL ENTERPRISES 

FOR ENGINEERING (VE
ENG 

CAREERS AND VE
ENG 

PROJECTS)  

 

This framework proposes two engagements as 
"bookends" on an associates-level, pre-engineering 
major as follows:  
 
ve

eng
 Careers  

A non-credit, pre-semester institute designed to help 
students entering the pre-engineering major 
understand the breadth of engineering careers, the 
many fields and types of organizations in which 
engineers work, and the variety of technically and 
socially important problems they help to solve. 
 This approach mirrors recommendations made by 
the National Academy of Engineering: "students 
who are introduced to engineering design, 
engineering problem solving, and the concept of 
engineering as a servant of society early in their 
undergraduate education are more likely to pursue 
their engineering programs to completion. The same 
approach is also more appealing to women and 
underrepresented minority students" [9,11].  

Students explore the match between engineering 
careers and their own strengths, interests, and 
values.  The engagement will have small groups of 
students staff and simulate several types of 
engineering firms, identifying and providing 
rudimentary solutions to relevant industry 
problems.  
interest in engineering and motivate them to persist 
in engineering degree programs and ultimately in 
engineering careers.   
 

ve
eng

 Projects  
A three-credit course in which pre-engineering 
majors near the end of their associates degree 
operate a simulated, student-run engineering firm.  
This course gives students opportunities to apply 
and practice their engineering and applied math 
knowledge while participating in activities that 
promote the development of entrepreneurship and 
workplace competencies.  Student participants will 
act as entrepreneurs taking the firm from its 
business plan to engineering project 
conceptualization through planning for deployment. 
 This experience is expected to enhance 

problems that engineers help to solve, (2) 
understanding of the process of starting an 
engineering venture, and (3) entrepreneurial and soft 
skills. 
 
Focal Projects 

The National Academy of Engineering has 
organized the state of engineering problems into 
fourteen categories as part of 
EngineeringChallenges.org [10]. Of these 
categories, seven have both sufficient ongoing 
examples within the Engineering community, 
sufficient literature, and are a level that is accessible 
for community college pre-engineering students.  
These categories will form the topical foci of the 
two ve

eng engagements (ve
eng 

Careers and ve
eng 

Projects):  
1. Provide access to clean water.  
2. Restore and improve urban infrastructure.  
3. Advance health informatics.  
4. Engineer better medicines.  
5. Prevent nuclear terror.  
6. Secure cyberspace.  
7. Advance personalized learning.  

 
Both the ve

eng 
Careers and the ve

eng 
Projects will 

draw their choices of engineering sub-disciplines 
and projects from this list.  The engineering 
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instructors responsible for teaching the courses will 
elaborate on facts about the careers involved in 
these areas by giving students access to a series of 
online resources (e.g. links, career websites, and 
transfer institutions). 

Expected Results 

The authors hypothesize that the net result of these 
engagements will be:   

1. student participants in the ve
eng 

Careers 
Institute will be better aware of the breadth 
of engineering projects and careers, and will 
plan choices of future study and careers 
accordingly.  

2. the ve
eng 

Careers Institute will improve 
retention and recruitment in the pre-
engineering major, as demonstrated by a 
significant change in attitude towards the 
engineering disciplines.  

3. project-based learning experiences, as 
offered in ve

eng 
Projects, will instill 

demonstrable improvement in problem 
solving skills, soft skills and 
entrepreneurship self-efficacy.   

4. VE
ENG

 CAREERS 

The ve
eng 

Careers (non-credit, pre-semester 
institute) will help students entering Pre-
Engineering majors understand the breadth of 
engineering careers, the many fields and types of 
organizations in which engineers work, and the 
variety of technically and socially important 
problems they help to solve.  The engagement will 
initially follow this general plan (also see Figure 1):  

Phase I: Career and Department Exploration 

During this phase the organizational structure for an 
engineering firm is established.  Students research 
the staff positions.  The instructor can facilitate this 
process by using a sample organizational chart from 
a partner or fictitious firm and by directing students 
to career research websites.  This process allows the 
students to explore the breadth of careers in the 

industry, identify particular career tracks, and make 
informed decisions about their choices within the 
field.   

 

Phase II: Problem Identification  

During Phase 2, the firm's clients will identify 
potential problems/issues/needs and  supporting 

ancedotal demands) will be gathered for the 
problem solving process in Phase 3.  The demands 
of management and the needs and capabilities of the 
eventual users should be uncovered during this 
phase.  As part of this process, students will 
familiarize themselves with the breadth of products 
and services that are already provided by other 
firms.  Students will conduct a needs assessment for 
the company and agree on a priority project in 

 
 
Phase III: Problem Solving  

The firm devises a possible solution to the problem 
identified in the previous phase and presents it to 
the management. This solution will likely be 
simplistic and may involve bringing together several 
existing solutions from other firms.  Members of the 
management may be simulated by faculty 
colleagues, corporate partners, or other members of 
the international VE network.  Students will prepare 

and deliver technical whitepapers on their solutions 
plus presentations geared towards a non-technical 
audience.  

 

Phase IV: Reflection and Revision  

Based on feedback provided in the Problem Solving 
phase, students will revise their product 
descriptions.  Rudimentary SWOT (strengths, 
weaknesses, opportunities, and threats) reports will 
be prepared about the firm and its proposed 
solution(s). 
 
 

5. VE
ENG

 PROJECTS 

 
The ve

eng 
Projects (3-credit, 45 contact hours) 

course will have students act as entrepreneurs in the 
classroom in a simulated engineering firm from 

Figure 1: The flow of the VE-eng Careers engagement. 
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business plan development, to engineering project 
conceptualization, and through planning for 
deployment.  Students will leave the course 
understanding how entrepreneurs operate and how 
"intrapreneurs" start novel ventures within a larger 
enterprise.  Much of the development work will 
involve the project team developing numerous 
projects within the focal areas.  The operation of the 
course will follow this general pattern:  

1. Review a sampling of the breadth of 
engineering companies and products.  

2. Select a niche within engineering; create a 
corporate identity.  

3. Research and design the 
structure including departments and 
officers.  (Typical departments for the 
simulation include: marketing, finance, 
human resources, and R&D.) 

4. Staff positions within the hierarchy 
(organizational chart).  

5. Design a flagship product or service; 
produce a demonstration product. 

6. Conduct market research (on VE students or 
corporate partners); or in the case of 

present the limited version of the product 
for feedback.  

7. Solicit funding by developing the 

identifying target consumers and marketing 
strategy. 

8. Implement product, starting with 
implementation plans and Gantt charts, and 
ending with proper technical 
documentation.  

9. Develop promotional materials, including 
analysis specifying quantities such as TCO 
and ROI, if applicable;  develop website 
and presentation for non-technical 
audiences.  

10. Presentation of product(s) to prospective 
consumers and/or integrators.  

  
 

6. CONCLUSIONS 
 

The framework described here extends the highly 
effective STEM-based VE program, which 
evaluation research [8,13,14] has shown to be 
extremely successful in being adapted to the 
Information Technology (IT) and BioTechnology 
disciplines. 
 

This engagement adds to the possible modalities for 
engineering entrepreneurship education at American 
institutions.  This would meet a national priority for 
redeveloping the workforce both with 21st Century 
communication skills and entrepreneurial spirit, as 
outlined in the American Recovery and 
Reinvestment Act (ARRA) and other educational 
initiatives of President Barack Obama. 
  
While the described scope of this work is focused 
on offerings at Community Colleges, the potential 
for broader impact on the national discussion about 
engineering curriculum reform is great.  If offered 
both at the Community and Senior College levels, it 
could serve as an articulation bridge between these 
institutions.  Further, the ve

eng
-Careers construct can 

be used to help students at Community Colleges 
explore the career potentials opened by transferring 
to baccalaureate programs at local senior colleges. 
 
 

7. REFERENCES 
 
[1] ARRA. (2009). American Recovery and 

Reinvestment Act. Retrieved from: 
http://www.recovery.gov. 

[2] Barker, L., & Garvin-Doxas, K. (2004). 
Making Visible the Behaviors that Influence 
Learning Environment: A Qualitative 
Exploration of Computer Science Classrooms. 
Computer Science Education, 14(2), 119-145. 

[3] Calmes, J. (2009, December 8). Obama Offers 
Plan to Small Businesses. The New York 
Times. Retrieved from: 
http://www.nytimes.com. 

[4] Dabbagh, N., & Menascé, D. (2006). Student 
Perceptions of Engineering Entrepreneurship: 
An Exploratory Study. Journal of Engineering 
Education, 95 (2), 153-164. 

[5] Denayer, I., Thaels, K., Sloten, J., & Gobin, 
R. (2003). Teaching a structured approach to 
the design process for undergraduate 
engineering students by problem-based 
education. Journal of Engineering Education, 
28(2), 203-215. 

[6] Grimson, J. (2002). Re-engineering the 
curriculum for the 21st century. European 
Journal of Engineering Education, 27(1), 31-
37. 

[7] Harrison, G., Macpherson, E., & Williams, D. 
(2007). Promoting interdisciplinarity in 
engineering teaching. European Journal of 
Engineering Education. 32(3), 285-293. 

156

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



[8] Morgulas, S. (2007). Virtual Technology 
Information Enterprises (VEIT): An 
Integrated Vehicle for Technology Education 
Reform: Final Evaluation Report. Center for 
Advanced Study in Education. 

[9] National Academy of Engineering. (2005). 
Educating the Engineer of 2020: Adapting 
Engineering Education to the New Century. 
Retrieved from: 
http://books.nap.edu/catalog.php?record_id=1
1338#toc. 

[10] National Academy of Engineering. (2008). 
Grand Challenges of Engineering. Retrieved 
from: 
http://www.engineeringchallenges.org/cms/ch
allenges.aspx. 

[11] National Science Board. (2007). Moving 
Forward to Improving Engineering Education. 
Retrieved from: 
http://www.nsf.gov/pubs/2007/nsb07122/nsb0
7122_2.pdf. 

[12] Papayannakis, L., Kastelli,  I.,  Damigos, D., 
& Mavotas, G. (2008). Fostering 
entrepreneurship education in engineering 
curricula in Greece. Experience and 
Challenges for a Technical University. 
European Journal of Engineering Education. 
33(2), 199-210. 

[13] Schulman, S., & Troudt, E. (2008). Enhancing 
Soft and Entrepreneurial Skills Training for 
Two-Year College Technicians Using a 
Contextualized Business Simulation Program. 
(NSF ATE grant: DUE-0802365, $749,217). 

[14] Schulman, S., & Deutsch, J. (2005). Virtual 
Information Technology Enterprises (VEIT): 
An Integrated Vehicle for Technology 
Reform. (NSF ATE grant: DUE-0501711, 
$149,990). 

[15] Sheppard, S., Pellegrino, J., & Olds, B. 
(2008). On Becoming a 21st Century 
Engineer. Journal of Engineering Education, 

Special Issue: Educating Future Engineers: 
Who, What, and How. 97(3) 231-234. 

[16] Tubaishat, A. (2009). IT Systems 
Development: And IS Curricula Course that 
Combines Best Practices of Project 
Management and Software Engineering. 
Issues in Informing Science & Information 
Technology. 6, 257-268. 

[17] Turner, R. (2004). Towards a Structural 
Model Connecting Hard Skills, Soft Skills 
and Job Conditions and the IS Professional: 
The Student Perspective. Issues in Informing 

Science & Information Technology. 1, 977-
991. 

[18] Wilson, C. D., Miles, C. L., Baker, R. L., & 
Schoenberger, R. L. (2000). 21st Century 
Learning Outcomes: New Competencies & 
Tools for Community Colleges.  League for 
Innovation in the Community Colleges. The 
Pew Charitable Trust. (ERIC Document 
Reproduction Service No. ED439751). 

157

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



Refocussing Engineering Design for a Sustainable Living Environment 

Larry Arno VINT 
Design Department, Griffith University 

South Bank, Queensland 4101, Australia 

ABSTRACT

Designers are considered as an integral part of the creative 

industry; however, in reality they represent the consequence 

business. Designing involves problem solving and improving 

people’s lives; thereby, what designers create with every 

decision has an environmental price. The dilemma many 

designers are facing is seeking an internalised balance between 

readiness to make informative decisions to incorporate 

sustainable practices and constraints of being engaged in a 

commercial project, run by profit. Thus, ethical design with its 

degree of sustainability forces designers to make a choice. 

Keywords: Design, Engineering, Sustainable Design, Climate 

Change, Global Warming and Education 

1. INTRODUCTION

Design engineers, whether disciplined in electrical, mechanical, 

civil or architectural are considered as an integral part of the 

creative industry, however, in reality, they represent the 

consequence business. Whether designing a particular new 

product, system, or inner workings of a design; from the 

preliminary development stage to designing the most critical 

parts; the synthesis of combining different ideas, influences, 

and/or objects in the design stages are paramount. Engineering 

design involves problem solving and improving people's lives; 

thereby what engineers create with every decision, can be 

multiplied by thousands and often millions through mass 

production. Conversely, every produced item has an 

environmental price. Chochinov [2] in his manifesto for 

sustainability in design wrote “we are suffocating, drowning, 

and poisoning ourselves with the stuff we produce, abrading, 

out-gassing, and seeping into the air, water, land, food … and 

designers are feeding this cycle, helping to turn everyone and 

everything into either a consumer or a consumable”. Engineers 

need to understand the role and impact manufactured products 

and built environments have on the world. The engineering 

process is part of a set of tools for solving problems and 

improving life, not only in the short term, but for generations 

that lay ahead. Moreover, the design is a means, not an end. 

In order to develop sustainable solutions an engineer has to 

transform concepts, considering the impact of the produced 

design. The impact is much greater than just interaction with the 

intended design’s consumer; as the consequence of the design 

production and usage has an impact on human kind globally, 

with ramifications to people, the environment and the economy. 

Moreover, the design’s consequence not only has influence in 

the present sense, but also has implications for generations to 

come. The materials used to make the design, the resources 

required to manufacture, package and sell it, the quantity, 

quality, and longevity of the product, and whether it should have 

been designed at all in the first place, have a major bearing on 

sustainable design. 

Design engineers are often implicated in today’s environmental 

crisis due to their active involvement in promoting a culture of 

oversupplying the market with unnecessary products, over-

engineering and encouraging mass material consumption [7]. 

Detailed in Papanek’s [21] book, Design for the Real World, the 

designer has “become one of the most harmful of professions”. 

Yang & Giard [34] state that the design profession is both the 

problem and the solution, for which design engineer 

practitioners and students must understand the ecological impact 

of their profession. Findeli [5] writes that without a responsible 

designer, you will not produce responsible design. It has become 

imperative that sustainability is fostered within the profession 

and taught in the engineering/design curriculum at both school 

and university level. 

2. CLIMATE CHANGE 

Climate change is one of the greatest challenges facing our 

generation [23]. The design engineers and politicians of our time 

will be judged by future generations on their ability to rise to 

this challenge. The latest research shows that climate change 

will damage all economic, social and environmental aspects of 

life [28]. The Prime Minister of Tuvalu, Telemi [27] stated 

“Never, in the history of humankind have we faced such a 

global challenge. We, leaders, must do this (tackle climate 

change) for our children and our children's children”. Fry [11] 

wrote, “I would actually say that we're at a watershed, the future 

of humanity as we understand it is really before a choice which 

says do we change direction, or do we try to maintain what we 

already have? … The challenge that we have now is to deal with 

the world that we've created, and sustainment in that sense is 

both a kind of a process and a project that is about that exercise, 

of dealing with the world that we've got, creating a future. … it's 

about creating another kind of direction, other kinds of ways of 

living, other kinds of economies, recognising that we're in a 

very dangerous situation, and that to be sustainable, we have to 

be able to eliminate conflict as well as damage to the 

environment.”

Organisations including the United Nations [31][32], UNESCO 

[29][30], International Association of Universities [15], UK 

Government [13] and internationally recognised climate change 

theorists Clark [3], Fry [8] Laszlo [17], Rebelo [24] indicate that 

climate change is a design problem, and through sustainable 

education humans can address one of the key priorities of the 

21st Century. Ecological architect Van der Ryn, an 

acknowledged researcher, theorist, educator and a leader in 

sustainable architecture, wrote: 

"In many ways, the environmental crisis is a design crisis. It is a 

consequence of how things are made, buildings are constructed, 

and landscapes are used. Design manifests culture, and culture 

rests firmly on the foundation of what we believe to be true 

about the world. Our present forms of agriculture, architecture, 
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engineering, and industry are derived from design 

epistemologies incompatible with nature’s own” [33]. 

A statement in September 2009 from the Chairman of the 

Intergovernmental Panel on Climate Change (IPCC) Dr 

Pachauri [20], on the UN Summit on Climate Change, 

Copenhagen, quoted findings from IPCC’s Fourth Assessment 

Report (AR4); collective research from four thousand specialists 

over a 5 year period; that if no action is undertaken to stabilize 

the concentration of greenhouse gases in the atmosphere, then 

the average temperature by the end of this century would 

increase anywhere from 1.1 degrees to 6.4 degrees C. Figure 1 

illustrates the IPCC average temperature forecast taken in 2007. 

Figure 1. The average temperature by the end of this 

century. Source: Robert Corell, Heinz Centre. (After: Safe 

Climate Australia Prospectus, July 2009, Page 11) 

The depletion of natural resources is faster than what nature or 

humans can replenish; sea levels are rising as a result from the 

melting ice caps and warming oceans; extremes in temperatures 

are causing increased precipitation, tropical storms and 

cyclones; pollutants are found widely in waterways, oceans, soil 

and the air due to non-sustainable manufacturing and 

agricultural processes, greenhouse gas emissions and 

overproduction [16]. In the absence of not taking sustainable 

action, the likely hood will lead to:  

Economies will falter. The success of many national 

economies are closely linked to their natural resources 

[26]; 

Possible disappearance of sea ice by the latter part of the 

21st century; 

Experts estimate that climate change will force millions of 

people to abandon their homes over the next fifty years, 

due to increased floods, fire, drought, and deadly heat 

waves;

If sea levels were to rise by 1 metre, it is believed the 

majority of land would be underwater in Bangladesh 

(population 162 million), Sri Lanka (20.2 million), 

Tuvalu, Nauru, Antarctic Peninsula, Maldives, Singapore, 

Carabian States, Papua New Guinea Islands, Micronesia, 

Kiribati, Indonesia, Samoa and Egypt. Many other 

countries will have the problem of having their fresh water 

supplies contaminated with salty water. According to the 

United States Environmental Protection Agency (EPA) [4] 

sea levels will continue to rise for several centuries, even 

if global temperatures were to stop rising by 2020; 

Increase in frequency of hot extremes, heat waves and 

heavy precipitation; 

Increase in tropical cyclone intensity; 

Decrease in water resources due to climate change in 

many semi-arid areas, such as the Mediterranean Basin, 

western United States, southern Africa and north-eastern 

Brazil;

Possible elimination of the Greenland ice sheet and a 

resulting contribution to sea level rise of about 7 metres. 

Without mitigation future temperatures in Greenland 

would compare with levels estimated for 125,000 years 

ago when palaeoclimate information suggests 4 to 6 m of 

sea level rise; 

Approximately 20 to 30% of species assessed so far are 

likely to be at increased risk of extinction if increases in 

global average warming exceed 1.5 to 2.5 degrees Celsius. 

Science leaves designers no space for inaction now. Designers 

need to urgently act and make sustainable reforms within their 

own design fields.

Research conducted by the Emission Database for Global 

Atmospheric Research 2000 project provides a snapshot of 

global annual greenhouse gas emissions. Industrial processes 

16.8%, residential, commercial, and other sources 10.3%, 

transportation fuels 14%, waste disposal and treatment 3.4%; 

see Figure 2. These values provide a snapshot of global annual 

greenhouse gas emissions in the year 2000.  

Figure 2. Greenhouse Gas by Sector.  

Source: "Image created by Robert A. Rohde / Global 

Warming Art" 

3. DESIGN SUSTAINABILITY 

Design sustainability is putting into place a process of 

transformative change to an agreed sense of direction to respond 

to the circumstances design engineers find themselves in. These 

directions are coming from the engineering design sector on a 

global scale [15]. It is through bad design decisions and their 

consequences that people’s environmental, cultural, economic 

and social futures are being severely changed or taken away. 

Through design, people are becoming unsustainable. Design 
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engineers can no longer be ignorant to the ramifications of their 

own design decisions. Most designed products directly or 

indirectly are leading people to unsustainable lifestyles. It is 

crucial for design engineers to learn how to design for a 

sustainable future.

3.1 Design domain 

Design responds to the world in which we live addressing three 

particular kinds of ecologies (biophysical, social and ecology of 

mind) [12] that have all been damaged through climate change 

and all have a relation to design both in terms of how these 

ecologies became distorted and what needs to be addressed to 

achieve a viable future [6]. There are two important points to 

this: first of all, climate change is just one of the problems, and 

it is a problem which generates other problems, so the problem 

that humans face is more serious than just the implications of 

climate change. To put this into context, the United Nations 

November 2009 monitoring on emissions reduction indicated 

that the earths warming is progressing and greater than 

anticipated [32]. Using the 1990 levels as a benchmark, the 

temperature has increased by 41 percent. The global warming 

spectrum is arranged from 1.8 to 7 degrees. At the moment the 

earth is looking at a 7 degrees temperature increase. Therefore, 

the way governments have been talking about working towards 

an emissions reduction to 5% is too low to what is required. To 

add to this, the speed of government action to reduce climate 

change has been incredibly slow in terms of the pace of the 

problem. The speed and acceleration of the problem on one hand 

and the very slow response on the other is another way of 

characterising the problem. Therefore there are two issues, the 

inherent or intrinsic problem created and the problem of 

responding to that situation in an inferior or inadequate way. 

3.2 Biophysical ecology 

The first ecology is a familiar one, what people understand to be 

biophysical ecology [6][8], but what has happened to a 

significant part by design is that humans have actually made the 

distinction between the natural and artificial impossible to 

distinguish. For example, not even the water we consume is 

natural; with additives such as fluoride, chlorine and 

antibacterial chemicals. People are dependant on the artificial as 

it has become indivisible from the natural. This has become one 

of the reasons why design has to be on an increasingly 

significant steep trajectory of importance in relation to the 

situation that people are in. But it is more than just physical 

understanding of the complexity of the one or the other, it is also 

a perceptual indivisibility between the natural and artificial; in 

other words people do not see the world naturally. People only 

see the world from what people have learnt artificially. The 

relation between what it assists empirically and what it assists 

perceptually has become a significant part of the problem. 

3.3 Social ecology 

The second ecology that people live in and exist by is the social 

ecology. The fact that people only exist by virtue of each other 

and have no ability to exist as simply independent identities, so 

that the social and the notion of community, has a direct 

correlation to ones ability to flourish and survive. There is a 

relation between one and the other, so that as the biophysical 

ecology becomes critical there is a very strong chance that the 

social ecology also becomes critical. Again, going back to 

climate change to illustrate the fact that by the end of the 

century it is quite possible that about 10% of the world’s 

population will be displaced under the term climate refugees. To 

put this in perspective, tens of millions of people will become 

refugees. These people will not be completing forms to migrate 

to different countries. People are going to move, and travel 

where they can in the circumstances they find themselves in. 

The notion of border protection and immigration procedures will 

be completely gone, but replaced by an enormous amount of 

social disruption and dysfunction. The Australian Defence 

White Paper published May 5, 2009 [1] indicated that there is an 

expectation that this problem will arrive in this country from the 

North. The government’s short term solution is to increase the 

size of the Australian Navy and to start to deploy more troops in 

the North of the country as prevention. With the large number of 

water craft expected to arrive, the government’s solution does 

not seem probable. From this example, one can see the way the 

problem is unfolding and is at odds with the ability of people to 

consider the problem and address it. 

3.4 Ecology of mind 

The last ecology, ecology of mind relates to design education. 

People exist in a particular kind of way of thinking and that 

particular way of thinking has a direct relation to their way of 

seeing. “… people see with their eyes (physically) as well as 

with their minds (interpretively) the existing reality 

(perceptively), and some see requirements and (with foresight) 

possible solutions for the future …” (author unknown). Eyes are 

simply instruments that facilitate the capability of sight, but 

people see the result of what it is they know. If what people 

know is to how to act in the world in a destructive way, then that 

way of thinking determines what it is they do. So a great deal of 

the problems designers have is that people wrongly continue to 

think the world as a place of infinite resources; when in fact the 

resources are limited. People think in terms of being, enduring 

and continuing as a species when in fact they are a finite 

species, and the more that they mistreat the conditions that they 

depend upon, the shorter the amount of time that they have. 

Thereby, the biophysical, the social and the ecology of mind are 

all inseparable. If you pull them apart they are an explanation of 

the design domain, and it is not the way you would normally 

understand design. 

4. CONSEQUENCES 

It is necessary for designers to be able to confront and address 

design issues with an awareness of time. To assist in the 

understanding and implications of timeframes, the life of CO2 in 

the atmosphere by general estimates lasts for 200 years, so no 

matter what humans do they will have this predicament for the 

next 200 years. CO2 has always been in the atmosphere, it is the 

only way that plant life on land can obtain its carbon to allow it 

to grow. The industrial revolution had really not yet ended. But 

since the start of the industrial revolution, the proportion of CO2

in Earth’s atmosphere has increased dramatically, and continues 

to increase whilst the absorbing plant-life is depleted, and that is 

the important part of this real problem.

The way in which the temperature of the world is regulated is 

through a sub thermostatic process. The thermostat being the 

earth’s deep oceans, and terms of temperature adjustment, the 

deep ocean takes approximately 200 - 250 years to change a 

degree or two. Scientists have acknowledged that the sea levels 

rises are projected to keep occurring from between 300 to 400 

years. Therefore, the problems will not be solved in the near 

future. The situation people are in at the moment is that between 
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1.8 degrees and 2 degrees of warming is going to occur no 

matter what people do. This has already been determined by the 

damage that has already been done. If people carry on doing 

what they are doing now, then there is a possibility of having a 

rise of 7 degrees. If the earth’s temperature was to rise by 3 

degrees, Australia would loose its Great Barrier Reef, species of 

flora and fauna including some eucalyptus species and have 

many coastal properties flood. The world would change 

dramatically. By the end of this century, much of this planet as 

people know it would be unrecognisable. Some areas on the 

earth will actually be more liveable than what they are at the 

moment, but many more places will be dramatically worse.  

Designers have a very simple choice, they can keep on 

designing as it contributes to the problems, many of which have 

arrived by design or they can try to design by another way. In 

simplified terms designers can either be part of the solution or 

part of the problem; the decision comes down to choice. One 

can be paralysed by the choice, or be stimulated and motivated; 

and even to a degree become excited by the challenge. 

Designers need to change direction. Included also are the people 

who have an impact on the design outcome, these are clients, 

managers, project partners, vendors, project leaders and lead 

designers, who can influence the final outcome of the project 

design.

5. DESIGN ENGINEERING SOLUTION 

Designer engineers need to deal with the world they have 

already created. The design solution needs to balance with its 

problem and its effects on the environment and ultimately 

everyone. For example, people do not need a battery powered 

scooper to pick up dog droppings, and they do not need cars that 

achieve 17 miles or less per gallon (17 mpg is the average gas 

mileage of the average car in the United States, EPA 2009) [4]. 

Sustainable architecture is positive for the environment, but 

many companies do not deal with buildings and/or cities that 

already exist. It is imperative to be able to deal with what 

already exists, which does not mean you never design anything 

new, but it means that quantitatively you design in relation to 

what is the greater problem. The world's biggest retailer Wal 

Mart changed to sustainable packaging of its products through 

re-design. In 2007 the company identified $10 billion in savings 

from packaging efficiencies through making new sustainability 

decisions within the first two years of making the change [25]. 

The sustainability changes involved reducing the packaging 

waste by 5%. There were many factors associated with making 

the packaging more sustainable, including greenhouse gas 

reductions during manufacture of the package, substrate material 

choices and chemical composition, eliminating PVC from their 

private-brand packaging, and integrating recycled materials into 

new products. The packaging reduction on the entire packaging 

supply chain was designed through a "cradle-to-gate" approach. 

In Figure 3 designer Lotersztain illustrates his belief that 

sustainable design has no boundaries. Refurbished second hand 

yacht fenders, primarily used to protect boats during mooring 

have been transformed into a sofa. Its design is functional but 

informed by a sense of environmental responsibility. It recycles 

the energy and resources already expended in the production of 

large nautical boats, into a new form. These marine fenders, 

intended for the most radical of weather conditions, become the 

seat and back support of the sofa. They are supported by a 

recyclable stainless steel frame to support the fenders which 

becomes the seat and back supports of the Crusoe Sofa. The 

fenders and frame can be deflated and packed for transport.

Figure 3. The Crusoe Sofa (refurbished second hand yacht 

fenders) designed by Alexander Lotersztain, Studio Derlot 

Figure 4. The Hinkler Bench (Moso bamboo) designed by 

Kent Gration, Wambamboo 

Figure 4 illustrates designer Gration’s Hinkler Bench. Gration 

uses Moso bamboo in his designs to achieve the environmental 

benefits due to its versatility, biodegradability and rapidly 
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renewable growth cycle. This species of bamboo has been used 

for centuries in buildings, as a food source and as an ornamental 

plant. Due to growing global demand for environmentally 

preferred materials, it now features in textiles, cross-laminated 

boards, veneers, plant-based polymers and a diverse range of 

carpentry products. 

The design engineering solutions, elimination design and 

platforming are two different kinds of re-directive practices to 

design for sustainment [9]. 

5.1 Elimination design 

Elimination design is learning how to design things away as 

well as designing things into existence. It is an interesting and 

often difficult exercise. Identify something that is a problem, 

something that is actually doing harm, and then find out a way 

of actually getting rid of it. In terms of creative challenge this 

exercise is the most complicated and time and effort consuming 

area within a design process; however, despite the complexity, 

namely the developed capability to undertake elimination design 

is a much demanded sphere.

Over-engineering is an example where elimination design can 

be used to design things away to reduce environmental impact. 

The outcome of over-engineering has been a consequence of 

high-end and specialised market acceptance resulting in product 

designs that are more complicated and resource hungry in terms 

of productivity and materials than necessary. In many design 

engineering cases, less is more. Keeping a design simple is 

defined by trained architect and French aviator Antoine de 

Saint-Exupéry who stated “In anything at all, perfection is 

finally attained not when there is no longer anything to add, but 

when there is no longer anything to take away.” [22]. 

5.2 Platforming 

Platforming is recognising that as designers, companies are in a 

situation where people cannot simply stop designing the way 

they previously had, and suddenly change direction [18]. A 

company cannot have things crash around them in the transition 

of where they are now and where they want to be. By building a 

whole range of different kinds of platforms, a company 

produces items which it needs not to produce, but it also needs 

to survive. So a platform is a way that a corporation starts to 

build its future within itself, and then puts its platform as it 

were, into competition with itself. Hence, the company should 

not stop serving the design market that someone constituted but 

should recognise things have to change. 

Honda was one of the first engine manufacturers who used 

Platform Design as a basis of sustainable responsibility in their 

design development process to become the industry leader in the 

Power Equipment range. Honda realised in the early 1960’s that 

traditional carburetted two-stroke engines were responsible for 

an alarming rate of emissions and contributed significantly to 

pollution [14]; therefore, the company adopted the policy to 

only manufacture four-stroke engines. Honda started to design 

and manufacture 4-stroke engines while continuing production 

of 2-stroke engine range. Today, their product assortment of 

lawn mowers, line trimmers, brushcutters, generators, outboard 

motors, snowblowers and other power equipment use ultra-low 

emission 4-stroke engines. Nowadays, Honda’s management 

strongly supports government’s legislation to ban 2-stroke 

engines. In addition, despite being known as the world's largest 

manufacturer of internal combustion engines, Honda has never 

built a V8 for passenger vehicles, considering petrol 

consumption and efficiency. 

6. HISTORICAL CONDITION 

In the 1930’s design engineering was introduced into the United 

States to speed up consumption to try to increase spending to 

cover the economic crisis that existed at that time [19]. This 

became the foundation of modern consumerism and is 

inseparable from the trajectory of globalisation. People can link 

a great deal of consumer society back to that moment. It 

represents separated destruction rather than simply a 

proliferation of consumption. Individuals have managed to find 

incredibly seductive and efficient ways of taking the future 

away by design. What is required to do is to learn to do the 

reverse. People need to bring the future into existence as 

something that has viability, recognising that the future is not an 

empty void in front of them which people are travelling towards. 

On the contrary, it is rather this thing that has thrown so much 

from the past into. The way that people travel into the future is 

by negotiating their way through all that already exists within it. 

One can only do that by design; people cannot get to the future 

by accident. As far as putting into a platform of educating 

sustainable design, one has to see today’s events as an 

opportunity. This is why leadership and opportunity is there to 

be sought, for if you really embrace design, practicing designers, 

and design educators have the position and responsibility to 

cause directional change that will make a significant difference. 

Seizing that opportunity is difficult, but has become a necessity. 

7. THE CHALLENGE 

It is far more difficult to change a design engineer’s thoughts, 

than to educate an engineer/designer in their earlier years of 

education. Good design contributes to the possibility of a viable 

future; bad design is what takes it away. A lot of things in the 

past have been classified as good design but did not have a good 

outcome in terms of what they delivered, either 

environmentally, socially or economically. 

8. CONCLUSION 

To become an ethical design engineer one must be accountable 

for the objects one creates, whether industrial, architectural, 

mechanical, civil or electrical. In addition, to be a design 

engineer is not about being trendy; nor is it about being seen as 

creative or being a problem solver; it is about being accountable 

to what one brings into existence. Conversely, even though in 

most instances the client designates what is to be designed, the 

engineer has the significant share in accountability for the 

overall effect of the designed product or project on the 

environment, its consumers and the world at large.

In simplistic terms, designing ethically means taking 

responsibility for giving form and function that minimise the use 

of natural resources and prevents or minimises pollution and 

environmental damage. An ethical design can be evaluated 

according to its degree of sustainability; which also involves the 

elimination of products which are unsustainable. Rather than 

create more ‘green’ things that simply add to the consumer 

choice, products can be eliminated by design [10]. Designers 

have the skills, resources and reasons to deal with sustainability; 

therefore, they need the will to act. 
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ABSTRACT 

The increasing usage of components in automotive 

systems is accompanied by complex dependencies of 

products as well as engineering and economic domains. 

Thus specialized analysis approaches and simulations are 

used to identify influences of domains and components 

on each other. Current research deals with database 

systems and data management approaches to integrate 

different engineering domains into a component oriented 

model. On the other side integrative management 

solutions made huge approaches in the field of computer 

controlled economic analysis and optimization. ERP 

systems and Data Warehouse approaches enable a wide 

range of data storage and analysis solutions. A 

challenging task is the interaction as well as the influence 

of different engineering and management disciplines on 

each other. In this paper a comprehensive solution for 

data driven and integrated engineering of prototypes in 

the automotive domain is presented. This approach 

enables early updates of concepts and structures as well 

as re-combination of virtual products including the 

planning process. Based on the description of challenges 

the field of domain expert integration, an integrative 

architecture is presented.  

1. INTRODUCTION 

The increasing usage of software based approaches in 

automotive systems is enabled by the support in the fields 

of computer applications and further research on control 

systems for complex dependencies. These allow tests and 

analyses on virtual prototypes before implementing and 

manufacturing real prototypes. A challenging task is the 

interaction of different components as well as the 

influence of different engineering and management 

disciplines on each other. On the engineering side the 

CAx techniques and concurrent virtual/digital 

engineering approaches enable complex product 

engineering, taking i.e., the phases design & construction 

and analysis & simulation into account. On the other side 

the data based management systems made huge 

approaches in the field of computer controlled part lists, 

cost control, and delivery optimization. The interaction of 

both research areas promises a faster and cheaper design 

phase as well as continuous open decisions. To support 

this goal an integration of both domains, management 

information systems and concurrent engineering, is 

necessary. 

The early adaption of ideas and concepts is enhanced by 

virtual engineering (VE) in the field of mechanical 

engineering solutions, which lead to a huge amount of 

variants. Many influences have to be considered and 

tested including the market. Business questions have 

influences on the product re-design as well as the design 

process itself can influence business constraints. Thus, an 

active cross linking of tools and production partners is 

required. Models and strategies can change and make a 

re-design of a prototype necessary. This approach enables 

early updates of concepts and structures as well as re-

combination of virtual products including the planning 

process.  

EXAMPLE 

The simplified development of an automotive system, 

denoted as CAR, is presented as an exemplary process 

following the product lifecycle, see Figure 1. Following 

on the basic goal definition a shared concept is 

developed, where constraints are defined and the 

conceptual design is more or less specified. Hereupon, in 

the design & construction phase engineers develop 

iteratively simulation models and virtual prototypes 

which are analyzed and, if the result fits the requirements, 

forwarded to the process and production planning as well 

as market and economic analyses. The white arrows 

represent desired steps of enhancing the model up to 

production, while the black arrows illustrate possible re-

engineering decisions. 
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Figure 1: Life Cycle 

The design itself concentrates on the geometry and 

connections as well as on mechanic systems, electrical 

drives, and controlling components. A designer of the 

elementary geometry could assume the structure: one 

body, two axis constructions, which have themselves an 

axis, two wheels, and two connection elements, see 

Figure 2a. The connection between different elements is 

also defined. Many mechanical definitions like weight, 

volume, or material properties can be used as well as 

predefined connection types between elements, see 

Figure 2b.  

Figure 2a: Example CAR (3D CAD) 

Figure 2b: Common concept CAR 

According to our example, the following domains 

cooperate in this process: 

• Electric design: the engineer designs the electric 

drives of the system and the electric power 

management. Information from conceptual design, 

geometry, and product libraries, e.g., engine 

databases, are combined.  

• Simulation & Analysis: the effects are simulated 

with models. The results of simulation are used to 

identify weak spots or deficiencies and give 

information for further improvements. The 

backbones of product analysis are typically the 

following domains: 

• Mechanical analysis, e.g., SimMechanics: 

mechanical simulation models are used for analyzing 

the mechanical behavior of prototypes, e.g., 

kinematic behavior, testing of possible collisions, 

and allowed movements. 

• Mechatronic analysis, e.g., Modelica described in 

[4]: the mechatronic model adds electric drive and 

control components to the mechanism model. 

• Finite element (FE) analysis (ANSYS & 

NASTRAN): FE models are used to analyze the 

elastic behavior of certain system parts. Typical tasks 

of FE analysis are the computation of resonant 

frequency or bending stress [6].  

After these technical analyses several economic 

management tests arise, i.e., marketing, production 

planning, cost, and inventory. The product can be chosen 

to build, re-designed with new or adapted constraints, 

again including economic and technical decisions. 

Depending on the suggested changes the process of 

engineering is restarted.  

2. RELATED WORK 

The combination of approaches in Virtual Engineering 

(VE) and Enterprise Resource Planning (ERP) systems 

and an integrative architecture, combining the positive 

effects of new database approaches for VE and ERP 

systems require a deeper view on the systems. 

Virtual Engineering 

The product development process involves several 

specialized domain experts with own vocabularies, 

knowledge, and tasks. Thus, every expert uses domain 

tools and enclosed information management systems, but 

all work on the same conceptual design and exchange 

information with other groups. The interaction and 

heterogeneity of used data models and information 

systems lead to data interoperability or integration 

aspects and management problems within product 

development processes. VE targets the computer-

supported parallelization of design & construction as well 

as simulation & analysis in order to reduce product 

development time and cost. A virtual prototype (VP) 

represents a computer based prototype of a real world 

artifact. It can be tested from different points of view. 

The VP as well as tests can be visualized in Virtual 

Reality (VR). Therefore, VPs comprise and combine all 

information, e.g., CAD geometry designs, product data, 

behavior models based on FE analysis, or mechanism 

models, and special geometry models for tests in VR. 

Synthesis steps, e.g., parameterization, and analysis steps 

are alternating during product development. In order to 

shorten and improve the development process, existing 

and verified designs, simulation models, and VR 

scenarios have to be re-used, modified and re-combined 

for new developments. Several solutions including the 

integration into one common data structure, e.g., 

presented in [1, 2], transfer of information, e.g., in [3], 

integration into one common tool and a storing system 

[5] are in the focus of research. All approaches lack in 

either exchanging information or specialized view or re-

design. 

ERP 

ERP is a company-wide computer software system used 

to manage and coordinate all resources, information, and 
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functions of a business from shared data stores. ERP 

software is a recent addition to manufacturing and 

information systems that have been designed to capture 

and organize the flow of data for the whole product life 

cycle. ERP software attempts to link all internal company 

processes into a common set of applications that share a 

common database. It is the common database that allows 

an ERP system to serve as a source for a robust data 

warehouse (DW) that can support sophisticated decision 

support and analysis.  

ERP software usually has a central database as its hub, 

allowing applications to share and re-use data more 

efficiently than previously permitted by separate 

applications. The database of an ERP system is 

functional- or process-oriented organized [14]. In an ERP 

system the data cannot be efficiently analyzed directly, 

because ERP uses OLTP (Online Transaction Processing) 

to handle the data. OLTP is a class of program that 

facilitates and manages transaction-oriented applications, 

typically for data entry and retrieval tractions.  

Data can be exchanged among disparate systems 

especially disparate CAD systems by Step or related 

solutions like MechaStep or IGES. For storing the design 

data it should be first archived within the organization 

that produced the part. Today many big corporations have 

archived data using a CAD/CAM format that is no longer 

supported by any vendor. Existing database approaches 

such as constraint databases are being investigated to 

archive design data in neutral exchange formats. To avoid 

geometry predominance, integrated design could be 

organized around an integrated product model managing 

design information. Current approaches usually assume 

that integrated design needs a unique integrated model. 

Typical solutions are described in [7, 8]. 

Product Data Management (PDM) systems are used to be 

integrated into a common environment within the product 

lifecycle. PDM is a tool that helps engineers to manage 

engineering data and product development processes. As 

PDM systems are widely used to reduce the product 

development time, they need to exchange product data 

with CAD systems. It is necessary to integrate CAD and 

PDM systems, because CAD systems generate the 

product data and PDM systems manage these data. The 

management of product structure data is the main 

function of a PDM system. PDMs should enable 

engineers and other users to search design models and re-

use knowledge and company best practices by combining 

artificial intelligence techniques such as neural networks 

and expert systems with CAD and object-oriented 

databases. 

Comprehensive solutions, integrating different disciplines 

are just researched and implemented for individual 

companies. These solutions are not useable for 

engineering clusters with many participating companies. 

Although the list of solutions in the disciplines 

themselves is long, i.e., product development, economic 

solutions, data exchange, an integrated approach is 

missing. An open architecture integrating heterogeneous 

systems in the same database or a common database 

schema as a solution for concurrent control and exchange 

of information is necessary and will be presented in the 

next section. 

3. VE & ERP INTEGRATION 

In this section the integration of both views of the 

engineering process is described. This solves on the one 

hand the addressed challenges and on the other hand 

enhances further the development process, due to use of 

all available information in the complete product life 

cycle. 

Challenges 

Although there are several data based solution systems in 

the engineering and management disciplines, where in 

each discipline itself the integration of different domains 

is in the focus of current research, a data management of 

both is not yet one of these solutions. The result is that 

both disciplines work on the same product with high 

concurrency and data redundancy, but the interaction 

between both design lines is limited to an input and 

output. The other discipline is seen as a black box. 

Conceptual 

Design

Analysis 

(technical)

Analysis 

(economic)

Conceptual 

Design

Design & 

Construction

Product-

planing

Saving in time

Analysis (technical)

Analysis (economic)

Productplaning

Design & 

Construction

Dependencies 

& Data Exchange

  
Figure 3: Concurrent Engineering & Management 

By integrating both approaches into a common data 

schema, the main tasks of each domain should not be 

changed. Both need comfortable complete data storage 

with metadata management, data integrity, version 

management as well as the combined multi user 

interaction, consistency control, and specialized views. 

Those requirements for a new system are described below 

to enhance engineering and management at the same 

time, see Figure 3. The integrated data schema enables 

concurrent work processes, i.e. technical and economic 

analysis, where engineering steps can use “in-work”

models to estimate their results.  

One of the main challenges for databases is the (re-) 

definition of views. Since every cooperative partner has 

its own tools and data definition language as well as a 

concept of necessary information, the data integrated for 

one product has to be separated in many ways. These can 

be combined ones, for example the parts list, where 

products for the mechanical and electrical engineer are 

analyzed and enriched with additional information stored 

in databases as well as cost lists from PDM systems. The 
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user view on the data is the same as if he would work 

alone. 

Comfortable complete data storage with metadata 

management is essential. This means, that different tools 

are used and it is not possible to have integration with 

manual re-definition of data and connections. Most work 

should be done automatically and every data should be 

storable and their metadata managed.  

Information stored in the new data model should 

influence design decisions. Therefore dependencies and 

conductions have to be defined and used. Furthermore, 

those dependencies between information have to be held 

in a consistent state. An electrical engineer designing a 

connection between two elements which are not 

connected in mechanical model are inconsistent as well 

as constraints given by the design concept cannot be 

ignored by the engineers. 

One of the most complicated tasks is the integration of 

different users, working on the same model with their 

own view, storing and updating the model at the same 

time. These changes have to be integrated in a persistent 

way. 

Especially in heterogeneous production networks, 

consisting of many companies, the possibility to protect 

someone’s information from the access is necessary. 

However, data security issues necessary in many forms 

even for each designer, who wants to work without the 

risk of changes in his area. This means, that he needs a 

warning for incompatible/inconsistent data instead of an 

automatic change routine is an essential requirement. 

One adaptive Schema in VE 

To build one adaptive schema both parts and their 

integration schema have to be considered: 

In our scenario, three general data models are used: a 

CAD data model, a data model for mechatronic systems, 

and a FE data model. Typically, CAD systems use a 

feature-based, parameterizable, hierarchical data model. 

The construction is organized into assemblies, sub-

assemblies, and parts. The properties of assemblies and 

parts are denoted as features and parameters. A part 

feature is its volume, i.e., its geometry. Additional 

features are for instance material or surface 

specifications. Assemblies group parts or other 

assemblies and assign positions like parameter values to 

them. The mechatronic data model consists of the 

mechanic model and the electric model. All components 

have parameters, e.g., inertias, center of gravity, mass. 

Components are classified into bodies and engines, while 

they are connected by ports. A port has a defined position 

on a component. The FE model is based on a mesh model 

of the possible simplified original geometry. This 

geometry can be derived from the CAD system, but can 

also be an abstract simplified geometry, e.g., 1D or 2D. 

The mesh model consists of mesh entities that are 

distinguished into elements, faces, edges, and nodes. 

Parameters are assigned to elements to describe materials, 

movement constraints, and masses. 

Connections and hierarchies in the models are differently 

expressed and denote different real world concepts: for 

instance, in the CAD model, a hierarchy means a 

construction hierarchy and in the mechanic model 

connection corresponds to kinematic dependencies. 

Therefore, simple 1:1 correspondences between data 

model elements are only partly possible. Often complex 

conversions are necessary that also take actual models 

and instances into account. 

Most ERP models are based either on the customer or 

product, but are just divided collections of reachable data 

without connections or interdisciplinary character. Thus 

the character of data models is in the structure, 

information area and data model are hard to characterize. 

To overcome this, current research is focused on the 

integration of different ERP solutions into one DW and 

also about the question why past research in this area is 

not used in current ERP systems. The integration of ERP 

systems in this paper assumes a DW, where different 

ERP solution databases are integrated into a common

data structure which is developed and enlarged with the 

tasks of the integration database. 

Integration-Architecture & Schema 

The integration architecture can be divided into three 

basic components: the ERP data warehouse, the VE 

integrative DW and the multi database. 

The ERP data warehouse consists of a basic structure, 

which holds product based information on products or 

product parts. The UID (unit id) represents the link to 

different material or part list databases. Further 

information, e.g., on cost, can be stored as well as 

customer information or delivery information. The 

information schema in the data warehouse is integrative, 

which means, that different tools are tested of consistency 

and can change data which is already defined. An 

adjustable feedback function translates changes on 

relevant data back to each related system, or just adds a 

new version with a warning to all inconsistent data 

variants. Furthermore an adaptable view function is 

included. The VE database is based on the solutions of 

the component based virtual family definition in [9, 10]. 

Here, several closely related information on technical 

descriptions are managed and held consistent. Feedback, 

views, and consistency are integrated, too. The Multi 

database integrates both approaches into one schema, as 

depicted in Figure 4.  

Figure 4: Integration Database (Basic Idea)
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The Multi database is based on a component-oriented 

model that describes VPs in a multidisciplinary way. 

Figure 5 illustrates the main concepts of the model using 

UML notation.  

A domain model describes the behavior, form, or 

function of a VP in one engineering domain, e.g., 

mechanic behavioral model or the CAD model. A domain 

model is composed by sub-models. Since ERP data 

models are combined and often not especially related to 

one basic model, they can be allocated to the component 

directly. Each model provides a set of parameters and of 

ports. Parameters are quantities that describe the 

characteristics of the model and the characteristics of a 

VP in a certain domain. A port is a connection point 

where models can be combined. Through connected ports 

signals, material, and forces are transferred. The libraries 

are integrated in the ERP data model as well as common 

ERP data with their constraints and specified processes. 

In summary, a model is represented by a 3-tuple M = (id, 

parameters, ports) while ERP models are represented by 

ERPM= (id, constraints, processes, parameter).  

 

Figure 5: UML Schema 

Each domain model and ERP model represents one view 

to a VP and does not support inter-domain 

correspondences. Therefore, components are introduced 

which are hierarchically organized. A component 

represents a conceptual part of a VP and encapsulates all 

models as well as their dependencies for this artifact. A 

component ensures the dependencies between different 

domains, while domain models combine sub-models 

within one domain. Furthermore, components can contain 

sub-components. Components provide interfaces for 

communication and parameterization. An interface 

consists of parameters as well as ports. Constraints and 

mappings ensure the consistency control within one 

component. Combining the concepts, a component is 

defined as a tuple C = (id, M, C, Pdept, PMdept, I) with 

an identifier id, M and C are sets of encapsulated models 

and components, respectively. Pdept represents a set of 

port mappings between different domain models and 

PMdept is a set of parameter dependencies. Constraints 

and processes can be translated into dependencies or 

parameter. Finally, the interface I, consisting of a set of 

external ports and parameters, describes the behavior of 

the component to the environment. The interface is 

mapped to internal models and components.

 

Figure 6 illustrates our exemplary component CAR. The 

component contains of two domain models, a CAD 

model as well as a combined ERP model. A set of 

dependencies describes the internal relations between the 

domain models. The external interface offers ports and 

parameter that are mapped internally to the domain 

models. The component can be distributed and 

instantiated in the coupled way allowing the usage 

directly in CAD as well as ERP models.  

Component 123: CAD „CAR“
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Figure 6: Component Construction of CAR 

Views: An information overload results if too many 

details are used at the same time in the development 

process. Views filter the relevant information for each 

costumer, the engineer as well as the manager or initiator. 

The views can be integrated in the schema and processes 

as illustrated in Figure 7. The arrows illustrate the 

combination and integration of data representations as 

well as the influence of changed properties or parameters. 

Based on the (meta-) data which are stored in files and 

folders the integrated data are stored in one component 

based structure. Inconsistent information is eliminated 

and libraries as well as files are linked in the (meta-)data 

repository.  

The global view contains all parameters and ports in each 

file and can be addressed directly. The economic 

interface contains all relevant DW information on ERP 

data and hides the technical information. The technical 

interface contains technical data from virtual engineering. 

Business and economic information are not viewable. 

Another defined view is the combined interface, which 

contains information on both or information which is 

necessary in both disciplines as well as new views on the 

data. Views are defined and planned to be supported by 

an adaptive view selection where dependencies are 

defined. Thus any combination, new sights and 

approaches are possible.
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Figure 7: Views 

4. Conclusion and Outlook

In this paper we present data driven and integrated 

engineering of prototypes in the product development 

domain, which is illustrated by an automotive example. 

Based on the description of a virtual engineering 

integration solution the ERP data warehouse integration 

into a common structure is focus in this paper. The new 

integrative architecture is based on the challenges in the 

field of domain expert integration. Especially, the view 

concept enables different approaches to use and specify 

the integrative data as well as dependencies and further 

control options. The next steps in this field are the 

integration of different ERP systems in one data DW and 

the implementation of the system. Further steps and 

integration areas, such as logistics or training, are planned 

to be done in the future. 
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ABSTRACT 

A fault diagnosis scheme based on unknown input observers 

design is presented in this paper. The used technique is a model 
based approach, being the main task the observation of error 
signals known as residuals. These also known as robust 

residuals are derived by comparison of the system output and 
the estimated output. The robust residuals are generated by the 

Unknown Input Observer (UIO) design, this have their state 
estimation error vector approaches zero asymptotically as their 

special feature, regardless of the presence disturbances or 
unknown inputs in the system. In this paper we use the ¼ of a 

standard bus suspension to prove the design of Unknown 
Inputs Observers applied to the fault diagnosis problem in 

sensors. 

Keywords: Fault Diagnosis, Unknown Input Observers, Sensor 

fault. 

1. INTRODUCTION

Modern control systems are becoming more and more 

complex and control algorithms more and more sophisticated. 

Consequently, the issues of availability, reliability, and 

operating safety are of major importance. For safety-critical 

systems, the consequences of faults can be extremely serious in 

terms of human mortality and economic loss. Therefore, there 

is a growing need for the supervision and fault diagnosis 

analysis to increase the reliability of such safety-critical 

systems due to early indications concerning which faults are 

developing can help avoid system breakdown, mission aborting 

and catastrophes. Since the beginning of the 1970s, research in 

fault diagnosis has been gaining increasing consideration 

world-wide in both theory and application, a strong impetus 

comes from the side of modern control theory that has brought 

powerful techniques of mathematical modeling, state 

estimation and parameter identification that have been made 

feasible by the progresses of the computer technology [1-3]. 

The fault diagnosis process basically consists of three levels; 

the first level is fault detection, which indicates when a fault 

occurs in the system. The second level corresponds to fault 

isolation, where the location of the fault is determined. Third 

and final level is fault identification that estimates the size and 

type or nature of the fault. By this reason this process is also 

known as Fault Detection and Isolation (FDI) [8], [9], [10]. 

The model based FDI approach requires a system’s model, 

which is an idealized assumption. In practice this assumption is 

not fully met. Usually the parameters of the system are 

uncertain or varying in time [6]. However, Unknown Input 

Observer (UIO) design, aside from modeling system 

uncertainties, solves the FDI problem in an effective way. This 

technique surpasses the classical approach of hardware 

redundancy for a software redundancy, with an obvious cost-

efficiency benefit. UIO design requires apart from the system 

model, detectable output stages as well. The residual is 

obtained by comparison of the actual system output and the 

estimated observers output. The purpose of UIO’s is to produce 

an estimated output which approaches asymptotically to actual 

state meanwhile rejects noise effects and modeling errors of the 

system. In this approach the perturbations should be decoupled 

from the generated residuals. This is achieved by assuming the 

unknown inputs matrix (disturbances) as known. Based on this 

information, the disturbances can be decoupled. 

In this work, to analyze the sensors fault detection problem 

we propose to combine the advantages of the UIO proposed by 

Chen [1] which has the ability to decouple the disturbances 

with the advantages of dedicated observers to achieve an 

adequate isolation, applied to a bus suspension, since it is a 

very important system in the automotive sector. 

The paper is organized as follows: In section 2 some basic 

concepts about unknown input observers are shown. In section 

3 the bus suspension model that we use in this paper as study 

case is presented. Section 4 depicts the results obtained using 

the unknown input observers applied to a bus suspension 

system. Finally, in section 5 we present some conclusions 

about the used technique for the fault diagnosis problem. 

2. UNKNOWN INPUTS OBSERVER DESIGN 

In the considered system class in this case, the uncertainties 

can be summarized as an additive term in the state space 

dynamic equation as: 

( ) ( ) ( ) ( )

( ) ( )

x t Ax t Bu t Ed t

y t Cx t
                       (1) 
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Where ( ) nx t is the state vector, ( ) my t is the 

output vector, ( ) ru t is the known input vector and 

( ) qd t is the disturbance or unknown input vector. A, B, C

and E are known matrices with appropriate dimensions. 

Then the residual is obtained as follows: 

ˆ( ) ( ) ( )r t y t Cx t                           (2) 

Therefore, an observer is UIO defined for the system (1) if 

its state estimation error vector e(t) approaches zero 

asymptotically, regardless of the presence of the unknown 

input (disturbance) in the system. 

This paper presents a complete order UIO scheme proposed 

by Chen and Patton [1]. The structure for a complete order 

observer is described as: 

( ) ( ) ( ) ( )

ˆ( ) ( ) ( )

z t Fz t TBu t Ky t

x t z t Hy t
                                                (3) 

Where ( ) nx t  is the state vector, ( ) nz t  is the state 

of this complete order observer, and F, T, K, H are matrices to 

be designed for achieving unknown input decoupling and other 

design requirements. The observer described by equation (3) is 

illustrated in Figure 1. 

Figure 1. Unknown Input Observer Structure 

When observer (3) is applied to the system (1), the 

estimation error (4) is governed by the equation (5). 

ˆ( ) ( ) ( )e t x t x t                                                                (4) 

1( ) ( ) ( )e t A HCA K C e t                                           (5) 

1[ ( )] ( )F A HCA K C z t

2 1[ ( ) ] ( )K A HCA K C H y t

[ ( )] ( ) ( ) ( )T I HC Bu t HC I Ed t

Where: 

1 2K K K                                                                      (6) 

If the following relations hold true: 

1

2

( ) 0HC I E

T I HC

F A HCA K C

K FH

                                    (7) 

The state estimation error will then be: 

( ) ( )e t Fe t                                                                        (8) 

If all eigenvalues of F are stable, ( )e t  will approaches zero 

asymptotically, i.e. x̂ x . This makes the observer (3) UIO 

for the system (1). 

In order to meet the design requirements presented above 

and obtain the matrices for achieving unknown input 

decoupling, the next simple algorithm should be followed: 

1. Check rank condition for E and CE: if 

( ) ( )rank CE rank E , a UIO does not exist, go to 10. 

2. Compute H, T and A1:
1[( ) ] ( )T TH E CE CE CE          

                                        (9) 

T I HC                                                                       (10) 

1A TA                                                                              (11) 

3. Check the observability: If 
1( , )C A  is observable, a UIO 

exists and K1 can be computed using pole placement, go to 

9.

4. Construct a transformation matrix T for the observable 

canonical decomposition: To select independent 

1 ( )On rank W  (
OW  is the observability matrix of 

1( , )C A ) row vector 
11 ,...,T T

nt t , from 
OW , together other 

1n n  row vector 
1 1,...,

T T

n nt t  to construct a non-singular 

matrix as: 

1 1[ ,..., ; ,..., ]
o o

T

n n nT t t t t
       

                                     (12) 

5. Perform an observable canonical decomposition on 

1( , )C A :

1

1

12

0o

no

A
TAT

A A
                                                (13) 

1 0oCT C                                                         (14) 

6. Check the detectability of 
1( , )C A : If any one of the 

eigenvalues of 
noA  is unstable, a UIO does not exist, go to 

10. 

7. Select 
1n  desirable eigenvalues and assign them to 

1

o t oA K C  using pole placement. 

8. Compute 1

1 tK T K 1 1 2( ) ( )
T

T T

t tT K K ,   

       where 2

tK  can be any 
1( )n n m  matrix. 

9. Compute F and K:

1 1F A K C                                                          (15) 

1 2 1K K K K FH                                       (16) 

10. STOP. 

For detecting a fault in particular, an isolation scheme 

should be used; in this paper we use a dedicated observer 

scheme. It is possible for a system to present faults in both 
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actuators and sensors. However in this paper only addresses the 

problem of detecting faults occurred in sensors. The isolation 

scheme for this purpose assumes that all actuators are fault free 

so the system equations can be written as: 

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

j j j

s

j j sj

x t Ax t Bu t Ed t

y t C x t f t

y t c x t f t

                                    (17) 

For 1, 2,...,j m

Where 1 n

jc  is the j th  row of matrix C,

( 1)j m nC  is derived from matrix C by removing the 

j th  row 
jc , ( )jy t  is the j th  component of ( )y t  and 

( 1)( ) m

jy t  is derived from vector ( )y t  without considering 

the j th  component 
jy . j

sf  represents the fault in sensor 

j . Accordingly, the m UIO – based residual generator can be 

constructed as: 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

j j j j j j

j j j j j j

z t F z t T Bu t K y t

r t i C H y t C z t
                          (18) 

For 1,2,...,j m

Where the matrices are due to satisfy the following 

equations:

1

2

1 2

j j j j

j j j

j j j j

j j j

j j j

H C E E

T I H C

F T A K C

K F H

K K K

                                                  (19) 

For 1,2,...,j m

Each residual generator is driven by all inputs and only one 

output; this is shown in figure 2. When all actuators are fault-

free and a fault occurs in the j th  sensor, the residual 

satisfies the following isolation logic: 

( )j j

SFIr t T
                       

                                                   (20) 

For 1,2,...,j m

Where j

SFIT  are isolation threshold. 

Figure 2. Sensor fault isolation scheme 

3. BUS SUSPENSION MODEL 

The simulation presented in this work is based on a 

dynamic system of a ¼ bus suspension model. The model 

diagram is shown in figure 3, and is described by the following 

equations [4]. 

1 1 1 1 2 1 1 2

2 2 1 1 2 1 1 2

2 2 2 2

( ) ( )

( ) ( )

( ) ( )

M x b x x k x x

M x b x x k x x

b W x k W x

                                  (21) 

Where M1 and M2 are body mass and suspension mass 

respectively, k1 is the spring constant of suspension system, k2

is the spring constant of Wheel and tire, b1 is the damping 

constant of the suspension system, b2 the damping constant of 

the wheel and tire, x1 and x2 are distances and W is reference 

for any road disturbance. 

Figure 3. ¼ Bus Suspension model 

For the UIO design procedure is necessary to have the state-

space system model and assuming that you have the model of 

the plant (bus suspension) whose matrices are shown below: 

1 2 1 1 1 2 1 1

1 2 1 1 2 2 1 1

2 1 1 2

2 1 2 2

2 1 1 2

2 1 2 2

0 1 0 0

0

0 1

0 0

b b b b b b k b

M M M M M M M M

A b b b b

M M M M

k k k k

M M M M

1

1 2

0

1

0

1 1

M
B

M M

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

C

1

1

1

1

E

We begin the design process of the residual generators whose 

results are shown in the next section. 
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4. RESULTS 

In order to design the UIO, the following magnitudes were 

substituted in the state space matrices of the bus suspension 

model. These values represent a bus suspension model. 

Body mass (M1) = 2500kg 

Suspension mass (M2) = 320kg 

Spring suspension constant (k1) = 80,000N/m 

Spring wheel and tire constant (k2) = 500,000N/m 

Damping suspension constant (b1 ) =350Ns/m 

Damping wheel and tire constant (b2) = 15,020Ns/m 

Applying the design algorithm presented in Section 2, the 

first step in regard to range test, the rank (CE) = rank (E), so 

we go to step 2 and compute the matrices T and H using (9) 

and (10), obtaining the following: 

0.2500 0.2500 0.2500 0.2500

0.2500 0.2500 0.2500 0.2500

0.2500 0.2500 0.2500 0.2500

0.2500 0.2500 0.2500 0.2500

H

,

0.7500 -0.2500 -0.2500 -0.2500

-0.2500 0.7500 -0.2500 -0.2500

-0.2500 -0.2500 0.7500 -0.2500

-0.2500 -0.2500 -0.2500 0.7500

T

Next, we compute the matrices F and K using (14) and (16), 

obtaining the following: 

-1 0 0 0

0 -2 0 0

0 0 -3 0

0 0 0 -4

F

-400 0.5 479.2 -0.5

-407.8 1.3 453.7 -0.9

-354.5 -1 433.6 0

1160.8 -1.3 -1366 2.8

K

Substituting the matrices H, T, F and K in (3) we build a 

robust UIO to generate the residuals in order to detect faults in 

the sensors of the bus suspension system. The results from 

simulation are presented in figure 4, where a fault free system 

is shown first, then a fault in the state 2 is presented and finally 

we have a fault in state 3. Twenty seconds of simulation are 

presented; faults were introduced with a one second step input. 

However, fault isolation would not be possible with this 

approach, as shown in Figure 4, in graphs 2 and 3 are active 

residuals, but the change is not appreciated.  

To achieve fault isolation the approach described in 

equations (18) was applied, ie a dedicated observer approach. 

Which is required to satisfy the conditions in (19), indicating a 

separation of the matrices in step two of the design algorithm, 

the results of these calculations are shown below. Note that 

matrices A, B and E are not modified. However a new sub 

matrix C, is obtained for each UIO designed, removing the 

respective row in the original matrix C, as shown below.  

2

1 0 0 0

0 0 1 0

0 0 0 1

C 3

1 0 0 0

0 1 0 0

0 0 0 1

C

Figure 4. Robust UIO residuals 

In this paper, we only show the results of the UIO 2 and 3, 

since the simulation results do not influence the result of fault 

isolation. However, it is important to note that all states have 

designable UIO’s. As result from step 2 of the algorithm design 

we obtain the following values for the sub matrices H.

2 3

0.3333 0.3333 0.3333

0.3333 0.3333 0.3333

0.3333 0.3333 0.3333

0.3333 0.3333 0.3333

H H

Using (19) we obtain the values for sub matrices T, F and 

K, which result as follows: 

2

0.6667 0 -0.3333 -0.3333

-0.3333 1 -0.3333 -0.3333

-0.3333 0 0.6667 -0.3333

-0.3333 0 -0.3333 0.6667

T

3

0.6667 -0.3333 0 -0.3333

-0.3333 0.6667 0 -0.3333

-0.3333 -0.3333 1 -0.3333

-0.3333 -0.3333 0 0.6667

T

For sub matrices F:

2

-4.7407 0.6667 0.9165 0.9165

-6.0059 -0.3333 3.1607 3.1607

0.8793 -0.3333 -2.4630 -1.4630

0.8793 -0.3333 -1.4630 -2.4630

F
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3

31.2 141.7 623.3 226.1

13.1 156.6 598 215.4

14 136.2 575.1 213.7

30.8 280.1 1221.2 457.3

F

For the sub matrices K:

2

-509.8 617.9 -13.3

-181.4 424.6 -181.5

-502.9 594.2 2.2

1012.7 -1212.1 11.2

K

3

-261.9911 367.8684 0.5549

-297.5605 370.8519 -0.9363

-244.8422 348.7216 0.2093

557.1806 -736.3204 1.4622

K

Substituting these values in (18) we designed an observer 

and residual generator for each UIO. Proof of the fault 

diagnosis algorithm in this paper was conducted based on a 

fault simulation on the acceleration and offset of the bus 

damper sensors, states 2 and 3 ( 1x  and 1 1 2y x x ). 1x

would be easily accessible in a real situation by integrating the 

output of an accelerometer mounted on the bus. 

Figure 5 shows the residuals generated for a fault free 

system. It is easy to see that after stabilization time the UIO’s 

remain at zero, indicating that no fault has occurred in the 

system. 

Figure 5. Fault free residuals 

Figure 6 shows residuals for a fault occurred in state 2. We 

can see that the residual in UIO 3 is activated; i.e. does not 

satisfy condition (20). 

Figure 6.  Sensor 2 fault residuals 

Figure 7 shows residuals for a fault occurred in state 3. 

Residuals in UIO 2 is activated. 

Figure 7.  Sensor 3 fault residuals 

5. CONCLUSIONS 

This paper addresses fault detection and isolation via an 

Unknown Input Observers Fault Diagnosis Scheme applied to a 

¼ bus suspension model; the robust fault diagnosis algorithm 

was successfully tested in simulation. According to the UIO’s 

theory with modified isolation are driven by all states except 

those trying to detect. So that, for a fault w in a specific state 

will activate all UIO’s residuals except for themselves. It can 

be appreciated in the simulations made that, for a fault occurred 

in state 2, the UIO 3 activates and vice versa. This corresponds 

with the expected behavior of an unknown input observer. 

From the obtained results it should be assumed that UIO design 

is a good tool in order to solve the fault diagnosis problem for 

systems with known mathematical model. It is also important 

to note that the design method presented can be applied to 

systems not completely observable by checking the observable 

part using a transformation matrix to obtain an observable 

canonical decomposition.
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ABSTRACT 

Instructional framework for distance education has traditionally 

focused on teaching with technology. However, the notion of 

technology as a teaching tool may on occasions fail to take into 

account the learner characteristics, and the concept of learning 

with technology. This paper proposes a learning model focusing 

on learner criteria such as access, voice, and expectancy in 

addition to the online teaching triad of content, technology, and 

pedagogy. Gender and technology elective seminar course has 

been selected as a test case, due to its discussion oriented, 

participation intensive structure with a higher likelihood of a 

diverse student body.  

Keywords: Engineering Technology, Curricular Design, 

Gender, Minority groups and Distance learning. 

1. LITERATURE REVIEW

In general distance education learners are reported to have 

different characteristics and requirements from traditional 

learners, and the virtual classroom is found to differ 

significantly from a traditional classroom [1]. Online instruction 

can potentially alter classroom power dynamics, as it allows the 

hesitant, the introvert, those who are not as comfortable 

speaking out in English, and the shy students to participate 

without the need to speak up in class. Masters & Oberprieler [2] 

reported student participation as one of the main benefits of 

online education. They also pointed to the need to ensure access 

and to make sure that no one group of students tended to unduly 

dominate the virtual instructional landscape. The shift in 

classroom power dynamics affects the promotion of diversity in 

general, and women students in particular.  

The facilitating nature of online courses, promoting 

participation from diverse groups, is a common theme that runs 

through the distance learning literature [2, 3, 4]. However, 

literature has tended to focus on online teaching more than on 

online learning. It has been suggested that good online teaching 

typically derives from the constant interaction between 3 

components, namely content, pedagogy, and technology [5]. 

Kohler et al (2004) discuss this triad in the context of the role of 

technology in online teaching. They define ‘content’ as the set 

of core ideas, knowledge, procedures, resources etc. 

‘Technology’ according to this model consists of presentation 

techniques, whether these be chalk and blackboard, or the 

Internet and digital video. The notion of technology is based 

upon interaction, and presentation. ‘Pedagogy’ according to 

Koehler et al (2004) forms the third leg of the triad, 

encompassing the process, practice, and methods of teaching. 

Pedagogy includes instructional, as well as evaluation methods.  

2. TECHONOLOGY AND PEDAGOGY 

This paper argues for an inclusion of three additional criteria to 

complement the aforementioned teaching triad. It is suggested 

that although the model in its present form fully informs 

‘teaching with technology’, however it fails to capture the 

issues inherent in ‘learning with technology’. A set of learner 

criteria are identified and discussed in depth in the context of 

Gender and Technology seminar course, namely ‘voice’, 

‘access’, and ‘expectancy’.  

Voice represents a learner’s degree of participation in 

responding to, and collaborating with his or her classmates in a 

virtual classroom. Literature suggests that female participation 

tends to go up in online instructional situation [6]. 

Access represents the ability to use technology, a factor that 

could often operate as a gatekeeper to online education. It has 

been widely reported that minority groups continue to suffer to 

a greater degree from lack of access to technology, as in the 

Internet access [7]. Learners’ participation is meaningless 

without access. Thus although virtual classroom may serve to 

strengthen the participants’ ‘voice’, yet ‘access’ to technology 

may yet remain problematic.  

Expectancy is the third leg of the learner triad, and forms the 

motivational backbone of this model. Expectation comprises a 

huge part of a learner’s response and experience of any course. 

Expectancy theory, and motivation theories have reported 

significant gender differences in expectation for success, and 

hence lead to differential participation and outputs [8, 9, 10].  

The three criteria identified in this paper all address the learner. 

It is important to point out that merely enhancing technology 

instruction fails to address the complete picture. Teaching with 

technology is a function of the teacher who may do his or her 

job in the most effective manner possible, providing 

comprehensive content aided with technology, and supported by 

insightful pedagogical models. However, such instruction is still 

presented from the perspective of the broadcaster, and not the 

receiver. The most robust teaching practice is not effective, 

unless it is fully communicated to the learner. This is where the 

notion of a ‘learning triad’ comes in. Figure 1 illustrates the 

modified instructional framework after incorporating the factors 

for learner’s experience into the teaching triad. 

The first learner criterion of ‘voice’, or participation determines 

who speaks up, and who doesn’t. In a virtual classroom online 

posts replace speaking up, and the traditional power dynamic 

can shift. The skill set needed to sit at one’s computer, think, 

and rethink one’s asynchronous post, is quite different from the 

skills entailed in attracting teacher’s attention in a classroom, 

and articulating a meaningful synchronous response. The 

experience can be intimidating for minority groups. Such 
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bisection of participation can occur along ethnic as well as 

gender lines.  

The second criterion of ‘access’ is problematic, in that 

technology access may in fact work to the detriment of minority 

groups. Though greatly improved from the last decade, the 

access to technology for minority groups is still relatively low 

[7]. It must however, be acknowledged as a critical factor when 

discussing ‘learning with technology’. Recognizing potential 

problems with access may lead to creative rethinking. For 

example, the entire course reading material can be made 

available through online course reserve. Offering the use of lab 

machines to students who may not have a computer at home can 

enhance access. The very first virtual class discussion can be 

used to ensure that every student will be able to use a computer 

with internet access at least for a couple of hours for two to 

three times a week. Instructor can proactively help by pooling 

resources, and forming study groups to ensure that everyone 

will be able to go online.  

The third learning criterion ‘expectancy’ is a behavioral trait. 

According to Vroom (1964) an individual’s motivation is 

governed by his/her expectation of achieving a specific goal and 

the value that individual places on that goal. In the context of 

teaching and learning significant differences are reported in the 

expectancy values for diverse groups [9]. The level of 

expectancy is a major factor in determining a learner’s 

motivation. In the context of a virtual classroom motivation 

becomes critical. Excellent technology, pedagogy, and content 

notwithstanding, the expectation of success, and the value the 

learner attaches to that success is a significant factor in the 

learning process. The inclusion of expectancy in the learner 

triad is an acknowledgment of motivational factors in the 

learning process. Although it is ultimately a learner 

characteristic, yet inclusion of the notion of expectancy can 

allow the instructor to be more cognizant of individual 

differences, and tailor the online conversation accordingly

. 

Figure 1: Pedagogical Model incorporating Instructor and Learner criteria  

3. GENDER &TECHNOLOGY: COURSE STRUCTURE 

The theme of gender and technology is addressed in numerous 

courses around the country in Women’s Studies programs, and 

Technology departments. The course design outlined here 

specifically refers to WS4112 Gender and Technology Senior 

Seminar course that is currently offered by the School of 

Technology, Eastern Illinois University (EIU), Charleston. In its 

current form the course is taught in traditional classroom lecture 

format with a modest online component. This paper proposes to 

modify the course so as to adapt it for fully online delivery. In 

the process it is suggested that it will lose none of its content 

and analytical rigor, yet gain a degree of flexibility in affording 

greater voice to minority groups.  

The course is designed to engage the students in an ongoing 

conversation about the various intersections of gender with 

technology. The students are exposed to scholarly literature 

about gender and education, with a focus on technology 

education. The course is a dialogue on the relationship between 

women and technology; it is grounded in historical context, 

navigates the current debate, and formulates a future prognosis. 

Key issues which have affected the mobility of women into 

technical occupational fields, are discussed.  

Despite tremendous advances that have been made in the past 

twenty years, the gender gap in technology unfortunately, 

continues to persist [11]. Class discussion can focus on a 

number of arguments. These may include but are not limited to 

the gender differences in performance outcomes, the differential 

major choices in college, the difference in persistence in 

Science & Engineering (S&E) track, and finally the hiring 

differential in science and technology careers among male and 

female scientists, engineers, and technologists. Gender 

differences are persisting to this day in salaries, advancements 

[12]. as well as differential rates of attrition over the lifecourse 

[13]. 

The existing disparities will be discussed in the light of deep-

seated belief systems, and prejudices in both genders, that have 

percolated down to a systemic level in our educational 

institutions. The course will be guided by an underlying theme 

of social construction of gender, where a constructivist 

argument will inform discussion and praxis.  

The context for discussing women and technology education 

will be established by presenting introductory readings about 

the larger context of women and education. Reading material 

will include motivational theories as these relate to gender [8, 
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9], historical background necessary to inform the current 

debate, as well as a perspective on future outlook that turns the 

debate on its head in the so called ‘boy crisis’ [14]. 

Currently this course relies on face-to-face seminars and student 

presentations for vigorous debate. Porting the entire 

instructional experience online calls for sensitive course design 

in order to retain the robust discussion component of the face-

to-face instruction. The following sections outline the 

pedagogical structure for the modified course. The course 

objectives are adapted from the existing course WS 4112G, the 

School of Technology, and the Women’s Studies Minor, 

Student Learning Objectives at EIU, Charleston. 

Course Objectives 
Upon completion of the Women and Technology senior 

seminar, the students will be able to:  

• Articulate the contributions of women to technology, 

science and engineering 

• Identify personal assumptions concerning issues that 

affect women, men, and technology 

• Articulate the influence of technology in altering the 

socio-economic landscape that has shaped gender role 

expectations.  

• Critically analyze the context within which personal 

assumptions are formed that inform and/or cause 

prejudicial behaviors and actions.  

• Develop the capacity to make informed, responsible 

individual and social judgments in the context of 

social responsibility 

• Explore and imagine alternatives that exist to current 

ways of thinking about and acting on issues that affect 

women and men in a technological world. 

• Demonstrate ability to research, and communicate 

with clarity and insight about gender issues in the 

context of technology  

Instruction and Assessment 

The course in its current form will be modified for fully porting 

to online instruction. The various activities, reading material, 

and assessment exercises for the virtual classroom will be 

presented in a weekly format in order to allow the students a 

sense of familiarity with the course routine. The lectures will be 

posted as PowerPoint and/or video files every week, and the 

students will be required to respond to specific questions, and 

discussion pointers, from these lectures. Each student will get a 

unique set of questions. Beyond academic honesty, individual 

questions can be customized, and used to enhance voice, 

opinion, and debate. Online format will enable periodical 

posting of grade points so the students can track their 

performance on an ongoing basis. 

A list of tentative topics for this course is laid out in Table 1. 

Textbook can be limiting at best and a hindrance at worst in a 

constantly evolving landscape of scholarly debate The issues 

listed below will be explored by using current research 

literature, with readings from journals, book chapters, and /or 

electronic resources as determined by the instructor. The notion 

of social construction of gender will run through the course 

modules as its underlying theme. Table 2 illustrates the design 

of assessment activities from the types of classroom 

interactions, and learning objectives. Learning objectives are 

linked to learning goals according to Bloom’s Taxonomy [15]. 

Each activity is outlined in sections that follow. 

Table 1: Topics to be explored during the course of the seminar class 

Theme Issues  

Identity Ways in which gender intersects with other aspects of identity such as race, ethnicity, class, 

age, etc. 

Education Historical context, case studies, cultural and sub-cultural contexts of women’s lives 

Careers Role of choice, opportunity, influences, and expectations (family, peer, society, media), 

recognition, credibility, accolades 

Motivation and behavior Attribution & expectancy theories, role of confidence, and self-esteem, gender role 

expectations 

Contributions Women’s contributions to the disciplinary matrix of science, math, engineering, and 

technology 

Stereotypes Role of media, advertisements, image building, beauty vs. brains 

Language Obfuscation, masculinity in high tech literature 

Body Reproductive technologies: context, narrative, role, body image 

Table 2: Learning interactions, objectives, and assessment activities 

Type of interaction Learning objective Bloom’s Taxonomy goal Assessment Activity  

Self Reflection Comprehension/ Analysis Introduction/Adieu;  

Online Journal 

Peer to Peer Debate, Analysis Comprehension/ Analysis  Chat/Discussion posts 

Instructor to student Critique, Discussion Synthesis/ Evaluation Online Journal  

Chat/Discussion posts 

Instructor to group/class Critique, Discussion Synthesis/ Evaluation Group Essay 
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Activity1-Introductions/Adieu: Each incoming 

student will be required to post a short introduction, along with 

a critical comment on any one idea from a given set of issues 

and/or themes. The students could choose from such words as  

‘stereotype’, ‘gender’, ‘minority’, ‘role’, ‘identity’, ‘language’, 

and others. The students will essentially finish the sentence: “I 

think the word _____ means _______”. At the conclusion of the 

course each student will be required to post a brief response to 

his or her own posting made at the beginning of the term. They 

could revise, modify, completely alter, or state that their 

opinions remain unchanged. In each case they must explain 

why, or why not. The exercise is designed to allow them to 

reflect and synthesize their learning experience during the 

course.  

Activity 2-Online Journal: Online Journal is one of 

the current assessment activities. It is proposed to continue in 

the virtual classroom. During the course of the term each 

student will be required to prepare three “Reading response” 

assignments, where they will critically reflect on a self-selected 

reading, or a set of readings. Each journal (2-3 pages, double 

spaced) will be posted on the course site using WebCT. The 

journals should represent student’s viewpoints about the 

readings, and their critique of the author or authors. The 

students will be encouraged to employ multiple readings for this 

assignment, so they could compare and contrast authors’ 

arguments, and formulate their own position in the scholarly 

debate.  

Activity 3-Chat/Discussion posts: Online chats or 

discussion sessions are designed as an integral part of the virtual 

classroom. The students will be required to post comments and 

questions, as well as post responses to a question posted by at 

least one other classmate. Their questions as well as comments 

will be based on the reading set for the particular week. 

Students will be required to use at least one external reading 

reference in their post. Extra credit will be awarded for the use 

of more than one external reference used in a meaningful way to 

support their argument.  

Activity 4-Group Essays: Students will be required 

to form online groups of 3-4, and propose an essay topic based 

on their analysis of course material. The final deliverable of this 

project will be a term paper prepared as a group activity. The 

students will be required to complete this activity in three 

stages: 

First stage will consist of formulating a topic of interest by 

internal online group discussions. The choice of topic is open, 

but it must relate to the course readings. 

Second stage will require each group to work with the 

instructor, where they present an outline of the proposed essay 

to him or her. The outline will consist of at least four 

components, each presented by one team member:   

• Introduction of topic, and contexualizing the problem 

• Presenting existing scholarly work  

• Presenting team’s argument/ team’s 

response/viewpoint/position 

• Synthesizing a conclusion  

The instructor will provide feedback, and critique at this stage 

in the project. The discussion session will be scheduled in half-

hour long synchronous meetings conducted online with each 

team. 

Third and the final stage will consist of the writing process, 

where each of the four sections will be addressed in detail. 

Particular attention will be paid to the use of referencing in 

presenting external material. The essay (10-15 pages excluding 

references, double spaced, APA format) will be posted online as 

the final deliverable for this activity.  

Learning with Technology 
Each assessment activity outlined above is adapted to work for 

two of three learner criteria outlined previously. The course 

structure is designed to encourage interaction and enhance 

‘voice’. The online journals, discussion postings, 

introduction/adieu, as well as group essays are all a means to 

allow diverse opinions, viewpoints, and debate to come through 

in a safe, proctored, collegiate environment. It is hoped that the 

‘voice’ factor will not only be enhanced for women and 

minorities, but also see an overall improvement in everyone’s 

participation.  

‘Access’ forms the second leg of the learner triad. Admittedly, 

access is not a function of course structure or pedagogy. This is 

an external factor that cannot be controlled by the instructor. 

However, acknowledging it as a significant actor can help the 

instructor better understand some of the challenges his or her 

students may be facing in their online behavior.  

‘ 

‘Expectancy’ forms the third leg of the learner triad. 

Expectation of success is driven by motivation, and is not a 

function of pedagogy. However, as noted earlier, recognizing 

this variable is a necessary step in the instructor successfully 

reaching out to his or her diverse student body. An 

understanding of expectancy behavior can lead to more 

constructive instructor feedback to individuals’ postings, 

discussions, and comments. 

4. CONCLUSION 

This paper has presented a virtual course design for Women and 

Technology seminar. An array of assessment activities is 

presented to allow for robust debate and discussion in online 

format. It is suggested that the ‘teaching with technology’ triad 

of content, technology, and pedagogy, must be informed by the 

‘learning with technology’ set consisting of voice, access, and 

expectancy. Future research can empirically test the relative 

influence of each factor in this model. It is important to note 

that by considering only the teaching triad we might be 

overlooking a whole host of conditions that may impede a 

learner. The teaching triad can be uniformly applied to all 

learners, but the results may be far from uniform. The reasons 

for discrepancies are likely to be a function of the learner 

criteria set, which in turn would determine the success or failure 

of such a course. This paper proposes to adapt the learner 

criteria within the framework of a Gender and Technology 

senior seminar course. 

Future research can focus on teasing out the learner triad, and 

look for possible additions and/or modifications within the 

learner dynamic. It is critical to acknowledge that the diverse 

learner characteristics will interact variably with the teaching 

input, and the course design must take this variability into 

account. 
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ABSTRACT 

 

This paper deals  with  new concepts in engineering 

education regarding with global trends in economical and 

information environment and their influence on 

engineering education, and also with possibilities of ICT 

deployment for integrating face-to-face and on-line 

learning.  There is presented system approach in 

education and its impact on new chances of e-learning. 
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1. INTRODUCTION 

 

In the traditional approach not only to engineering 

education, the teacher lectures and assigns readings and 

convergent single-discipline problems, the students 

listen, take notes, and solve problems individually. 

Nowadays shifts demand on university education to new 

wave in tutorial, to ability work in team (e.g . at projected 

teaching), cope with changes, be flexible and innovate. In 

addition it is necessary  to concentrate on scientific work 

and on quality them providing information and 

knowledge, which will be measured so, what students 

know,  and how they can use it practically. 

Nowadays modern information technologies are going to 

enhance development of new methods of searching, 

acquiring, organizing, processing, sharing and using of 

information from various sources and disseminate it to 

users. This paper is not aimed at giving a new method, a 

technic or a tool to solve current problems, but it is an 

experiment to look into the future. The applications 

enable automatic access to informations anytime and 

anywhere. By modern ICT it is able informations and 

knowledges share and effective use. Now it isn't problem 

access to computers and the Internet, but growing 

number of leaders in higher education see it more in 

necessity to increase of  information literacy. It means 

the ability to find relevant informations accordance to 

needs. 

  

2. CHANGING CONCEPTS  IN ENGINEERING EDUCATION  

 

Role of engineering education in the development of 

information and knowledge society is in active approach 

to learning and possibility to use own practical 

experiences in process of education. 

 

 

In past time universities being asked especially to create 

and disseminate knowledges, now shapes demand on 

university education to new wave in tutorial, to ability 

work in team (e.g . at projected teaching), cope with 

changes, be flexible and innovate. Now these roles can be 

enhanced by promoting learning that ensures that people 

can take advantage of the information resources available 

to them. Such efforts can and should include both 

improving the ease of access to information and 

educating people to evaluate and use information 

effectively.  

 

 
 

Fig. 1. A holistic view of active learning 
(by John Wiley & Sons, Inc.) 

 

 

181

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



Economic prosperity of univiersities will depend on 

quality  of education and research and on their proactive 

behavior. Universities go to lifelong education, because 

in information society information processing and their 

sharing and presence takes part in everyday life. The 

focus in new concepts in European education system is 

changing from learning to do (or know) towards 

learning to learn. The concept lifelong learning also 

corresponds with the broad political efforts and initiatives 

on developing education related to ICT, in individual 

countries. 

 

3. COLLABORATIVE LEARNING 

 
Collaborative learning is based on the teachers help 

students respond to literature by taking a more active role 

in their own learning. The cooperative learning tradition 

tends to use quantitative methods which look at 

achievement, i.e., the product of learning. The 

collaborative tradition takes a more qualitative 

approach, analyzing student talk in response to a piece 

of literature or a primary source in history. Cooperative 

learning is defined by a set of processes which help 

people interact together in order to accomplish a specific 

goal or develop an end product which is usually content 

specific. It is more directive than a collaborative system 

of  governance and closely controlled by the teacher. 

While there are many mechanisms for group analysis and 

introspection the fundamental approach is teacher 

centered whereas collaborative learning is more student 

centered. [5]  

 

 

 
Fig. 2. Quality of education 

(by M. Baldrige award) 

 
 

 

Active learning is classroom instruction that involves 

students in activities other than watching and listening to 

a lecturer. Working individually or in groups, the 

students may be called upon to answer questions, solve 

problems, discuss, debate, reflect, brainstorm, or 

formulate questions. Cooperative learning is instruction 

that involves students in team projects under conditions 

that meet several criteria, including positive 

interdependence (the team members must rely on one 

another to carry out their responsibilities) and individual 

accountability for every part of the project.[7] 

 

 
 

Fig. 3. Sharing knowledge by collaborative 
learning 

 
4. DISTINCTION OF ENGINEERING EDUCATION  

 
In the past century appears growing number of innovative 

programs and instructional methods and materials in 

engineering education. But the changes, that will move 

engineering education in the desired directions, may be 

grouped into four categories: [1] 

 revisions in engineering curriculum and 

course structures 

 implementation of alternative teaching 

methods and assessment of their 

effectiveness 

 establishment of instructional development 

programs for faculty members and graduate 

students 

 adoption of measures to raise the status of 

teaching in society and in institutional 

hiring, advancement, and reward policies 

In addition important in engineering education are 

discussions about technical problems. It can be able by 

modern ICT, the informations and knowledges share and 

effective use. Now it isn't problem access to computers 

and the Internet, but growing number of leaders in higher 
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education see it more in necessity to increase of  

information is needed, and to be able to identify, locate, 

and effectively use that information for lifelong learning 

 

 

 

System thinking  
 

In connection with this fact system thinking together with 

system dynamism offers in education common frame for 

preservation cohesion, sense and motivation on all levels 

of education, at first. Second element is emphasis on 

active student cognition, which imbeds into tutorial new 

challenges and interests for learning, how it is common in 

experimental laboratories. These two innovation, 

gathered together, help to enhance creativity, 

inquisitiveness and life energy of young people. 

There is necessary to systematically learn and use system 

thinking like common tool for everyday activities. Strong 

attribut of system thinking is there a connection 

philosophy, policy and culture with everyday work.  

 

 

Brainstorming  making creative ideas 

 

Brainstorming is a group technique for generating new, 

useful ideas and promoting creative thinking. It can be 

used to help define what project or problem to work on, 

to diagnose problems, remediate a project by coming up 

with possible solutions and to identify possible resistance 

to proposed solutions. 

I tested this method in one new subject with students in 

distance form of study (teachers from practice). I gave 

them some material on web, and they together prepared 

lessons for whole course. We checked it out on tutorials. 

But, in my opinion, this way it is able only with 

experienced people.  

 

 

Benchmarking in high education 

 

Currently this method is used for measurement quality of 

education. We can find it e.g. on web page www.sibis-

eu.org . 

For some years now statistical indicators on Information 

Society have been central in the policy making process. 

This has been best demonstrated through the 

benchmarking exercise of eEurope Action Plan as a key 

activity. Having recognised this need and driven by the 

difficulties in obtaining reliable and appropriate statistics, 

the IST programme supported a pan-European research 

effort during Framework Programms. The prime 

objective has been to develop and make available 

methodologies, tools and new statistical indicators which 

can help remedy the deficit in this field. It is in this 

context that the SIBIS project was launched.There are at 

least two main reasons that make this document 

interesting. First, it is one of the few original attempts to 

have a coherent and comprehensive approach in 

measuring the information society. As such it is expected 

to stimulate further debate and research among the 

professional statistical community, leading to an 

improved statistical competence in Europe. Second, it 

provides a unique single source of data on real time 

which supports many of the new ICT research areas. 

I see the advantage in application of benchmarking in 

collaboration among universities and learning from some 

best, like it is in business. To create a cooperative 

environment where full understanding of the performance 

and enablers of "best in class" processes can be obtained 

and shared at reasonable cost. [4] 

  

 

5. INTERNET IN EDUCATION 

 

Nowadays universities offer high quality opportunities 

not only in engineering education. ICT skills were 

obtained through formal education and training or more 

informally through using ICTs and gaining experience 

with them. High standards in mathematics, science, and 

informatics in most that countries were promising for the 

future supply of highly skilled professionals. The 

promising medium and longer-term supply of ICT 

professionals was associated with increasing numbers of 

young people in higher education and vocational schools. 

 

 
Fig. 4. Technology-based training (by Back, 2001) 

 

 

One of modern learning methods is e-learning. All 

educators approach this new paradigm with varying 

degrees of enthusiasm and concern. It is important to 

consider both, the pros and cons, about on-line learning. 

So we can be better prepared to face the challenge of 

working in this new environment as well as embrace the 

new opportunities that it has to offer. In all countries 

rapidly changing information and communication 
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technologies, and growth of ICT-related activities, in all 

sectors led to shortages of highly-qualified ICT 

professionals. Recruitment difficulties indicated 

imbalances between existing skills and company 

demands. ICT skills were obtained through formal 

education and training or more informally through using 

ICTs and gaining experience with them. Prospects for 

preserving and building ICT capabilities and skills was 

complicated by mobility of professionals. There are  

many valid  reasons   why  online programs are rapidly 

becoming a popular form of distance learning in higher 

education today. The online environment offers 

unprecedented opportunities for people who would 

otherwise have limited access to education, as well as a 

new paradigm for educators in which dynamic courses of 

the highest quality can be developed. While online 

programs have significant strengths and offer 

unprecedented accessibility to quality education, there are 

also weaknesses that can pose potential threats to the 

success of any online program. Especially in engineering 

education I would prefer blended learning. [9] 

 

 

In our university we are embarked in high-powered work 

on preparations choice subjects for combination forms 

studies in virtual educational environment WebCT, and 

for full-time forms of studies like supported materials. 

We also make up videoconference, but in my opinion not 

very suitable for education. [8] 

In e-learning tutorials are a way, where teachers 

supplement on-line learning with a face-to-face 

component. Typically, a teacher will organise a time 

where students can come and see him or her, or arrange 

for students to work in a learning centre with assistance 

from a tutor. [10] 

 

 

6. E-LEARNING  - PROS AND CONS 

 
It is important to consider both, the pros and cons, about 

on-line learning. So we can be better prepared to face the 

challenge of working in this new environment as well as 

embrace the new opportunities that it has to offer. First 

e-learning course was created in our university in the 

year 1998. Since the year 2001 our  faculties embarked in 

high-powered work on preparations choice subjects for 

combination forms studies in virtual educational 

environment WebCT, and for full-time forms of studies 

like supported materials.  

 

Inter  universities studies 

 

University of Hradec Kralove has devoted its attention to 

the problems and issues associated with e-learning since 

the beginning of 1997. As early as then, voices could be 

heard calling for cooperative and collaborative ventures 

between university-level institutions in the creation of 

distance e-learning courses or unified study programs. 

Interesting possibility for collaboration was identified at 

the e-learning in higher education on 2003 conference 

organized by university in Zlin, which involved the 

sharing of courses - including the relevant teaching staff, 

and providing these to the students of partner institutions, 

leading to the exchange of students through the 

intermediary of e-learning supported distance courses.  

Since 2005 the first Czech virtual mobility has been 

realized in the project RIUS (the start-up of inter-

university studies in a network of selected universities in 

the Czech Republic), in which cooperated three 

universities (Hradec Kralove, Plzen and Zlin). It involves 

the sharing of both the courses and teaching staff of the 

universities participating in this project possibility of 

absolving part of study programme at university. The 

courses were provided in a distance education form with 

e-learning support. This e-learning courses are organized 

in the form of an introductory tutorial in face-to-face of 

both teachers and students at the students` alma mater 

university, directed self-studies supported by a virtual 

educational environment and, as may be required, by 

further interim face-to-face meetings, combined with live 

examinations. The face-to-face meeting can be replaced 

by synchronous video-conferencing using the Internet. 

Depending upon prior agreement with a partner 

university, students can choose these courses within the 

context of their compulsory elective subjects. Through 

making the best use of the range of inter-university 

studies on offer to them, students can not only enrich 

their own study plans with topics attractive to them, but 

also get to know new educational methods and 

instruments, and have a share in the genesis of an 

expanded system of inter-university studies in the Czech 

Republic, enabling mutual sharing of study subjects and 

experts across university network.  

Due to these projects much students were given chance to 

study at least one out of 164 subjects in a virtual learning 

space in academic year. 

 

 
7. PROBLEMS IN ENGINEERING EDUCATION 

 

There exists some specific problems especially in 

engineering scope: 

 disparity between belived importand needs 

and amount of coverage in receives in the 

classroom 

 lack of  expertise 

(Most people with a software engineering, managerial, 

and teaching skill are in industry or other mostly for 

financial incentives.) 

 lack of relevat text and multimedial 

teaching materials 

(Each book is different. It must be confusing to the 

technically oriented instructor to see such an incredible 

diversity of methods, approaches, and complex non - 

standard forms.) 

 inadequate computer technique 
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(All computers, techniqe and materials should be closely 

associated with teaching of concrete subject) 

 

 

8. CONCLUSIONS 

 

In my opinion impact engineering education in 

information society depend on quality of lessons, 

learning material and especially on quality of teacher  

each instructor must develop own style, using those 

techniques that best suits them and seem to achieve their 

objectives, but on-line learning cannot replace face to 

face education. In engineering education there is similar 

situation like in case education future teachers  there is 

needed direct dialog and practical experiences. 

 

On base the experience it seems, that in full-time forms 

education, we must think about, if in all cases is 

necessary introduce e-learning.  

 

In case of engineering education it seems, that blended 

learning, which combines on-line and face-to-face 

approaches (in accordance with our experiences), is more 

appropriate method of learning.  
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1. ABSTRACT 

The gap opened by the brain drain due to global work force 

mobility, on the one hand and the speed at which new 

knowledge and technology are being developed on the other is 

growing wider every day. Paradigm shift is paramount; business 

models are being reviewed and revamped.  Skilled hands are not 

the only feature in demand for the implementations of new 

technologies. Trained minds with sufficient background and the 

ability to investigate novel approaches are required even more. 

Stakes are higher today, as sustainability and awareness to the 

environment are top on the agenda in any new engineering and 

innovation endeavour.  

South Africa has embarked on a venture to increase its delivery 

for more engineers, technologist and other essential career 

streams required to fill up the skill shortage gap. As key players, 

tertiary institutions extend themselves into enrolling massively 

with an objective to produce as many graduates as possible and 

contribute their bit to address the challenge.   

The competency of candidate students in basic numeracy and 

literacy is a great debate topic. Mathematics, science and 

physics skills of applicant university students seem to leave a lot 

to be desired. An ongoing debate suggests the extension of the 

average three years stay for undergraduate university 

qualification to four years, which can be detrimental especially 

in an environment where the workforce is starved with skill 

shortage. As the relevance of the curriculum offered is being 

questioned, tools that are made available to assist the learning 

process are under investigation and their effectiveness assessed.  

This paper discusses the interim results of an ongoing 

observation and study on relevance of the effective use of other 

teaching and learning modes afforded by technology, in the 

particular case of handling big class groups. A comparison of 

the pass rates between groups of students participating in 

traditional classrooms and those exposed to the blended learning 

mode that includes an online component.  

Keywords: blended learning, embed questions, Moodle, online 

tutorial, pass rate 

2. INTRODUCTION 

Innovation, customisation, upgradeable business models, and 

new ways of organising work; these are some of the expected 

attributes required to keep competitive in the 21st-century 

economy. Individuals and organisations need to continually 

update their skills and find new ways of managing knowledge 

and information.  

In 2000, the American Society for Training and Development 

(ASTD) and the National Governors Association (NGA)

convened to form the Commission on Technology and Adult 

Learning [1], with a mandate to define and encourage a 

technology-enabled learning environment that would result in an 

engaged citizenry and a skilled workforce for the digital 

economy. The commission focused its attention on technology-

enabled learning designed to increase workers’ knowledge and 

skills so they could be more productive, find and keep high-

quality jobs, advance in their careers, and have a positive impact 

on the success of their employers, their families and their 

communities. E-learning was spotted for its potential as a tool 

for reducing the costs of workplace-related education and 

training  as well as its ability to offer universal access to the 

best-in-class learning content, as well as a wide variety of 

content available anywhere in the world. In traditional training 

delivery, the student needs to adjust to the training presentation 

schedule in order to grab the maximum benefit and is in most 

cases confined to the content as presented in class.  

This study observes two groups of students registered for 

introductory applied mechanics. The first group is made up of 

fulltime students. The second is made of part-time students who 

can only afford two hours class a day after work. In an 

environment where students are exposed to labour intensive 

work prior to attending two hours class, in the afternoon, the 

maximum of their best performance is not to be expected. 

Human limitations, unresolved outstanding plants/workshops 

issues could take the toll out of them. In some instances they just 

cannot afford attending class, particularly in cases of unexpected 

shut downs or any other work related matter. Computer Based 

Learning (CBL) kicks in and reveals to be the alternative of 

choice. Wentling et. al present Karon’s advocating for the 

convenience factor of well-designed computer-based training 

[2]. Karon argues that any well-designed computer-based 

training - whether it is local intranet based or delivered via the 

Internet - is more convenient than traditional instructor-led 

training or seminars, as self-paced Computer Based Training 

(CBT) courses are available when students are ready and able to 

complete them, not just when the seminar or class is scheduled 

or when the instructor is available. Class content becomes 

portable. The portability of the class content does not however 

overshadow the trainer’s role though.  Trainers need to redefine 

their role, as their work design and environment changes. 

Stemming from their traditional role trainers’ responsibility, 

now span across instructional designer, through to instructional 

developer, trainer, and materials supporter. As an instructional 

designer, the trainer performs the initial analysis and 

instructional design tasks. They also include advice on course 

exercises and revision. As an instructional developer, the trainer 

writes course materials, exercises, auxiliary materials and 

develops overheads graphics, exercises, and so forth [3].  

Modes of certifying the outcome or the learning process are 

required. Tests, examinations, quizzes and a host of different 
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types of assessment methods are used to gauge and sanction the 

outcome as acceptable or not. While most education/training 

systems implement and agree that some form of assessment 

needs to take place, a paradigm shift is presented as to the very 

essence of assessments. Assess the learning or assess for 

learning? A dramatic change is happening in the assessment 

culture. Authors advocate for assessment as a tool for enhancing 

learning [4, 5, and 6] rather than a simple testing of learning 

outcome. This redefines the training experience as a project 

managed by the trainer in his/her role as the major facilitator 

connecting diverse stake holders. The student is one of the key 

stakeholders in the whole process and no actual training/learning 

is likely to happen without his/her involvement. It suits at this 

point to redefine the student’s role in the updated setup.  

3. ONLINE LEARNER AND TRAINING RESOURCES 

As the training environment evolves, the traditional classroom 

contact is no longer the only and prime point of delivery. In 

distant/online learning environments, the trainer has less direct 

and sometimes nearly no real time interaction with the student. 

That makes it difficult to address issues where spontaneous 

classroom feedback would be of very much added value. In a 

classroom, the trainer can interact with students through a set of 

input/response sets that would at least serve an indication to 

whether the topic under discussion is accessible and 

understandable to students or not.  Facial and body languages 

are part of the communication protocol and can facilitate the 

interaction particularly in small groups. Short improvised 

activities or spot assignments provide real time feedback and 

prompt an indication to grey areas where more emphasis might 

be required. Lack of involvement and/or motivation is likely to 

be addressed timely, making it easier to reach the learning 

objectives. The situation is completely different with out-sight 

students whose challenges are not discerned unless effective 

channels of communication are open and functioning. Students’ 

attitude towards the training, the media of delivery (technology) 

their self motivation is of prime importance. Several researchers 

have identified individual characteristics that seem to describe a 

successful online student. Gibson [7] found that it is critical for 

distance students to be focused, better time managers, and able 

to work both independently and as group members, depending 

on the delivery mode and location of the distance course. Other 

studies suggested strong self-motivation, self-discipline, 

independence, and assertiveness as important characteristics of 

online students [8]. While, the onus seems to be entirely on the 

student to address their working discipline and attitude, the 

content and context need to be provided in a manner that will be 

conducive enough for effective delivery of the content. Clark [9] 

addresses the latter through multimedia, contiguity and modality 

principles. The multimedia principle suggests the use of 

graphics such as line drawings, charts, and photographs and 

motion graphics such as animation and video. Graphics need to 

be congruent with the learning content and add value to the 

learning content rather than overload and distract. Clark points 

out a common violation of the contiguity principle encountered 

in screen scrolling. Displaying graphics close or next to related 

text allows a better descriptive effect than seeing the graphics 

first and having to scroll further down for descriptive text of 

vice-versa. Learning occurs in individuals by way of working 

memory which is the active part of our memory system. 

Working memory capacity is needed for learning to occur. 

Learning becomes depressed when working memory becomes 

overloaded. If words and the visuals they describe are separated 

from each other, the learner needs to expend extra cognitive 

resources to integrate them. Contiguous display of visuals and 

words achieves the integration for students, leaving their focus 

to the learning content [10]. Audio inserts are praised for adding 

extra value to online materials and improves the learning 

experience as suggested by the modality principle [9].  

4. TARGET GROUP 

Two major groups of student were sampled for this study, 

fulltime and part-time working student all registered for 

Introductory Applied Mechanics. A blended delivery mode 

made of online resources and face-to-face delivery of class 

content was applied.  Groups were subdivided as follows: 

groups 1 and 2 were made up part-time student combining study 

and work whereas groups 3 and 4 were made up of fulltime 

students. All groups had real time class presentations. Group 2 

however, attended real time class simultaneously with group 1 

but from a different location, from a different province in the 

country via video conference. Groups 1, 2 and 3 were exposed 

to online resources and group 4 had no online exposure at all.  

Students in groups 1 and 2 freely chose to take their employer’s 

offer to study and upgrade their qualification for a better 

position on the corporate ladder with the same employer after 

graduation. It was assumed for the purpose of this investigation 

that they all had a clear vision of the deliverable expected after 

the training, thus motivation and attitude towards the training 

were not considered to be a major concern. The same 

assumption was applied to groups 3 and 4, though most fulltime 

students were much younger compared to candidates in groups 1 

and 2 and would show some lack of maturity as for their 

motivation to complete their academic programme. However, in 

a country where inequalities from the past are being redressed 

and a strong emphasis put on the benefit of education, the study 

was conducted under the assumption that fulltime students 

should also be motivated enough, with the right attitude to drive 

their success.  

While the attitude towards the training might have not been a 

problem, the attitude towards the media of delivery might on the 

contrary have been a cause for concern. The digital divide is still 

a challenge for many today, especially as long as basic life can 

be conducted without much to do with computer devices. That is 

still true for a great deal of communities in Africa. Some 

students would still be intimidated in using computer. Our role 

was to create, foster and work as facilitator to make the platform 

operational in the most possibly optimal way.    

5. BLENDED LEARNING: STUDY CASE 

Students were introduced to theoretical concepts as well as 

respective practical aspects and implementations through 

normal, traditional face-to-face contact classes. A set of worked 

examples and tutorial activities were introduced. After a topic 

had been discussed during contact sessions, groups 1, 2 and 3 

students would be offered the opportunity to revisit the content 

material and attempt tutorials online. Selected worked examples 

and additional tutorials were expanded in a way to dissuade 

students from regurgitating repetitious memorised routines and 

rather highlight fundamentals as well as the underlying theory. 

The process was facilitated through the Moodle (Modular 

Object-Oriented Dynamic Learning Environment) Course 

Management System.  

The user friendly Moodle environment has been investigated as 

potential piece of the support system to address the shortfalls 

and   enhance delivery of the teaching and improve the learning 

experience for large groups. The interface is easy to learn for 

both the student and the teacher/lecturer. Basic keyboard, typing 
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and click of a mouse button are sufficient even for a student 

without prior computer exposure to start using the interface. A 

quick introduction and training session would be used to kick-

start the process and take away the intimidation of lacking 

computer skills. Selected class materials could be made 

available through the “add resources” command. The facility 

was used as a virtual notice board where essential highlights 

were displayed for reference. Class notes, sample worked 

solutions, link to the internet are amongst features used in the 

implementation of the online content offered in mechanics 

classes. The command enables the design of web pages thus 

enhancing the delivery of learning content with multimedia 

materials. An assessment interface makes it possible to upload 

quizzes, and lesson paths.  

A powerful learning environment is characterized by a good 

balance between discovery learning and personal 

exploration, on the one hand, and systematic instruction and 

guidance, on the other [11]. The activity functionality in 

Moodle was used to make that powerful learning 

environment possible. Use was made of embedded questions, 

which accommodate calculated and worded/phrased results 

as well as multiple choices in a single question format. 

Graphs/pictures could be added as required in most 

engineering problems and care was taken to format the 

graphs and descriptive pictures as recommended by the 

contiguity principle [9, 10].  Questions were designed to allow 

students to discuss theoretical contents that might have 

seemed not straightforward to discern through class 

presentations. Students were hence led to learn to appreciate 

working from fundamentals and check the way they 

approached problems against the backdrop theoretical 

essence, rather than just do meaningless engineering 

calculations.  

Student would be allowed to attempt a tutorial activity with 

immediate feedback. Moodle questions can be programmed 

for automatic grading, allowing one to see cross and check 

marks showing successful and erroneous attempts. The 

feature was pointed out to students as an opportunity to 

engage into constructive debates and discussions. Cross 

(erroneous results) marks would foster the platform for 

students to revisit their fundamentals and theoretical contents 

rather than engage in a blind chasing of the satisfaction of 

check marks. A particular emphasis was placed to prevent 

students from the temptation of playing guesses especially in 

the cases where a feedback provided expected answers. It is 

common practice in situations where textbook provide final 

expected answers that students target answers instead of 

discussing their way to correct results and end-up missing 

out on the learning opportunity. Subsequent attempts could 

be allowed for student to check the outcome after their revisit 

on fundamentals, through additional readings, discussions 

with peers as well as consultation with the lecturer. Learning 

was expected to blossom out of the described iteration 

process.  

6. CONCLUSION 

This paper was intended to discuss the interim results of an 

observation being conducted on relevance of the effective use of 

other teaching and learning modes afforded by technology, in 

the particular case of handling big class groups. A comparison 

of the pass rate between groups of students participating in 

traditional classrooms (group 4) and those exposed to the 

blended learning mode that included an online component. 

Admission to the final examination, at the end of a study term is 

not automatic. Students are exposed to a set of tests and need to 

pass them to earn their admission to the final exam. The pass 

rate is calculated as the ratio of students passing out of the total 

admitted into the final exam. The following observations were 

made after the second semester 2009: 43 % of group 1 students 

were allowed to write the final exam and 91 % were allowed 

from group 2. Groups 1 and 2 produced 100% pass rate. 30% of 

students from group 3 qualified to write their final exam, while 

group 4 allowed 37 % of its population into the exam. However, 

75% of group 3 students allowed into the final exam passed 

whereas 61% passed from group 4. It seems to transpire that 

students exposed to online content (groups 1, 2 and 3) beside 

normal contact classes seem relatively better prepared. Results 

from previous observations showed 31% of the population was 

exposed to additional online support and could generate 53% of 

the overall pass rate on the sampled class population. The result 

is even more interesting for group 2 that joined classes through 

video conference, where students had no physical contact at all. 

The speculation is to whether the lack of physical contact with 

the lecturer spurred them into more personal initiative, better 

time management and effective use of all resources made 

available online. More observations are still being conducted 

before significant conclusions could be validly drawn and set as 

an indication for conducting big population classes.  
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Abstract—Planning is a critical, early step on the path to
successful program writing and a skill that is often lacking
in novice programmers. As practitioners we are continually
searching for or creating interventions to help our students,
particularly those who struggle in the early stages of their
computer science education. In this paper we report on our
ongoing research of novice programming skills that utilizes
the qualitative research method of grounded theory to develop
theories and inform the construction of these interventions. We
describe how grounded theory, a popular research method in the
social sciences since the 1960’s, can lend formality and structure
to the common practice of simply asking students what they did
and why they did it. Further, we aim to inform the reader not
only about our emerging theories on interventions for planning
but also how they might collect and analyze their own data in
this and other areas that trouble novice programmers. In this
way those who lecture and design CS1 interventions can do so
from a more informed perspective.

Index Terms—Novice Programmers, Planning, Qualitative Re-
search, Grounded Theory

I. INTRODUCTION

There is much research in the area of self-regulated learning

and its effects on student performance. Students who report

exercising such skills as goal setting, planning, self-monitoring

and self-evaluation experience higher levels of success and

satisfaction then students who do not [1]. For programmers,

planning is one of the first critical self-regulatory skills they

will need. Early programming experiences are defined by a

novice’s ability to engage the complex cognitive process of

problem solving while employing the metacognitive processes

of self-regulation. While advice in teaching problem solving

abounds, only recently have we seen developments in soft-

ware tools and learning modules that address the process

of planning. The overall goal of our research is to design

activities and scaffolds to teach and support the metacognitive

skills that novice programmers need to achieve early success

in programming. The focus of this qualitative study was to

use a systematic approach to observe and explain the process

of planning among novice programmers at an undergraduate

university. We began by analyzing interview data with the

aim of developing emergent theories. Such theories and the

subsequent results of testing (not a part of this study) will lead

to the development of tools to help students improve and refine

this critical self-regulatory skill. More specifically we asked,

”What is the theory that explains the process of planning

among novice programmers with no formal instruction in

making such plans?” and ”How could such a theory inform

the construction of scaffolds and learning tools for novice

programmers?”.

In order to address these questions we employ a grounded

theory study. This methodology is common in the social

sciences and is appropriate when attempting to develop the

groundwork for theories while avoiding pre-existing biases.

Our objective is to produce data which can be qualitatively

examined for connections between novice programming plan-

ning, causes or effects of their planning skills and other habits

or tendencies on the part of the students.

II. THE ROLE OF PLANNING IN THE PROGRAMMING

PROCESS

Developers use plans in large-scale projects to model a pro-

gram at a manageable level of abstraction [2]. It is universally

accepted that programming successfully requires planning and

many different strategies are currently in use. The general

model first put into wide use is the waterfall, consisting

of distinct stages of requirements, design, implementation,

testing and maintenance [3]. More flexible models gradually

came to be applied to software beginning with the idea

of iterative and incremental development, a cyclic process

that applies elements of the waterfall model multiple times

allowing for adaptation [4]. In the past few decades many

of the same principles reappeared in slightly different forms,

such as the spiral model [5] and more recently extreme pro-

gramming, agile programming and test-driven development.

Extreme programming is characterized by frequent release

cycles, pair programming, extensive unit testing and flexible

schedules [6], [7]. Agile programming emphasizes open and

frequent communication, adaptability, customer stakeholders

and cross-functional teams [8], [9]. The principle of test-

driven development is to first institute a unit test before coding

each feature or bug fix [10]. Numerous other ideas have been

practiced such as cleanroom software engineering which was

developed to provide reliable and verifiable software [11] and

lean software development which aims to eliminate waste in all

forms (excess bureaucracy, requirements, code, delay, etc.). It

is clear that in order to participate in the design, management,

development and testing of large-scale projects, students must

develop the requisite planning skills exhibited by productive

computer scientists and engineers.

III. RESEARCH ON PLANNING

In his 1986 article Soloway called for a redesign of Com-

puter Science curriculum to include the explicit teaching of
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problem solving skills which included planning and goal

setting. He noted that expert programmers drew from a library

of canned solutions to form a template or starting point for

their solutions. Soloway proposed using goal/plan language

for teaching introductory programming thus making the role

of plans and goals more explicit to the novice from the outset

[12]. In [13] it was demonstrated that teaching programming

strategies and planning was possible, did not increase time

needed for instruction and could be measured through written

assessment.

In response to these reports, several tools have been de-

signed and tested in an effort to support planning and strategy

selection using the expert programmer’s approach as a model.

In [14] 25 undergraduate students in two randomly assigned

groups received training in planning by one of two meth-

ods. The treatment group used an intelligent tutoring system

(ProPL) to implicitly scaffold planning through the use of

prompts while the other group received ”click-through” text

describing planning and strategies for programming. Their

results demonstrated the value of a scaffolded approach to

teaching planning skills as the ProPL group fared better in the

assigned programming tasks than did the other group. In [15],

[16] the authors describe two object oriented programming

languages (Visual Plan Construct Language and Web Plan

Object Language) designed to teach programming to novices

through plan management and integration. These languages

facilitate the Plan-Object Paradigm, an approach that gives

context to programming objects by allowing students to create

a plan first and then use that plan to create working programs.

In a more broad approach, [17] explored scaffolds for sci-

entific inquiry and the needs of learners engaging in new and

complex work processes, an appropriate description for novice

programming. The authors evaluated Symphony, a software

tool meant to scaffold the learner’s planning activities. They

used the artifacts created by the tool to analyze the complex

process of scientific inquiry, identifying the needs of learners

that could be further scaffolded. In this way, the tool itself

became a means by which further research could be pursued.

Despite these advances in supporting the novice program-

mer, seventeen years after Soloway’s article, [18] reported

that strategies and plans, though crucial to learning outcomes

in introductory programming courses still receive much less

attention than language related knowledge. They also noted

that the questions of why and how different strategies emerge

and how they are related to underlying knowledge was still an

open question.

Introductory programming classes differ in their emphasis

on planning. Those that encourage it often do so in different

forms. One class may teach the writing of program comments

in advance of any code and a different class might teach top-

down modularization. Students exposed to a limited style of

planning or not exposed to planning at all may experience

deceptive initial success with small projects but have difficul-

ties later. Basic programming tasks are notoriously difficult for

students to master and many potential majors leave computer

science or fail to gain essential skills (examples from Australia,

the US and the UK in [19], [20]). Given that programming

is an essential skill in many engineering disciplines (many

with a shortage of employees) as well as advanced coursework

and that an enormous diversity of educational approaches are

employed, it is natural to ask if there is a better way to teach

planning.

Kuhl and Goschke [21] proposed a model for self-regulated

learning which includes the steps of goal setting and planning.

Their model was recursive; learners would return to the

tasks again and again as they experienced internal feedback

from the products they generated. This recursion is made

more overt in the programming experience as learners receive

explicit feedback from the compiler or debugger used while

building a program. Error messages and programs that fail

to terminate are external signs to the learner that a change

is required. With few experiences to draw from, reflection is

often limited to the code itself and incremental changes are

made in an effort to improve the outcome. Changes often lead

to incremental success which in turn contributes to progress.

When progress leads to program completion this abbreviated

reflective cycle, fully contained within the coding exercise,

becomes a template for future programming assignments. As

programming problems become more complex progress may

be significantly slowed or halted signaling the learner that

reflection on the larger plan may be in order. Whether this

indication is taken up or ignored, in the presence or absence

of an initial plan constructed by the novice, may yield some

insight into the initial planning process.

IV. THE USE OF GROUNDED THEORY AS A METHOD OF

ANALYSIS

Grounded theory is a form of qualitative research based on

the formation of theory from data. Open-ended interview ques-

tions are posed and data is collected in an effort to generate

theories about the domain in question. This methodology can

be described in five steps: 1) gathering of data, 2) open coding

whereby researchers assign discrete codes to the qualitative

data, 3) grouping of codes into concepts and identifying one or

more important concepts that merit reexamination of existing

data and possibly further data collection to facilitate the

building of a model, 4) axial coding, meaning the construction

of categories that highlight the relationship between concepts

and 5) the suggestion of one or more theories which describe

the relationships. Grounded theory researchers cast a wide

net to capture a diverse and multi-dimensional data set which

may be fertile ground for theories [22]. Making every attempt

to avoid the influence of prior theories or other constructs,

researchers allow the data to form the theory rather than using

existing theories to code and categorize the data.

As practitioners in the university system, we routinely

gather data from our students in an effort to gauge both the

effectiveness of our teaching and the impression it leaves on

the students themselves. Performance data coupled with course

evaluations serve as a reliable record of the course outcomes.

Open-ended questions are often posed to students in an effort

to collect qualitative data to inform future modifications to

the course (”What if anything would you change about this

course?”) or to elicit reaction to recent modifications (”How

did you use the online planning modules when completing
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programming assignments?”). When we use this data to make

course refinements we are using some of the techniques

formalized in grounded theory.

We synthesize this data with performance data, anecdotal

evidence and past experience to guide our subsequent steps.

This type of approach is the basis for such research methods

as design based research or action research. By contrast,

grounded theory formalizes the process of data analysis and

produces a theory or set of theories that can then be used to

develop course modifications, controlled experiments or future

research in a broader context.

Qualitative research has been used to investigate novice

programming, although grounded theory has not been applied

to planning specifically. Interviews and coding are used in

[23] to investigate how non-major programmers conceptualize

Java concepts. To investigate if some elementary programming

tasks are more difficult than others, [24] searched for novice

programmer bottlenecks in object oriented programming. Stu-

dents were observed during labs and their affective states

and behaviors were coded. Compiler error logs coupled with

interviews were used in [25] to track the most common errors

made by novice programmers.

Like those involved in the BRACElet Project and the others,

we believe that challenges to CS curriculum should be ap-

proached as research problems requiring established research

methods [26]. We chose to use the grounded theory approach

for several reasons. First, we wanted to use a method of

data collection that was already familiar to us and to many

practitioners in the field of computer science education and

would not require additional equipment or instrumentation.

Second, the systematic approach to data analysis appealed to

us as computer science educators, acting as a segue to other

more unfamiliar qualitative research methods. And finally, we

wanted to demonstrate how student interviews could be used

for more than just the course on which they were commenting,

but could yield insights into more general aspects of the

programming experience.

V. METHOD

Our sample consisted of volunteers from three sections of

an Introduction to Engineering class offered at a research

university in the United States. The course, required for all

freshmen engineering majors, was presented in one four-week

module consisting of approximately 14 one-hour lectures.

This course introduces the fundamentals of programming

(using MATLAB) within the context of cryptography. The

general idea behind the course is to familiarize students with

problem solving techniques and tools (such as MATLAB

and Excel) while giving them a snapshot of the field of

Computer Science and some of its practical applications. The

volunteers came from varying backgrounds and were not all

necessarily declared Computer Science majors. They were

compensated for their time and reflected approximately the

same gender breakdown as the class. None who volunteered

were denied inclusion in the study. Because the goal of initial

data collection is to gather as many different stories and

experiences as possible, thus saturating each category with

explanations and examples, random sampling is not as critical

in grounded theory. In fact, in our discussion section we

describe future data collection that will involve theoretical

sampling–the selection of data based on the potential to

represent the core theoretical constructs being studied.

In order to gather accurate data, volunteers’ names were

removed from their interviews. We asked open-ended ques-

tions and students were encouraged to discuss any aspects of

their programming experience that they deemed meaningful.

The interviewer gathering the data, held office hours and

guest lectured in two or three class sessions of each of

the three sections to develop a rapport with students and

introduce the study. All interviews were voice recorded for

later analysis. Volunteers were encouraged to describe their

experiences during several assignments, what type of plan they

created, how detailed it was, and how it was adapted. Subjects

were questioned about their background in programming, their

hobbies and other details that could lead to a planning theory.

Several hundred codes were derived from the data, which were

in turn placed into 14 concepts. Finally, we organized the

concepts into five categories which naturally suggested the

three theories that comprise our results, as detailed in Sec. VI.

VI. RESULTS

Concepts are derived organically, based only on the codes

that are present. The interviews explicitly asked for the content

and complexity of the student’s plan. Examples include “I

made a list of tasks,” “I just started writing” and “I wrote

the comments then filled in the code.” These are clustered

in the Initial Plan concept. In addition, we asked how the

plan performed when the student attempted to implement it

and whether the plan evolved. One subject reported “it all

fell in pretty nicely.” Another said “I realized I didn’t need

some things. I had difficulty making the alphabet [substitution

cipher] work.” These are coded in the Plan Adequacy concept.

We invited students to describe their programming process.

One subject reported “I had a hard time keeping track of

variables for rows, columns, indices and so on.” Another

subject “... relied on old programs and examples.” Other stu-

dents reported difficult language features and the mechanical

details of their run-debug cycle. These codes are grouped

into the Coding Process concept. Subjects were asked about

sources of help during the programming assignments. Many

reported seeking aid from classmates and friends who were

advanced engineering majors or had previous programming

experience. Many students used Google, the MATLAB online

or built-in help, the professor or the textbook. These codes

are clustered into the Help Sources concept. All subjects are

asked about their debugging process. One student said that

after working on a frustrating bug “I took a day off to clear

my mind, then returned to see if it was right.” Some students

reran their program after every newly added line to check for

errors. Others ran it only when they believe the programming

was finished. A handful of students used debugging output

statements. Considerable diversity was present in the types of

test cases used. Some students used only the cases given in

the assignment, others gave random test cases. These codes

are in the Testing concept.
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TABLE I
EXAMPLE CODES AND THE CORRESPONDING CONCEPT

Sample Code Assigned Concept

Initial plan was a short, vague list of tasks Initial Plan

Plan failed because MATLAB doesn’t handle long strings Plan Adequacy

Program was constructed of fragments adapted from in-class examples Coding Process

Searched for help on Google, e.g., “how to write a for loop” Help Sources

Wrote program in 3-4 parts which were tested separately and combined at the end Testing

“My goal was to receive a B or an A” Goals

It took 2 to 2.5 hours to finish. Student had thought it would take 1 hour Time Needed

“First day was too much, second day I started to understand, it clicked on the third day” Class Experience

Programming background consists of using the Starcraft map editor Programming Background

Had some advanced Math, “not good at it” but “loves it” Quantitative Background

Calls self a “number cruncher” in everyday life Hobbies

“Why go for the extra credit when I don’t understand the basics” Ambition

Rather than write a time-consuming brute-force program, he

solved the permutation puzzle visually out of 362,880 possibilities Lateral Thinking

Influenced lab partners to use pseudocode in the future Personality

Subjects were asked about the type of goals they set for the

assignment. Some students focused on grades, one reported “a

B or an A.” Another said simply “to finish.” Other goals were

“to finish before the weekend” and “initially I just wanted it to

work, but later I wanted to satisfy my intellectual curiosity.”

Several students reported they enjoyed the assignment and no

external motivation was necessary, but only one reported that

learning MATLAB was his goal. These codes were placed

in the Goals concept. Student were asked how much time

they took to complete the assignment. Most responses were

between 1.5 and 3 hours. Subjects typically found it took

longer than they had expected, although there were exceptions.

All codes related to how long the assignment took and how this

compared to the student’s prior expectation were combined in

the Time Needed concept. Students were prompted for infor-

mation describing their educational experience in the course

which we classified under the Class Experience concept. One

reported, “the scavenger hunt [assignment] was fun because

cleverness was required.” Another response: “Oh the hash

code, that was frustrating!” Other students reported that the

class moved too fast or that the examples were not related.

A subject said that he was lost on the first day, began to

understand on the second day and “it clicked” on the third

day. We developed another concept measuring ambition from

the reactions to a cryptography assignment which required

students to choose between four algorithms with differing

degrees of difficulty. Each choice was accompanied by a

maximum possible number of points, ranging from 110 for the

most complex algorithm to 87 for the most straightforward.

Several intermediate choices were also given (such as input

restrictions or user interface affordances) that could increase

the point value of the attempt. A student’s choices could be

perceived as a measure of their self-confidence. Many students

aimed low. One reported, “why go for the extra credit when I

don’t understand the basics.” Others chose combinations over

100, but not the maximum possible. These codes are placed

under the Ambition concept.

The interviews included questions about each subject’s

background in programming to discover a relationship between

a student’s previous experience and planning or assignment

success. Many students in the sample had little or no back-

ground in programming. The most extensive backgrounds

came from AP classes in Java and toy problems on a edu-

cational website. Another subject had learned MATLAB and

C++ over the summer. A subject had used a script-based map

editor for the game Starcraft. These codes were grouped in

the concept of Programming Background. Subjects also dis-

cussed their background in quantitative studies. Many students

reported enjoying and excelling at Math. One said “Math

is my best subject.” A handful of students were ambivalent

about Math, “I went up to AB Calculus because BC was

like boot-camp.” These codes were clustered in Quantitative

Background.

Students were asked to describe their hobbies. Many stu-

dents were interested in strategy, board, card and video games.

Only one reported sports. One reported, “Piano, writing poetry

and Chess.” Guitar playing was mentioned. These codes were

grouped in the Hobbies concept. In the course of describing

their problem solving plans, students often revealed insight-

ful solutions. One problem required decrypting a scrambled

message with nine factorial (362, 880) possible keys. Rather

than write the brute-force program suggested in class, several

students were able to crack it with pencil and paper, or use

creative shortcuts that reduced the complexity of the program

to write. One student solved this puzzle in Excel using built-

in functions. We label these codes with the concept Lateral

Thinking. During the student’s description of their problem-

solving techniques or group work, aspects of their personalities

were revealed. One strong proponent of using pseudocode

reported that she had influenced her teammates to use it

on the following individual assignments. When codes of this

type became apparent, they were classified in the Personality

concept.

At this phase of the project, 14 concepts emerged as
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natural partitions to the codes as shown in Table I. We then

transition to the axial coding step and aggregate concepts into

categories based on similarity. Five categories emerged as ideal

clusterings as shown in Table II. The data organization is

bottom-up and is reflected by placing the child data on the

left and the parent data on the right.

VII. EMERGING THEORIES

Our goal in grounded theory is to examine the apparent

connections between categories to suggest theories which

can explain the data before us. The process of selective

coding requires the selection of a core category. Connections

are then studied in an attempt to define the relationships

between all other categories and the chosen core category.

From this rich set of codes and concepts, many relationships

are possible. For example, connecting the Planning and Pro-

gramming Methodology categories we found that plans that

included testing related to shorter total time spent on the

program. Relationships between Planning and Goal Setting

and Achievement included a connection between those who

planned and the extent of their ambitions in the program.

Other connections that arose include the relationship between

students who use lateral thinking and a lower frustration level

during their programming experience. To expand any one

of these relationships into a working theory would require

theoretical sampling followed by further coding in an effort to

saturate the data concerning the categories being related. This

exercise would allow us to strengthen the proposed theory.

Ideal theories will not only be supported by the data, but

potentially lead to research to enhance pedagogy for novice

programmers. In keeping with the conventions of grounded

theory, we want to avoid the problem of existing theories or

claims influencing our analysis of the data. We do however

turn to existing literature to identify gaps that might be

informed by our work.

Expert planners have amassed a library of templates that

they can draw from and flexibly apply to the problem at

hand [12]. Among novice programmers, for whom such a

mental library most likely does not exist, we do not know

what form the planning process takes. Investigating the data

suggests that novice programmers borrow ideas from their

areas of relative expertise. Students expressly referred to

their math knowledge or experiences writing papers when

describing the origin of their plans. This leads us to our first

candidate theory:

Theory I: Novice programmers attempt to adapt problem-

solving strategies from other domains, such as mathematics or

essay composition.

To guide us to the next theory, we investigate how to build

a scaffold that can serve in the place of this expert library

of templates until it can be established. Based on the data,

students who wrote pseudocode were more likely to perceive

success on the assignment, have higher ambition and have an

adequate plan. This is true regardless of whether the student

had a programming background, leading us to consider that the

traditional skill of pseudocode may be the only scaffold needed

for first-time programmers, at least until they have successfully

completed a few assignments. Furthermore, effectively using

pseudocode is teachable which leads to the following theory.

Theory II: Planning by means of pseudocode is achievable

for novice programmers.

Equally important to CS1 lecturers is how to develop the

feeling of perceived success in novice programmers. Based

on various comments about the quality of a student’s learning

experience which show a relationship between planning and

perceived success in the class as a whole, we formulate the

final theory:

Theory III: Students who planned their programs are more

likely to report a positive experience in the class.

VIII. LIMITATIONS AND FUTURE WORK

Within the scope of grounded theory which is the production

rather than the testing of theories, this work has several areas

for further development. The students were from a single class

intended for students seeking an engineering major. Thus the

results do not immediately apply to either majors or non-

majors in computer science because it is not known if both of

these sets are well represented in the data. Furthermore, the

sample of students is somewhat small and self-selected. The

next step is theoretical sampling, which deliberately chooses

samples in order to diversify the data set. The authors are likely

to theoretically sample different backgrounds and expected

majors, as well as a class with a different style of teaching

and programming language. During theoretical sampling, the

original data will be added to rather than replaced.

Practitioners divide research on teaching into two kinds:

“What is” and “What works”. “What is” research focuses

on observations about current conditions and processes in

the learning environment. “What works” research tests and

measures alternative teaching practices. This is a “What is”

project attempting to suggest relationships between novice

program planning and other concepts for further study.

Outside of using grounded theory to qualitatively produce

theories, future work consists of two kinds: refinement of

these candidate theories and the development of “What works”

projects to realize the benefits of proving or disproving these

theories. Having established three candidate theories, the next

phase of our research is to collect more qualitative data to

strengthen or deny each of them. The strengthening of Theo-

ries I and II could lead to guidelines for developing learning

modules and subsequent scaffolding designed specifically for

the novice programmer while further exploration of Theory III

would naturally lead us to a quantitative study to verify the

proposed relationship. Each candidate theory has the potential

to affect how we teach the metacognitive skill of planning and

the emphasis that we place on that exercise.

IX. CONCLUSION AND SUMMARY

In this paper, we have applied grounded theory to interviews

with novice programmers about their first programs. Through

the principles of grounded theory we have coded, conceptual-

ized and categorized the interview data. We have elucidated the

connections between categories to generate several plausible

theories that explain the data. Three candidate theories are
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TABLE II
CONCEPTS ASSIGNED TO EACH CATEGORY

Concepts Assigned Category

Initial Planning, Plan Adequacy Planning

Coding Process, Help Sources, Testing Programming Methodology

Goals, Time Needed, Class Experience, Ambition Goal Setting and Achievement

Programming Background, Quantitative Background Background

Hobbies, Lateral Thinking, Personality Personal

proposed in this project, based on the observed relationship

between planning strategies and self-reports of programming

experience. The theories are, 1) Novice programmers attempt

to employ problem-solving strategies from other domains

which are more familiar to them, 2) Pseudocode-based plan-

ning tends to be a relatively successful strategy for novices

and 3) Program planning leads to a positive reported class

experience.
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ABSTRACT 

This paper provides an overview of all the hardware 

resources necessary to support the delivery of a sequence of 

courses in digital systems covering digital fundamentals to 

hierarchical design of complex digital systems. An example 

of an effective approach to engineering education is shown 

through the use of these resources. 
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1. INTRODUCTION 

The scope of the materials covered in a sequence of courses 

in digital systems is very wide, and therefore, adequate 

hardware resources to support the teaching are imperative. 

Hardware trainers have been developed to satisfy this 

requirement in the author’s department. Some trainers have 

been designed with a focus on a specific digital concept 

while others have a much wider application and provide 

resources for problem-based learning.  Trainers of both 

types are described in this paper.  

The four courses involved in digital systems teaching 

consist of Digital Fundamentals (in the first year), 

Programmable Logic Design (in the second year) and 

Computer Hardware and Digital Systems Design (in the 

third year).  The scope of the topics covered in the four 

courses is represented by the content of the textbooks and 

references shown below in Table 1.  

2. CONCEPT-SPECIFIC TRAINERS 

This set of hardware is developed for the course of Digital 

Fundamentals.  It also needs to be used for demonstrations 

in class as well as in large activities like university open 

days. All these require that the concept-specific trainers 

have to be easy to set up, and also that the PCB must be 

fully operational after the connection of the power supply 

(and clock). It must not require any additional wiring (or, in 

some cases, a minimum amount of wiring), and all the 

relevant signals must be labelled and monitored by light-

emitting diodes (LEDs). 

For this reason, a typical trainer of this type was designed to 

include small interactive printed-circuit boards (PCBs) that 

focus on digital concepts of parity, multiplexing, 

adder/accumulators, flip-flops/counters, data bus and shift 

registers. Then the advantage is realized that the PCB is 

exercised by setting switches or pressing pushbuttons (to 

provide a single clock pulse), and by monitoring signals 

using the LEDs or a logic analyser.  This exactly satisfies 

the requirement of a simple class demo and also achieves 

the aim of spurring the interest of new undergraduates in 

digital systems design.  Figure 1 shows three of these PCBs. 

Table 1   Author(s) of Text/Reference Books 

Course Author 
Text/Reference 

Book 

Digital Fundamentals T. Floyd Text [1] 

Digital Fundamentals R. J. Tocci, N. S. Widmer and G. L. Moss Reference [2] 

Programmable Logic Design T. Floyd Reference [3] 

Computer Hardware P. Spasov Text [4] 

Computer Hardware R. J. Dirkman and J. Leonard Reference [5] 

Digital Systems Design C. H. Roth and L. K. John Text [6] 
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Figure 1: Examples of Concept-Specific Trainers 

The present set of trainers has been implemented with 

medium-scale integrated circuits. Other concepts (such as 

error-correction codes) have been considered, and will 

probably have an implementation using complex 

programmable logic devices (CPLDs). 

3. GENERAL-PURPOSE TRAINERS 

The general-purpose trainers focus on logic circuits and 

small/medium-scale integrated circuits (ICs). This type of 

trainer provides basic building blocks that may be 

interconnected by patch leads to build combinational or 

sequential circuits of simple or modest complexity. This is 

exactly the kind of techniques students need to be equipped 

with in their second and third year. Two versions of this 

type have been used in the experiments to enrich the 

students’ hands-on experience in circuit design. 

The first consists of a PCB with top-over-layer printing 

showing distinctive shapes of gates and flip-flops with 

associated sockets for inputs and outputs that may be 

physically interconnected. Each output is monitored by an 

LED, and constructed circuits may be exercised using 

switches and pushbuttons. The second version is a PCB 

with several zero-insertion-force (ZIF) sockets for 

small/medium-scale integrated circuits. This version 

provides students with the experience of selecting and 

handling a wide range of ICs. Figure 2 shows the two 

versions of general-purpose trainers described as the Digital 

Fundamentals Trainer and the Integrated Circuit Trainer. 

The integrated-circuit trainer contains only two 20-pin ZIF 

sockets. Circuits of greater complexity may be handled by 

the GAL8 Trainer which has eight 24-pin ZIF sockets. 

 

 
 

(a) Digital Fundamentals Trainer 

 
 

(b) Integrated Circuit Trainer 

Figure 2: General-Purpose Digital Trainers  

 

 
 

(a) Parity 

 

 
 

(b) Data Bus 

 

 
 

(c) Multiplexing 
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4. PROGRAMMABLE LOGIC TRAINERS 

Programmable Logic Trainers are trainers that exploit the 

flexibility and immense functional capability of 

programmable logic devices (PLDs). They have been used 

in the experiment sessions in the course of Programmable 

Logic Design and Digital Systems Design. 

Programmable Logic Trainers have been developed using 

Generic Array Logic (GAL) devices and Field 

Programmable Gate Arrays (FPGAs). The GAL devices 

were chosen because their architecture, consisting of a 

programmable AND array followed by an OR gate and flip-

flop, with feedback connections from the flip-flop to the 

AND array, provides students with a smooth transition from 

concepts of finite state machines (FSMs) studied in the 

earlier course. Modern FPGA devices have a huge 

functional capability, and this type of PLD is the logical 

choice for the implementation of complex digital systems. 

In addition, the mandatory use of computer-aided-design 

(CAD) software introduces students to state-of-the-art 

procedures used in industry for the implementation, 

simulation and synthesis of FPGA- based systems. 

Figure 3 illustrates the programmable logic trainers. The 

GAL4 trainer consists of a PCB with four 20-pin ZIF 

sockets for four GAL16V8 devices. The GAL8 trainer 

consists of a PCB with eight 24-pin ZIF sockets for eight 

GAL22V10 devices, together with a microcontroller and a 

variable clock generator. An important feature of this type 

of trainer is that all outputs may be labelled and monitored 

with LEDs. In the case of the GAL8 trainer, there are 80 

LEDs, and 32 signals may be monitored by a 32-channel 

logic analyser. The FPGA trainer consists of a FPGA 

(Spartan-3) development board interfaced to a desk-top 

computer with input and output boards. This system 

provides the capability to design and synthesise complex 

digital systems. 

The Xilinx Spartan 3 FPGA has sufficient capacity to 

design and build complex systems such as those developed 

for final-year thesis projects (e.g. [7]). 

5. MICROCONTROLLER TRAINERS 

Microcontroller trainers have hardware and software 

resources that give students the experience of exercising 

and developing microcontroller-based systems. 

Microcontroller interfacing is important and experiments 

should cover parallel ports, serial ports, interrupts, timing 

and digital/analogue inputs/outputs. As bit-level 

manipulation is required, especially for a memory-mapped 

input/output architecture (such as that of the Motorola 

68HC11 microcontroller), some experience with assembler 

coding is required. The microcontroller trainer consists of a 

microcontroller development board interfaced to a desktop 

computer and a specially designed input-output PCB. This 

supports a number of experiments on computer interfacing. 

the 68HC11 Evaluation Board and the Input/Output Board 

are shown in Figure 4. 

 

 
 

(a) GAL4 Trainer 

 
 

(b) GAL8 Trainer 

 
 

(c) FPGA Trainer with I/O boards 

Figure 3: Programmable Logic Trainers 
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(a) 68HC11 Evaluation Board 

 
(b) Input/Output Board 

Figure 4: Microcontroller Trainer  

 

6. HARDWARE RESOURCES FOR PROBLEM-

BASED LEARNING 

Problem-based learning (PBL) was a feature of a new 

course on Programmable Logic Design [8]. For this course, 

the main project involved the design, construction and 

testing of a digital controller to control the traffic lights of a 

complex traffic intersection. A PCB with LEDs in positions 

corresponding to those in the physical intersection was 

prepared to facilitate testing. This is shown in Figure 5 (a). 

To support those teams who may opt for VHDL 

implementation, a new PCB containing a CPLD and a 

microcontroller, together with a model of the intersection, 

has been developed. This is shown in Figure 5 (b). A PBL 

approach has also been used in the course Digital Systems 

Design, in which the main project is the development of a 

bus-structured computer. A hierarchical design approach has 

been used, and component modules are designed, built and 

tested using the GAL8 Trainer. To facilitate the 

development of a prototype, a PCB with a static RAM and 

tri-state buffers has been built. This is shown in Figure 5 (c). 

This PCB may also be used when a FPGA implementation 

using VHDL is chosen. The hardware resources for PBL 

have helped students gain the skills necessary to develop 

complex digital systems. 

 

7. SOFTWARE RESOURCES 

The GAL-based experiments use OPALjr. This allows the 

use of Boolean algebra for the specification of 

combinational circuits for GAL outputs and flip-flop inputs. 

The microcontroller software used is the AS11 cross-

assembler. The FPGA experiments use Xilinx ISE Version 

9.2.04i software (Xilinx, 2009) for schematic/VHDL entry, 

simulation and synthesis. 

 
(a) Traffic Intersection 

 
(b) CPLD  & Traffic Intersection 

 

 
 

(c) RAM & Tri-state 

Buffers  

Figure 5: PBL Hardware Modules 
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8. CONCLUSION 

Hardware resources developed for digital systems teaching 

have been presented. Concept-specific and general-purpose 

logic trainers were developed for the introductory courses, 

programmable-logic trainers were aiming at handling 

complex digital systems and microcontroller trainers were 

particularly designed for the course on microcontroller 

teaching.  In addition, dedicated hardware was implemented 

to assist with problem-based learning. 

All of these hardware resources have found their places and 

are playing an important role in the continuum of digital 

systems teaching.  They help to integrate a systematical 

stream of digital systems in the education of Electronic 

Engineering in the author’s department. 
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Innovations Required for Retail Beamed Power Transmission Over Short Range 
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Abstract 

Retail beamed power has many potential applications. 

This paper concentrates on the short range (within 100 

km), low efficiency (less than 50%) applications of 

beamed power transfer. Such applications include 

connecting micro to medium sized electronic devices 

with distributed energy sources, transmission of power to 

mobile consumers, and rapid restructuring of 

conventional wired grid topology for damage mitigation. 

The innovations required for realizing these applications 

are discussed.  

Keywords: Retail beamed power transfer, Power 

distribution and delivery, micro renewable energy  

 1. Introduction 

Modern society has come to rely heavily on devices that 

are powered using electricity. The traditional method of 

electric power transmission consists of wired power 

grids that are widely implemented and well understood. 

Although modern wired power grids are efficient at high 

capacity, they require a significant, costly and relatively 

rigid physical infrastructure. This rigidity is not 

conducive to mobile computing and to distributed power 

generation. Applications such as power delivery to 

remote military and scientific outposts, disaster areas, 

miniature autonomous robots, and distribution on extra-

terrestrial bases, are best served by a flexible method of 

power transmission. Finally, there is a perceived need for 

rapidly reconfigurable grids for damage mitigation.  

Beamed Power Transmission Systems (BPTS) offer the 

required flexibility for power distribution. First 

demonstrated by Nikola Tesla in 1897, this method uses 

electromagnetic radiation. This paper analyzes the 

feasibility of BPTS for emerging short range (within 100 

km), low efficiency (less than 50%) applications. The 

paper then points out the technological innovations and 

research directions required to realize these applications. 

We begin by describing the science of beamed power 

transfer. We then discuss the required innovations by 

outlining a spectrum of possible BPTS applications. The 

feasibility and cost-effectiveness of these applications is 

then explored. 

2. The Science of Beamed Power Transfer 

Wired energy transfer has various disadvantages: 

1. Large infrastructure for transmission of power, 

including wires, poles, land mass (for siting poles), and 

transformers. Significant efforts and resources are 

required to set up the infrastructure, and once established 

it is hard to make changes to the grid topology. Hence, 

this method of power transfer can be considered rigid. 

3. Large clear footprint across forests and mountains.  

4. Vulnerable to attacks, accidents and natural disasters. 

Reliance on a rigid infrastructure inhibits restructuring 

the grid topology to mitigate damage.  

6. High maintenance costs including remote locations. 

5. Inhibits development of micro-renewable energy 

resource exploitation.  

Beamed (wireless) power transmission uses 

electromagnetic radiation (microwave or lasers) for 

power transfer [2], [3], [11]. BPTS do not rely on a rigid 

infrastructure of wires and hence can bring great 

flexibility to power transmission. Wireless power 

transmission was first demonstrated in 1897 by Nikola 

Tesla using radio frequencies, and using microwaves in 

1964 by William Brown [2]. BPTS were extended to tens 

of kilowatts by NASA in 1975. In the 1980s, beams of 

up to 1GW were considered under the Strategic Defense 

Initiative. BPTS have also been explored for bringing 

power generated using solar energy in space to the earth 

both in the USA and outside (e.g. [3], [4], [6], [10]), 

notably in Japan [13]. BPTS however, has not received 

much attention for mainstream power distribution.  

On the other hand, there has been a revolution in the use 

of wireless information transmission in the past two 

decades. Satellite television, cellular telephones, and 

wireless internet connections reach billions of customers. 

Research to develop efficient low intensity information 

transfer over large distances has received a major boost 

with the advent of digital high-frequency transmission 

and reception, resulting in devices that require very low 

power for operation.   Thus there are billions of low 

powered devices operating every day, that have the 

capability to rapidly decode the information contained in 

electromagnetic waves.

Wireless transfer of power (or BPTS) uses the same 

basic science as wireless information transfer.  As shown 

in Figure 1, the direct current is converted to power in 

the microwave or millimeter wave regime, with 

efficiencies of 70-90% [2]. The process of forming the 

beam can be done with efficiencies of 70-97%, but 

transmission and reception efficiencies vary widely. Ref 

[2] cites efficiencies as low as 5% to as high as 95%. The 

final stage of converting the power back from microwave 

to DC current using rectennas has an efficiency range of 

about 85-92%. Brown [2] cites an overall efficiency of 

52% achieved in DC to DC power transmission using 

microwave beams in laboratories using standard 
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equipment. Brown also claims that this efficiency could 

be raised to about 76% using specifically designed 

components. It should be noted that Brown’s results are 

mostly concerned with power transmission in the 2.4 – 

2.5 GHz range.  The classical relationship between the 

efficiency of free space to space transmission and an 

efficiency parameter :

1.

where , and  represent the area of the transmitting 

and the receiving aperture respectively,  denotes the 

wavelength of the signal, and  denotes the separation 

distance between the two apertures. Thus as the 

wavelength is decreased, by going to higher frequencies, 

the aperture areas required for a given efficiency can be 

brought down. This consideration offers substantial 

system improvements if conversion between DC and 

millimeter waves, especially in the atmospheric 

transmission windows near 140 and 220 GHz, can be 

made efficient.  

Figure 1: Schematic of a DC to DC beamed power 

transmission system 

3. Feasibility of low range low efficiency BPTS 

In the past, researchers have heavily concentrated on the 

use of BPTS as an enabling technology in Space Solar 

Power Systems (SPS) (see e.g. [2], [3], [4], [10], [13]). 

These systems are characterized by low efficiency power 

transmission from orbital distances (around 400 to 800 

Km). With the notable exception of [19], little attention 

has been given to low intensity, short range (in 100s of 

Km) power transmission using BPTS for powering 

devices requiring low to medium range power. This 

potential area of application of BPTS holds tremendous 

potential considering the ubiquity of such devices. Power 

delivery in this context is characterized by low intensity, 

shorter range, broad coverage, consistency, and 

efficiency can be traded off for convenience and 

coverage. We will now use the Friis transmission 

equation to show that in this context BPTS can produce 

feasible designs. 

Considering ideal conditions for microwave beam 

transmission, the Friis transmission equation is: 

2.

where, Pt  is the transmitted Power,  is the received 

power, ,  are the gains of the transmitting and 

receiving antenna respectively, and  is the distance over 

which the power is transferred. Assuming a conservative 

power efficiency of 20% (i.e. Pr / Pt = 0.2), the variation 

of the range of the BPTS system with the system 

frequency is given in Figure 2. 

Figure 2 BPTS Range vs. System Frequency with 

different antenna diameters 

The figure shows that for different combinations of 

antenna diameters the range varies linearly with the 

transmission frequency.  

Figure 3 shows the variation in antenna diameter with 

different frequency ranges from 2GHz to 200GHz. It can 

be seen that at lower frequencies (near 2 GHz) larger 

antennas are required for achieving good transmission 

ranges. This plot, combined with the fact that the 2 GHz 

to 2.5 GHz frequency band is heavily used by wireless 

LAN and other electronic devices, suggests that optimal 

frequencies for BPTS might lie between 50GHz and 

300GHz.

Figure 3 Receiver antenna diameter vs. transmission 

frequency for different system ranges. 

Figure 4 shows the variation in power efficiency as a 

function of system frequency for a transmitter / receiver 

antenna combination of 20m and 5m. The plot indicates 

that higher efficiencies can be achieved at higher 

transmission frequencies. Hence analysis using the Friis 
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equation strongly suggests use of high transmission 

frequency for BPTS. However, these results must be 

studied with caution as they do not account for the effect 

of atmospheric attenuation. Particularly, it is known that 

for frequencies greater than 10 GHz the attenuation due 

to rain is about 10dB/km, while that due to water vapor 

is greater [1].  Furthermore, in urban environments 

multi-path effects must also be taken into account. 

Finally, we note that Ball has raised concerns over the 

accuracy of atmospheric attenuation values at different 

frequency ranges [11]. Ball’s comments suggest that the 

values might be excessively conservative, particularly 

for vertical transmission where the atmospheric density 

is no longer constant. 

In summary, even with a low efficiency the Friis 

equation indicates that a feasible BPTS system with 

reasonable antenna dimensions can be designed that can 

enable wireless power transmission over short ranges.  

Figure 4 BPTS power efficiency vs. transmission 

frequency for a different system ranges, assuming 

transmitting antenna diameter of 20m and receiving 

antenna diameter of 5m. 

This analysis supports the feasibility of BPTS intended 

to deliver small amounts of power to micro-to-medium 

sized devices for performing valuable functions over 

short ranges. In the simplest architecture, power will be 

spread over a significant area, inside which all devices 

can accept whatever power falls on their collectors, the 

rest being wasted.  This will result in a significant loss of 

efficiency, however, if the energy used is sourced from 

micro-renewable sources, this becomes less of a concern. 

Such BPTS can augment the established wired grid to 

satisfy requirements that are currently ill satisfied: 

1. Rapidly provide power to remote consumers without 

having to setup expensive wired architecture or without 

having to carry power generation capabilities. 

2. Manage seamlessly distributed power generation and 

consumption. This includes connecting mobile or 

distributed power sources with the main grid and 

connecting mobile power consumers with distributed 

sources without requiring elaborate wire infrastructure. 

3. Rapidly restructure grid topology to enable fast and 

efficient mitigation of partial grid failures. 

4. Potential Applications 

In this section we discuss some potential applications of 

BPTS. This discussion serves to give perspective on 

what is required in terms of technical breakthroughs and 

pinpoint technical innovations required. 

1. Broad area low intensity power distribution:

Small scaled BPTS can be used in a mall or a café 

type environment to allow enabled devices to 

charge automatically. Due to the proximity of the 

power source, and low power requirements of 

modern portable electronics, the intensity of the 

transmitted power need not be high. 

2. Rapid power delivery to remote military or 

scientific outposts: BPTS can be used to deliver 

targeted power to military outposts or scientific 

outposts operating in remote regions. 

3. High endurance miniature robots: Battery power 

is one of the limiting factors in the design of 

miniature robotic vehicles such as Miniature 

Unmanned Aerial Systems (M-UAS). These 

vehicles are unable to carry significant amount of 

onboard power. Power delivery using trailing wires 

has been previously attempted [14]; however this 

method can prove impractical and limiting due to 

the infrastructure required. BPTS have the potential 

to revolutionize the capabilities afforded by M-UAS 

by using beamed power transmission to increasing 

their endurance. This capability can enable exciting 

new applications, including indoor arena 

exploration with a team of networked M-UAS 

operating in the vicinity of a mother-ship that 

harvests energy locally and transmits power 

wirelessly to recipient M-UAS. 

4. Distributed energy generation: There is a strong 

drive in the market towards using smaller self 

sufficient units that generate sufficient electricity 

for local purposes. This paradigm is termed as 

distributed energy generation. It is postulated that 

distributed energy generation will not only be able 

to support our ever growing energy needs, but it has 

the potential to be extremely cost effective and 

sustainable since it is primarily based on exploiting 

renewable resources [14]. The power distribution 

systems that support distributed energy generation 

must remain flexible and highly adaptable. BPTS 

based distribution systems can provide this 

flexibility as they are not tied to a rigid ground 

based infrastructure.  

5. Remote area exploration: Beamed power can be 

used to increase the distance a single unit can cover 

while exploring remote areas through targeted 

power delivery. On extraterrestrial bases such as the 

moon, beamed power is an extremely attractive

option since the cost of transporting wires and other 

grid related components can be formidable. 

Furthermore, where there is no atmosphere, (such as 

the Moon) ideal efficiencies can be achieved. These 

benefits make the use of beamed power on lunar 

bases an extremely attractive option. Reference [16] 

suggests the use of mobile lunar surface power 

generation plants to ensure continued solar energy 
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supply throughout the lunar night and day.  BPTS 

systems have a clear advantage over conventional 

wired power transmission systems in this case. 

Figure 5: Possible applications of BPTS over short 

ranges (tens of kilometers) 

6. Increasing the range of electrically powered 

vehicles: Current electrically powered vehicles are 

limited in range by battery weight and volume. 

Enabling metered power delivery on highways or in 

parking lots can aid greatly in increasing the range 

of electric cars and can provide new sources of 

revenue. By shielding the vehicles, or by delivering 

the power only when the vehicle is parked and 

unoccupied, safety concerns can be eliminated. 

7. Rapid restructuring of grid topology for damage 

mitigation: Augmenting the wired power grid with 

BPTS transceivers can mitigate partial damage in 

conventional wired grids by enabling rapid 

rerouting of power to avoid areas of the grid that are 

damaged and incapable of transmission. 

Figure 5 shows a schematic of the possible flexibility in 

applications afforded by BPTS. The figure visualizes the 

distribution of power generated from distributed energy 

sources and the conventional wired grid to remote 

consumers, flying vehicles, and electric vehicles. 

5. Cost-effectiveness of BPTS for Potential 

Applications

The current cost per kilometer for wired power 

transmission is around USD 1 million (2010) (see for 

example [20],[21] for cost per mile). This cost includes 

material, siting (land cost), and environmental costs. It is 

traditionally computed by dividing the total cost of the 

project by the number of kilometers of wires used. Since 

traditional transmission projects range over hundreds (if 

not thousands) of kilometers, adjustments must be made 

for savings realized due to large scale production and 

operation. Due to this reason, this cost could be 

misleading over short distances. Therefore, we propose 

the following model for capturing the effective cost 

of wired power transmission: 

3.

In the above equation,  denotes the distance over which 

power is to be transmitted, the constant  captures the 

cost per kilometer, and the exponential term accounts for 

the effect of savings realized over large distances. 

Clearly, for a given , if  is large, the effect of the 

exponential term is negligible.  

On the other hand, the infrastructure cost for BPTS over 

short distances is significantly lower than wired 

transmission systems as siting and material costs are 

significantly reduced. Assuming that a BPTS 

implementation over 1 km is equivalent to a wired 

implementation with 10 poles, one way to approximate 

the cost of BPTS per kilometer is to divide the cost per 

kilometer of wired transmission by 10. With this 

assumption, the cost of BPTS can be approximated to be 

about USD 100,000 per km. However, this cost does not 

account for the reduced efficiency of power transmission 

over large distances. The power transmission efficiency 

( ), as modeled by the Friis equation (equation 2), is 

inversely proportional to the distance. The following 

model can be used to capture the effective cost  of 

BPTS systems: 

4.

In the above equation, for a scaling constant  the last 

term captures the losses resulting from loss of efficiency 

over long distances. Figure 6 show the effective cost of 

wired and beamed power transmission for various 

frequencies. In that plot the receiving and transmitting 

antenna diameters are set to , the 

antenna gains are approximated using the equation 

, where  is the wavelength and 

 is a transmission efficiency factor. From Figure 

5 it can be seen that over a distance of 1 Km BPTS are 

competitive with wired power systems. The figure also 

shows that the cost of BPTS increases significantly over 

that of wired transmission with increasing transmission 

distance, and that the cost is inversely proportional to the 

transmission frequency. Particularly  with a transmission 

frequency of around 20 GHz, BPTS can compete with 

wired transmission for distances up to 6 Km. The 

numerical values will depend heavily on the actual 

design of the BPTS, nonetheless, the trends should still 

remain the same.  

The above preliminary analysis indicates that for 

applications requiring power transmission over short 

distances (within 100 km) BPTS can compete with wired 

power transmission in terms of cost effectiveness. There 

are a number of applications that fall into this category, 

including the ones mentioned in the previous section. On 

the other hand, when efficiency over long distances is 

considered, BPTS are ineffective. Transmission at higher 
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frequencies, improved antenna design, and better 

understanding of health effects of high frequency 

transmission are required to make a case for BPTS over 

larger distances. 

Figure 6 effective cost of wired and beamed power 

transmission for various frequencies. 

6. Required Technological Innovations 

In this section we provide a high level overview of the 

required technological innovations to realize some of the 

potential applications discussed in the previous section. 

a) Efficient Frequency Conversion: One major 

hurdle in implementing BPTS is the inefficiency in 

converting microwave frequencies to the typical 50-

60 Hz operating frequency voltages, and vice-versa. 

Advancements in Optical Rectennas which couple 

and rectify optical frequencies to DC provide 

encouraging news for beamed power. This direction 

of research needs to be further pursued. 

b) Advancements in Antennas: Antennas operating 

efficiently at higher frequencies are very important 

for beamed power. Development of low cost 

antennas capable of transmitting at higher 

frequencies (20 to 200 GHz) with narrow frequency 

bands will be required. These antennas should be 

designed in the form of phased arrays, to allow real-

time control for changing the direction of beam at 

high frequencies without physical actuation.  

c) Advancement in Electronics: Passive and active 

electronic circuits operating at frequencies of the 

order of 90 and 250 GHz will require significant 

advancements in nano-scale fabrication 

technologies and RF engineering. 

d) Direct Conversion of Broadband Sunlight to 

Narrowband wave: The implications of solving 

this breakthrough technological concept are 

enormous from a Retail Beamed Power perspective. 

The need to convert sunlight to DC is eliminated by 

this technology and hence the efficiency improves 

significantly not only for Space Solar Power (SPS, 

an application of BPTS that has been studied 

widely, see e.g. [3], [4], [10], [13]), but in general 

for Beamed Power.  

e) Innovations in sub 200GHz radiation monitoring

f) Brown in [2] mentions that studies conducted by 

DOE/NASA have found no major issues that would 

hinder the deployment of BPTS, including 

environmental and biological considerations 

(Brown is referring to [18]). Similar studies are yet 

to be reported on the 200 GHz regime.  

g) Decentralized grid management through 

networked control: A major capability brought 

about by the use of beamed power is the flexibility 

in the grid and the ability to support distributed 

power generation. Advances in decentralized 

management of grid structures are required. This 

includes thinking of each transceiver as an 

autonomous agent that must use locally available 

information to function synergistically with other 

networked transceivers to meet globally defined 

needs. The emerging field of decentralized control 

of networked systems (see for example [17]) 

promises the development of tools that will be 

essential for guaranteeing this. Some areas where 

technological advances are needed are: 1. Real time 

decentralized fault detection in grids 2. Efficient 

real time restructuring of grid topology to ensure 

uninterrupted delivery of power by bypassing 

nonfunctional units. 3. Decentralized grid voltage 

regulation.

h) Graph based models of decentralized grids: A 

power distribution system consists of independent 

power generation and consumption nodes that are 

connected through some kind of a network. Such 

systems are very well represented through the 

framework of Graph theory. Graph theory has 

excellent tools that can be used to model power 

distribution systems. For example, the notion of 

strong connectivity of a graph can be used to 

determine whether a network can distribute power 

over all its nodes. Research in bringing the tools of 

graph theory to modeling decentralized grids 

equipped with BPTS will be invaluable.  

7. Conclusions 

In this paper we described a number of innovations 

required for bringing Beamed Power Transmission 

(BPTS) from concept to reality. We noted that BPTS is 

an established concept that can bring immense flexibility 

to power distribution and generation. We pointed out 

several possible applications for BPTS that range from 

power delivery to remote outposts, to power delivery to 

mobile units. Furthermore, the feasibility of BPTS for 

these applications and its cost-effectiveness was also 

analyzed. We conclude that technological innovations 

needed include improved antenna design, efficient 

frequency conversion, conversion of broadband sunlight 

to narrowband wave, innovations in radiation 

monitoring, and control theoretic approaches in 

decentralized grid management. This list is by no means 

exhaustive. We strongly believe that current advances in 

electronics, control theory, and antenna design are 

pointing in the right direction to undertake these 

innovations. 
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ABSTRACT 

This paper presents an analysis of the influence of 

distributed generation in the occurrence frequency of 

voltage sags in electrical networks. It shows how the 

system characterization regarding voltage sags can be 

affected by the presence of distributed generation. The 

analysis is performed by using the fault positions method 

with a program that was implemented in Matlab. Several 

case studies in the IEEE 57-bus and 118-bus test systems 

taking into account different percentages of distributed 

generation penetration are presented.  

 

Keywords: Voltage Sags, Distributed Generation (DG), 

Fault Position Method, Power Quality. 

 

1. INTRODUCTION 

In recent years, natural resource conservation and 

environmental protection issues have become of great 

importance. The electric power generation is one area of 

great concern to environmental problems. For this reason, 

the use of green energy has been promoted in order to 

reduce gas emissions that cause global warming, also to 

have a rational use of electricity and thus contribute in 

some way to improve the quality of the environment. 

Some countries have incentive systems for green energy 

generation. Some countries have set targets on percentage 

of electricity generation with renewable sources with 

respect to traditional generation sources; in the next ten or 

twenty years, these targets vary from 10% to over 40% in 

some countries[1][2]. 

In accordance with this, in recent years there has been a 

major boost for development and use of different 

generation technologies related to small-scale renewable 

energy generation, which has been called Distributed 

Generation. Distributed Generation (DG) is defined as the 

strategic use of modular power generation units, which 

are connected to the electrical networks. In general the 

power range is from 3 kW to 20 MW, however, some 

references indicate that the power range varies from 5kW 

to 300MW [3][4]. DG units are installed primarily to 

provide real power to the electric network, so their power 

factors are 1.0 or close to 1.0 [4]. 

There are several advantages when small generation units 

are installed; these can be economic, environmental, 

technical (voltage support) and even political 

(competition). Although the costs associated with DG are 

still high, DG could be a solution for those situations 

where high reliability in energy supply is needed [5]. 

However, the DG represents changes not in the network 

topology, but in the direction of flows and voltage levels 

[6]. Therefore, it is important to consider that the 

installation of DG units, in addition to economical 

benefit, must ensure the reliability, safety and quality of 

energy supply.  

Moreover, it should be taken into account that the greater 

the DG introduced into a system is, the greater the 

influence in the power system behavior will be [7]. 

Generally, DG usually helps to mitigate voltage sags 

because it increases the voltage level of fault of network 

buses and also helps to maintain the voltages during the 

fault [3][5]. Also, the voltage sags features due to faults 

on electric networks can be affected by the DG presence; 

several factors such as the DG penetration level can 

change the system behavior regarding voltage sags. 

Therefore it is interesting to analyze the impact of DG on 

voltage sag probability at the system buses. 

Voltage sags are one of the main disturbances that affect 

the power quality; they are also responsible for important 

economic losses in the industry because they can cause 

many devices to operate inadequately. Voltage sag in 

many occasions leads to complete pauses of the industrial 

process, pauses that increase even more the losses. For 

example, there are studies that estimate that in the 

European Union the losses in the industrial sector due to 

short duration interruptions and voltage sags were of 85 

billion euros in 2007 [8]. 

Voltage sags are reductions in the rms voltage value, 

between 10% and 90% of the nominal voltage, with 

durations from 0.5 cycles to 1 minute [9], which are 

caused mainly by short circuits in the electrical system. 

Many of the equipment used in industries such as 

programmable logic controllers, computers, among 

others, are sensitive to voltage sags. Several studies have 

Analysis of Distributed Generation Influence on Voltage 

Sags in Electrical Networks 
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been realized to understand, quantify and reduce the 

voltage sag impact in electrical networks. There are 

diverse methods to predict and to analyze voltage sags; 

the number of voltage sags expected in a particular place 

of a system can be estimated through monitoring or by 

means of stochastic methods [10]. 

By monitoring, information about voltage sag magnitudes 

and duration can be obtained for particular system buses. 

Nevertheless, a very long period of monitoring may be 

required to obtain precise results in the system 

characterization [10]. 

Stochastic processes based on the model of the network 

and statistical data of fault are widely used to predict 

voltage sags at a bus of interest. The stochastic prediction 

is a very useful tool and it can be used in parallel with 

monitoring [10]. 

One of the stochastic methods more widely used for 

voltage sags estimation is the Fault Positions Method 

[11]-[13]. Many authors use this methodology to analyze 

voltage sags [12]-[15]; with this method the expected 

number of voltage sags can be obtained in any bus of the 

electrical system under study. 

The impact on voltage sags in an electric network taking 

into account different DG penetration levels is analyzed 

in this paper by means of the Fault Position Method. In 

section I, a brief introduction about voltage sags and 

some DG characteristics are presented. In section II, the 

Fault Position Method and its implementation are 

described. In section III, the case studies are presented 

and an analysis of the DG impact on electric networks is 

performed. Finally in section IV, the conclusions of the 

analysis are presented. 

2. FAULT POSITIONS METHOD 

IMPLEMENTATION 

The Fault Positions Method allows making a stochastic 

prediction about the expected number of voltage sags in 

any bus of the electrical system under study [13]. The 

method consists of selecting fictitious fault positions in 

buses and lines of the network, and then it is possible to 

obtain voltage sags characteristics. To every preselected 

fault position a certain value of fault probability is 

assigned, taking into account statistical data about the 

faults in the electrical system. Through conventional 

techniques for short circuit calculation, voltage sag 

magnitudes and the frequency of occurrence are obtained 

by combining those results with historical data [10][16]. 

It is important to notice that when more fault positions 

are used in this method, the results improve but the time 

of calculation increases. 

In this paper, the Fault Positions Method was 

implemented in MatLab®, modifying the systems 

admittance matrix in its original state, inserting fictitious 

buses that correspond to the preselected positions; then an 

additional procedure for faults calculation was applied. 

Pre-fault voltages were considered carrying out power 

flow studies by means of the software PSS/E [17]. 

3. CASE STUDIES 

In order to analyze the influence of DG on voltage sags in 

electrical networks, studies using the Fault Positions 

Method have been performed on IEEE test systems of 57 

buses and 118 buses. The number of fault positions for 

the case studies were selected taking into account the 

accuracy of numerical calculations and computational 

requirements aspect [19]. 
 

A. Studies in the IEEE 57-bus test system  

The IEEE 57-buses test system consists of 57 buses 

which are interconnected by means of 63 lines, 15 

transformers and 7 generating units [18]. In this case 50 

fault positions in each line were considered. It was also 

considered that voltage sags are caused by three-phase 

balanced faults. A fault rate of 0.50 faults/year has been 

assumed for all system lines [11][14][19], and faults/year 

rate at buses has been assumed negligible. 

For all the case studies, the magnitudes and angles of pre-

fault voltages were obtained carrying out a power flow 

study by means of software PSS/E, as it was mentioned 

previously. For inclusion of DG in the system, 

synchronous generators of small power were considered. 

These generators were connected to load buses of the 

electrical system. 

The next case studies were analyzed: 

A.1. Base case, the original system conditions 

according to [18] are considered. 

A.2 An increase of 10% of power with DG was 

considered. 

A.3 An increase of 20% of power with DG was 

considered. 

A.4 The 50% of the original generation was replaced 

with DG- 

A.5 The 21% of the original generation was replaced 

with DG. 

In case A.1, the system is analyzed in its original 

conditions taking into account pre-fault voltages that 

were obtained using a power flow study. 

In order to analyze the DG influence on the expected 

number of voltage sags at system buses, in cases A.2 and 

A.3 the DG is included in different buses from the system 

and different penetration levels have been assumed (10% 

and 20% with respect to the total real power of the 

system). The voltage sags number is calculated by means 

of the Fault Positions Method. It is important to mention 

that small generation units (DG) were placed at load 

buses selected in a random way. 

Fig. 1 shows the influence of the DG penetration level on 

the frequency of occurrence of voltage sags. Generation 

units were connected in buses 23, 28, 31, 35, 43, 44 and 

52. The Fig. 1 shows the voltage sags at each bus of the 

system, when a residual voltage threshold of 0.7 p.u. is 

considered for the cases A.1, A.2 and A.3, respectively. 
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The results indicate that increase of DG in an electrical 

network leads to a reduction of voltage sags in almost all 

of the buses. 

Fig. 2 shows the results for an analogous situation to Fig. 

1, but the generation units have been changed to 5, 17, 

33, 38, 53, 54 and 56 buses. It can be observed that 

voltage sags have decreased again; also, it can be 

observed that there is a higher variation in those buses 

where a generation unit was connected or that are very 

near to one. 

Fig. 3 and Fig. 4 present results in the same conditions 

as Fig. 1 and Fig. 2, respectively, but taking into account 

a residual voltage threshold of 0.8 p.u. In both figures, 

Fig. 3 and Fig. 4, voltage sags presented at each bus 

lightly decreased with respect to the base case, A.1. 

Fig. 5shows graphics of voltage sags obtained by 

considering a voltage threshold of 0.9 p.u. It is observed 

that DG does not contribute to decrease voltage sags in 

most of the buses. Only buses 1, 2 and 17 present a slight 

decrease of voltage sags/year; for example, bus 2 has 

31.42 voltage sags/year in base case, whereas in the case 

A.3 where the power was increased 20% with DG, 

voltage sags for the same bus are 30.16 voltage sags/year. 

Table 1 and Table 2 show voltage sags at buses with 

higher variation considering a residual voltage threshold 

of 0.7 and 0.8 p.u., respectively. It can be observed that 

for a threshold of 0.7 p.u. the voltage sag differences 

among the three case studies are not greater than three 

voltage sags/year, while for the threshold of 0.9 p.u. 

variations do not exceed two voltage sags/year. 

 

 
Fig. 1: Voltage sags considering a 0.7 p.u. voltage threshold for 

cases A.1, A.2 and A3. DG at buses 23, 28, 31, 35, 43, 44 and 52. 

 
 

 
Fig. 2: Voltage sags considering a 0.7 p.u. voltage threshold for 

cases A.1, A.2 and A3. DG at buses 5, 17, 33, 38, 53, 54 y 56. 

 

 
Fig. 3: Voltage sags considering a 0.8 p.u. voltage threshold for 

cases A.1, A.2 and A3. DG at buses 23, 28, 31, 35, 43, 44 and 52. 

 

 

 
Fig. 4: Voltage sags considering a 0.8 p.u. voltage threshold for 

cases A.1, A.2 and A3. DG at buses 5, 17, 33, 38, 53, 54 y 56. 

 

 

 
Fig. 5: Voltage sags considering a 0.9 p.u. voltage threshold for 

cases A.1, A.2 and A3. DG at buses 5, 17, 33, 38, 53, 54 y 56. 

 
TABLE 1: 

BUSES WITH HIGHER VARIATION ON VOLTAGE SAGS DUE TO DG, 

CONSIDERING A 0.7 P.U. VOLTAGE THRESHOLD 

 

Buses 
Voltage sags/year 

A.1 A.2 A.3 

1 24.20 22.91 21.46 

7 28.20 27.09 26.48 

15 28.20 26.62 25.59 

29 28.88 27.61 26.74 

37 31.50 29.77 29.08 

45 28.81 28.3 26.89 

54 28.9 27.61 26.33 
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TABLE 2: 

BUSES WITH HIGHER VARIATION ON VOLTAGE SAGS DUE TO DG, 

CONSIDERING A 0.8 P.U. VOLTAGE THRESHOLD 

 

Buses 
Voltage sags/year 

A.1 A.2 A.3 

1 28.75 27.06 26.06 

5 30.09 29.42 29.17 

14 30.27 30.04 29.31 

28 31.5 30.53 29.55 

29 30.44 29.63 29.34 

46 31.21 30.35 30.17 

54 30.55 29.46 28.95 

 

In A.4 and A.5, two of the original generation units, 

connected to buses 12 and 1 respectively, have been 

replaced by small generation units dispersed in the 

electrical network that represent a DG penetration of 

about 50% for case A.4 and 21% for case A.5. 

Fig. 6 and Fig. 8 present results of voltage sags for case 

A.4, in which the generation unit at bus 12 was replaced 

by DG using small units at 20 buses of the system. It can 

be clearly observed that voltage sags at buses decrease for 

all the considered voltage thresholds, however, the 

variation is significantly lower for the voltage threshold 

of 0.9 p.u.  

In an analogous way, Fig. 9 and Fig. 10 present results of 

voltage sags for case A.5, in which 21% of original 

generation is replaced by DG. 

From Fig. 6 and Fig. 9, it is observed that for a voltage 

threshold of 0.7 p.u. when the penetration level is lower 

(about 21 % in case A.5), voltage sags/year decrease to a 

lesser extent at all of the buses with respect to the base 

case.  

A similar situation is observed in Fig. 7 and Fig. 10, 

corresponding to a voltage threshold of 0.8 p.u. An 

analogous behavior occurs for the 0.9 p.u voltage 

threshold, in case A.5 the majority of the buses show no 

changes. 

 

 
Fig. 6: Voltage sags considering a 0.7 p.u. voltage threshold for 

cases A.1 and A.4. 

 

 

 
Fig. 7: Voltage sags considering a 0.8 p.u. voltage threshold for 

cases A.1 and A.4 

 

 

 
Fig. 8: Voltage sags considering a 0.9 p.u. voltage threshold for 

cases A.1 and A.4. 

 

 

 
Fig. 9: Voltage sags considering a 0.7 p.u. voltage threshold for 

cases: A.1 and A.5. 

 

 

 
Fig. 10: Voltage sags considering a 0.8 p.u. voltage threshold for 

cases: A.1 and A.5. 
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In Table 3 the average of voltage sags/year estimation 

for all buses in the system considering voltage thresholds 

of 0.7, 0.8 and 0.9 p.u. are shown for the different 

analyzed cases. As it can be seen from cases A.2 and A.3, 

the average of voltage sags per year decreases when there 

is DG in the system under study. Furthermore, when DG 

is introduced without changes in the total power 

generation (case A.4 and A.5), the number of voltage 

sags decreases. 
TABLE 3: 

VOLTAGE SAGS AVERAGE FOR THE IEEE 57-BUS TEST SYSTEM 

Range of 
Voltage sags 

(p.u.) 

Average of voltage sags/year 

A.1 A.2 A.3 A.4 A.5 

0.0v0.7 29.43 28.63 27.91 25.90 28.64 

0.0v0.8 30.80 30.52 30.22 28.84 30.56 

0.0v0.9 31.48 31.46 31.43 30.80 31.46 

 

B. Studies in the IEEE 118-bus test system  

The IEEE 118-bus test system consists of 118 nodes 

interconnected by 177 lines and 54 thermal units. The 

data system is provided in [20]. In this case 15 fault 

positions in each line were considered. It was also 

considered that faults causing voltage sags are single-

phase faults. A fault rate of 2.58 faults/year has been 

assumed for all system lines; this value has been obtained 

by considering a random number between 0 and 5 of 

faults at each line; the total number of faults is then 

divided by the total number of lines in order to obtain the 

fault rate value [19]. The faults/year rate at buses has 

been assumed negligible. For the inclusion of DG in the 

system, synchronous generators of small power were 

considered to load buses of the electrical system. 

The next case studies were analyzed: 

B.1. Base case, the system is in original conditions 

according to [18]. 

B.2 An increase of 20% of power with DG was 

considered. 

B.3 The 23% of the original generation was replaced 

with DG 

In case B.1, the system is analyzed in its original 

conditions. In case B.2, the influence of DG in the 

occurrence and propagation of voltage sags is taken into 

account, when such generation is included in different 

buses of the system and when a penetration level has 

been assumed (20% with respect to the total of real power 

of the system). In case B.3 about 23% of the total 

generation was replaced by DG.  

Fig. 11 and Fig. 13 show the influence of DG penetration 

level in the frequency of occurrence of voltage sags when 

a residual voltage threshold of 0.7 p.u., 0.8 p.u. and 0.9 

p.u. are considered for cases B.1, B.2 and B.3. The results 

indicate that an increase of DG in an electrical network 

leads to a reduction of voltage sags in almost all of the 

buses. 

 
Fig. 11: Voltage sags considering a 0.7 p.u. voltage threshold for 

cases B.1, B2 and B.3. 

 

 
 

Fig. 12: Voltage sags considering a 0.8 p.u. voltage threshold for 
cases B.1, B2 and B.3. 

 
 

Fig. 13: Voltage sags considering a 0.9 p.u. voltage threshold for 
cases B.1, B2 and B.3. 

The voltage sags changes (in percentage) corresponding 

to 0.7, 0.8 and 0.9 thresholds, from B.2 and B.3 cases 

with respect to the base case, are shown in Fig. 14-Fig. 

16. Notice that the greatest difference occurs when 23 % 

of the original power is replaced by DG. For example, 

from Fig. 16, at bus 44 voltage sags decrease about 60%. 

However, the results show that some buses experienced 

more sags due to the DG location. For example, from Fig. 

16, at bus 80 voltage sags increase about 80%, this is 

because the generator that was connected at this bus was 

replaced by small units that were disperse on the network. 

As a consequence, bus 80 does not have the same voltage 

support. 
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Fig. 14: Voltage sag variation considering a 0.7 p.u. voltage 

threshold for B.1 vs. B2 and B.1 vs. B.3. 
 

 
Fig. 15: Voltage sag variation considering a 0.8 p.u. voltage 

threshold for B.1 vs. B2 and B.1 vs. B.3. 
 

 
Fig. 16: Voltage sag variation considering a 0.9 p.u. voltage 

threshold for B.1 vs. B2 and B.1 vs. B.3. 
 

4.  CONCLUSIONS 

The increasing penetration level of DG makes necessary 

to study the DG impact on electrical systems 

performance. In this paper an analysis of the influence of 

DG on voltage sags in electric networks has been 

presented. The Fault Positions Method has been 

implemented and applied to a 57-bus and a 118-bus test 

system. By these examples, it is shown that generally, the 

DG contributes to mitigate voltage sags. From all 

analyzed cases, the results presented have an important 

variation on voltage sags number for 0.7, 0.8 and 0.9 p.u. 

thresholds. Moreover, from the case studies analyzed, 

having DG with total power equivalent to the base case 

voltage sags decreased. However, some buses in the 

system have an increase of voltage sags because they do 

not have the same voltage support when a near generation 

unit is replaced with DG. 
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Abstract 

 
The purpose of this paper is to present the 
administration of socio-political aspects in the context 
of a help decision-making prototype, commonly 
known as DSS (Decision Support System).It was set 
to be consulted by industrial enterprises. It consists of 
a base of the company's own parameters that directly 
affect the business, an input of parameters associated 
industrial sectors and macro economic factors that 
directly affect the activity. In its architecture, there are 
two expert systems (one feeds the other) and a 
predefined set of data mining tools. The aim of the 
prototype presented here is to provide those 
responsible for decision-making information to 
minimize the risks faced in a given business. The main 
contribution of this study is the inclusion of socio-
political variables as part of the information entered in 
the Knowledge Base and how these are derived from 
existing data in the community.  
 
Keywords:  Industry, Decisions, DSS, Expert System, 
Data Mining. 
 

1.Introduction 
 
DSS are specific information systems oriented to 
organizational decision making, and business. Their 
main purpose  is to answer questions about things 
being difficult to evaluate, speculations about future 
events (typically where the context of the company is 
complex and mutable). They are commonly used for 
decision making of low and middle management. 
They usually provide information transactional and 
across departments. Data is typically collected  from 
operational or or transactional data bases. One DSS 
definition describe it as computer-based interactive 
information systems whose models describe and 
predict production processes. It is also defined as 
systems designed to help decision makers to use data 
and models to identify and solve problems and make 
decisions. [1]  
 
DSS has four major characteristics:  
-integrate data and models 
-the design is intended to assist managers in decision-
making processes 
-they do not replace (but support) human decision-
making 

-their purpose is to improve the effectiveness of 
decisions and the decision efficiency.  
 
In the late seventies, DSS through computers was 
encouraged. According to Power [2] [3] they can 
process several input types and provide alternate 
decision. Therefore they can be classified in four 
categories as follows: 
• Communication driven DSS: Allow concurrent 

support for many users at a specific shared task. Ex.: 
chats, instant messengers, collaborative systems, etc. 

• Data driven DSS: focused on temporal series access 
and manipulation for certain organization. They are 
usually used for specific queries in databases or time 
mutable data Warehousing1. In this category lies 
Geographic information systems, that can be used 
for smart managing of geographical data from maps. 

• Document driven DSS: arrange, retrieve and manage 
unstructured information into a variety of electronic 
formats. They are intended to a big number of users. 
Their main purpose  is to crawler web pages to find 
documents. As example there are several text 
analysis software, named as Wikis (Web sites freely 
editable by volunteers). 

• Knowledge driven DSS: provide accumulated 
experience from facts, rules, procedures, from the 
actual enterprise or imported similar structures. 
They intend to be applied for problem resolution. 
They are mainly used to provide advice for 
management about certain products or services. As 
example the processing of vast data volumes, hidden 
pattern recognition and smart representation of such 
discovered patterns. 

• Model driven DSS: centered in statistical, financial 
model access and administration. It could be used 
for optimization or simulation. As case is the 
business process prediction using past event 
information in order to answer what if questions.  

  
Some of the above described models exist in the 
market, as proprietary or open-source solutions as 
described in Table 3. 

 

                                                 
1  Database with specific content, usually 
oriented to an specific field (mainly for certain 
enterprise, organization, or topic) 
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As can be seen, both commercial and open source 
systems have several application fields. Any case, 
there is a strong tendency to business for commercial 
DSS. 
This paper depict main architecture of the HECULES 
DSS prototype of the AIGroup research Lab. It 
handles business specific operative and account 
transactional information. It also has an statistical 
database form the business sector and one more 
database for macroeconomic of the  country it 
belongs. From the logical perspective, all the data 
stored represents a large variable set classified as: 
business sector (sector for short), macro and 
microeconomic. 
Selected macroeconomic variables arise from 
macroeconomic models rules. Among them GDP 
(Gross Domestic Product), CPI (Consumer Price 
Index), and occupation index. Even tough several 
variables are constantly used by the system, many 
other will depend on the specific query to be answered 
by the DSS. 
Sector variables are mainly focused in the business 
activity, covering topics ranging from holding issues 
to competitors characteristics. Wherefore actual 
variable set changes with the specific analysis the DSS 
has to perform. 
Among variables for  microeconomic study, are 
balance information, since it provides measure of 
required topics such as enterprise Economic Activity 
normalized by country or region.  
 
In HERCULES, decision maker perspectives are 
included as part of the solution search through the 
proces of variable set definition. A good selection 
enables more or less solution alternatives even when 
some variables represent conflicting information. Also 
expertise endow better definitions and as a 
consequence tuned answers. 
 
From industrial point of view it could be stated that 
HERCULES constitutes a useful tool for a wide range 
of questions. In order to delimit implementation 
complexity, the type of possible questions was 
analyzed, defined and restricted. They are classified 
into two main types: open and restricted queries. 
As questions are reusable for many studies, there are 
meta variables to act as binded wild-cards (see fig. 1). 
Questions are stated as a set of meta variables 

connected each other with certain specific words that 
force a special relationship between them. They are 
noted in squared brackets. In the figure, the question 
has two meta-variables: parameter1 and parameter2. 
These two meta-variables will eventually be replaced 
with specific variables (pre-defined by the system 
operator, of course). For instance parameter1 could be 
binded with total-screw-consumption variable, and 
parameter2 with screw-total-production-time.  
 

What happens with [parámetro1] upon                    

[parámetro2] 

      Fig. 1. Sample of query with two meta-variables 

In the following, this papers organizes as follows: 
architecture (section II), interaction and query 
management approach (section III), economic model 
and specifications (section IV), socio-economic topics 
administration (section V), actual state of the 
implementation /section VI), conclusion and future 
work (section VI). [4] [5 [6]

2. HERCULES architecture 

 
The prototype has two user interfaces (see fig.1) . The 
first for administrative duties over the problem 
domain. It enables data universe configuration and 
import activities through a special module named 
Parser. The Parser makes internal files to be used by 
an Expert System named Internal Expert System 
(IES). These files are processed automatically with 
alternate Data Mining techniques and the results 
formatted by the user GUI to be properly presented.  
Parser follows three steps: select files and variables, 
explicit relationships between selected files (using 
foreign keys and   primary keys, also with record 
filtering based on a set of variable values), export data 
to a plain text file able to be processed by any 
traditional Data Mining tool. 
The second user interface is aimed to provide business 
consultant interaction and it is directly connected to a 
second  Expert System named User Expert System 
(UES) fed by the IES upon user commands to show 
DSS results.  UES is complemented with other minor 
modules to conform the Advisory System. The user 
interface provides a formalized way to input variable 
declarations and to ask for specific output formatting. 
Figure 1 shows the connection between configuration 
interface and data conversion and processing. It builds 
one or more CSV files with processed data. Such files 
will be data mined for a set of tools as indicated by the 
IES. To do that, IES asses the best previously known 
DM approaches for subsets of data it recommends. 
This way the decision of which data is used and how it 
is processed remains on IES and its knowledge about 
the kind of query and the problem. 
Results are recorded into Historical DB for further 
usage by the Advisory System and for self tuning of 
internal metrics. 
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Regarding man-machine interaction, this prototype 
provides a sophisticated data capture and conversion 
toolkit embedded in the user interfaces. It is important 
to note that one of the critic functionalities in 
HERCULES is the ability to upload information from 
a variety of sources (document files, plain files, 
worksheets, databases, etc.) into its internal database, 
and the possibility to process it successfully with a 
varying subset of tools. The user can define main 
variable subsets for the present business problem and 
afterwards import them considering standard units (set 
ISO/IEC 80000 is included)  or custom ones.  
The main menu (see Fig. 2), makes it possible to 
determine the type of study to be performed, define 
elementary or composed variables, configure Database 
connection and settle DM restrictions. It permits also 
to write a textual description of the test for future 
reference. For elementary variable creation (see Fig. 3 
and 4) there are a set of fields to fulfill regarding 
domain, units, banned and allowed values. It is also 
possible to create variable groupings by selecting one 
or more elementary variables (see Fig. 5). [7] [8] [9] 
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Fig. 1. Simplified Schematic Diagram 
 
 
 
 
 

 
 
          Fig. 2. HERCULES main menu 
 
 

 
 
       Fig. 3. Variable Creation 
 
Data generator subsystem is another important 
module. Its main goal is information unification for 
later DM.  It generates some output files from all 
inputs. Figure 6 depicts the three modules that 
implement the three main steps previously described 
here: 
 
1) Importer – its main goal is to import from every 
source into a common repository. It reads a 
configuration file with the type of formats to be 
processed. It can perform temporal transformation 
over data during exportation, in order to keep 
temporary datafile information synchronized.   
2) Processor and filterer – it merges data inputted into 
an unified database, joining, filtering and projecting 
sub-tables as needed. It performs intensive usage of 
dynamic SQL generated upon user choices and 
definitions.  
3) Exporter – builds a set of  files usable for internal 
DM toolkits.  
 
 
 
 

214

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



 

         Fig. 4. Variable configuration dialog 
 

 
 
   Fig. 5. Aggregated variables definition dialog 
 
 
The functional prototype diagram is shown in figure 6. 
 

Importer Filtering Exporter

Temporal DB
Data Mining 

File  

Fig. 6. Data Building process  
 

3.  User query administration 

 
Due man-machine complexity, it is required a generic 
and flexible mechanism for querying. It is acquired by 
a set of  meta-variable usage, composing a large 
number of predefined customizable queries named 
here as open queries. Meta-variables can be assigned 
to specific variables during consulting process. Table 
1 shows some open queries, classified by its coverage.  
 

 

It can be seen tha some cases replaces meta-variables 
with a specific variable (for instance sales-rate in 
sample 1). There is also a special type of question 
such as case 3. It does not has an explicit meta-
variable  but, in order to answer it, it is required a task 
called expansion before processing. During expansion 
the query is related and replaced by a set of expanded 
queries where there are no meta-variables. Both meta-
variables and expansion procedure are parametric and 
can be defined by system administrator. 
Although open queries are very flexible, there are 
many other questions that are frequently used and thus 
easily foreseen because they are within the set of 
classical questions. for such cases there is a set of 
restricted queries without any meta-variable nor 
variable. Table 2 shows the complete list designed for 
HERCULES. Some of them have been considered for 
future implementation. 
 

 

        4. Economic models and specifications 

 
Generally speaking, models and specifications have 
been extracted for: macro-economy, micro-economy 
and socio-politics perspectives. In this section the first 
two will be briefly described and the next section is 
focused in socio-politics concerns. 
Macro-economy deals with Economics aggregates, 
monetary expansion and Recession, total goods and 
services, Economic growth, inflation rate, 
unemployment, Balance of Payments and Exchange 
Rate. It also covers production growth and 
employment along time periods (since it reflects 
economy growth) and short term variations which 
constitutes business cycle. [10] [11] [12] 
 
In spite of the big contrast between macro and micro-
economy, there is no conflict between them. Macro-
economy is just the aggregation of markets. The 
difference stays mainly in the focus and presentation. 
The scientific study of how to define, explain, 
anticipate economic phenomena using formalized 
tools to asses, model and structure information is 
named Econometrics. 
Among main projects in the area, it worth to mention 
LINK project. It actually includes almost 80models 
representing a total of 73 national economies and 7 
regional aggregation. One of them is the Wharton-
UAM model. It defines about 30000 study variables. 
[13] [14] [15] 
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Some other tools and models are used un macro-
economics field, mainly related to the evaluation of 
politics effects and some future projections. There are 
also certain regional models used by public entities 
from government or not, to make projections. Among 
them are XS21 model family, EDGE models 
(Stochastic General Equilibrium), ARIMA (Auto-
Regressive Integrated Moving Average), REM (Run 
time Execution Monitoring), ARMA (Autoregressive 
moving average), etc. [16] [17] [18] 
Macro-economic variables are defined in HERCULES 
to cover several kinds of analysis. All of them feed an 
internal module that selects important variables and 
models for the actual query to be solved. Typically 
selected variables are the ones that represent basic 
national equations, such as: GDP (Gross Domestic 
Product), C (Private consumption),  G (public 
consumption),  I (Internal Gross Investment, private or 
public) , X (Goods and services export), M (Goods 
and services Import). Other equally important are 
accounts related to Balance of Payments, Money 
Aggregates, Price variations, and Commercial 
exchange rates.  
Due mentioned variables and their components are 
usually used for temporal series extraction, 
HERCULES design includes them along with 
additional ones as they result related with the problem.  
It is important to note that the result is derived from a 
set of previously known rules that model knowledge 
about database content and usage in every similar 
case. Data is updated periodically to improve 
precision. [19] [20] [21] 

Other complementary perspective is the micro-
economy. In this context specific metallurgy 
enterprises that are quoted companies (in Argentina 
Acindar, Siderar  and Aluar). They were elicited 
because they are the most important at the present. 
Related information was extracted from trustworthy 
sources. Sales, production amount, statement of 
financial position, stock are variables considered here. 
All this information is required to be able to perform a 
deep analysis of the enterprise. All these variables 
derive in a big set of data useful to cross information, 
infer external changes and business cycle. From the 
resulting analysis a numeric and nominal set of values 
are fed to an Expert System. 

 

5. Socio-Politics perspective variable                                

management 

 
The relationship between culture and socio-politics 
has been studied by sociology since its firsts stage as a 
discipline derived from industrial, economics, 
sociology and politics changes in the last century 
[22][23][24]. Society structures reflect consolidation 
of such relation, making them relevant for socio-
economics assesment of a region, country or sector. 
There is a deep link between culture (values, beliefs, 
attitudes, regulations, etc.) and socio-economics 

development. (1) It has been observed also that social 
matter is crucial in determining enterprise 
performance [25] .  
Henceforward, to relate economy with social sciences 
is a  subjective, relative, complex and comparative 
concept that becomes one of the key recurrent social 
science topics. (2) 
next there is a brief description of the considered 
variables in this field: 
a) demographic variables: a preliminary study was 
performed with classic demographic variables. The 
provide information about regional context for the 
enterprise. To betray specific data for every case 
study, public well known source are referred. For 
instance, every State has a statistic center that 
promulgates official evaluations. In several cases there 
are also private entities that are good alternatives.  
 
b) Socio-economics variables: this kind of variables 
are defined for addressing coverage issues. The first 
obstacle is to provide data faithfulness and credibility. 
Most of the studies and papers are written by 
sociologist and epidemiologist (3) (3). That biases the 
focus on, shifting the approaches in a way not totally 
compatible with an automatic processing software 
device. 
 
c) Socio-politics variables: every variable is analyzed 
to split it into several measurable indicators. A good 
number of these indicators are covered by macro-
economics, micro-economics and socio-economics 
variables. This point of view also focuses on the 
governability and legal security or each region, 
considering precedents. 
   
In a general sense, variable are a demonstration of 
models built over reality. For instance, the human 
development index has been extended to cover several 
welfare extra topics. It can be measured as a collection 
of economics and sociologics indexes developed by 
United Nations Development Program(PNUD)(4). 
Particularly, human development index (HDI) is based 
on the individual income, health (life expectation) and 
culture (literacy and elementary, high school and 
university student attendance rates).                                                                              
 
Variables are collected, protocoled and uploaded into 
the prototype. Data are organized into a set of tables 
and are pre-processed according to actual 
requirements to get them able to be processed by DM. 
This module also may perform conversions to 
different formats and a set of precoded adaptations. 
 
Once prepared and converted, exploratory analysis is 
performed and the resulting data is used to feed the 
IES and get the best interaction and behavioral model. 
It is important to note that typically the classical 
variables in this field lack of a  probed model for 
integrate them into an equation. 

            6. Actual implementation status  
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The user interface for input data and configure 
variables are implemented as long with adaptation 
modules, database and the IES with a few rules. 
Actually the full set of rules are being deployed to 
model DM initial results. Rules have been developed 
for modeling part of macro-economy, micro-economy 
and socio-politics.  

             7. Conclusion and future work 

 
HERCULES prototype has been presented, its overall 
design and main architectural characteristics. It 
remains to study  self tuning approach of internal 
working parameters and further open and restricted 
queries. Alternates pending to be covered are problem 
automatic break down into several subproblems, 
Expert systems full adjustment and results GUI. 
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OPTICALLY TUNINGTC IN ANY

SUPERCONDUCTOR

S.Curatolo
**

CZT Inc. Lawrence Kansas 66044 USA

Abstract

The Excitonic Enhancement Mechanism [1]

has been demonstrated theoretically and

experimentally by CZT Inc. as the theory for

superconductivity in hole carrier systems

like YBCO and BISCCO[5][6], and novel

ones like boron doped silicon[ and [2][3][4],

because excitons are like hydrogen atoms

and possess excited energy levels, these

Cooper pair exchange particles can be

excited by suitable incoherent infrared light

[5][6], resulting in large enhancement of the

superconductivity-transition temperature

[5][6]. It has been shown experimentally

that EEM Tc enhancement for bulk and thin

film YBCO, with optimum YBCO bulk

system, and by observing the diamagnetism

before and after IR light was applied, that

the transition temperature increased ~80°K,

from exactly as predicted by the EEM

theory [5][6]. These original measurements

were independently verified on an oxygen

deficient YBCO thin film (dirty

superconductor-bose-eintein condensate) by

measuring the transition temperature using

AC voltage versus temperature measurement

before and after IR light was applied. The

transition temperature was independently

verified to increase by ~17°K, from 69.5°K

to 86.5°K [5]. Because, the increase in Tc

has been shown to be exactly as the value

calculated by the EEM theory [6], it makes

the EEM theory an invaluable tool for

studying and predicting Tc enhancement in

any cuprate based HTS with incoherent IR

stimulation [5]. As a result of these

experimental confirmations in YBCO, in

**
Corresponding author: Susana Curatolo, President

CZT Inc. cztinc@hughes.net

this study we use EEM to predict and

compare Tc enhancement in 8-PHASES of

TBCCO and Hg-TBCCO and Pb-Sr-

TBCCO-HTS-(TBCCO-2122,2212,2213,

and 2223,1212,1223,1234,1245) against the

proven YBCO with EEM. Since High-

critical-temperature (HTc) superconductors

like TBBCO, have important applications in

many electronic and electrical devices due to

no-resistance, low energy loss, exclusion of

magnetic fields and special quantum

electronic characteristics like the Josephson

effect, this study shows an enhanced Tc of

Near Room Temperature for all TBCCO 4

phases and for Hg-TBCCO. The

observations of data behavior near the Dirty

Limit are of much importance to the

shortcomings of the SI phase. This result

points to the ability to bridge the gap of the

obvious well known limitations of Tl-Cu-

based-HTS. A Near-Room Temperature

TBBCO will enable the less-optimum thin

film processes to be available affording a

more economical superconductor with

higher Tc performance and less power

demand, having more phase stability, easier

manufacturability and wider applications.

1. Introduction

Superconducting systems that are hole carriers

and considered to be BCS like boron doped

silicon [4], are in fact EEM-Excitonic

Enhancement Mechanism, as their charge

carriers are predominantly , and

both have an empty s-state conduction band

above the valence p-band. Their relatively low

Tc values, according to EEM, were a result of

smaller band gap and excitonic binding energies.

These latter systems have some common features

with the Cuprates, such as their charge carriers

are mainly ‘p’ orbital valence band holes, and

that their conduction band is an empty ‘s’ orbital

state. It is worthy to note that the main reasons

pointed to their differences are first, the

substantially higher Tc value for some cuprates,

and secondly, the presence of the‘d’ orbitals in

cuprates, which is absent in the other systems. In

the cuprates, it has been found also that the

superconducting Tc value is correlated to the

number of CuO
2
layers in its crystal structure,

with a maximum reached at 3 layers. On top of
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this feature,

The Excitonic Enhancement Mechanism

or EEM [1] for the cuprates, also possesses these

features [9]. Bismuth and thallium

superconducting cuprates with structures related

to the Aurivillius family of oxides with Tc’s in

the 100K region also possess these features.

Thallium cuprates of the Tl-Ba-Cu-O-

2122,2212,2213,2223 systems show Tc onset in

the 100-120K region, with resistivity

susceptibility behavior as high as 130K for Tl-

Ba-Cu-O-2223(optimum thin film) sample[10].

The basic EEM is based on a two band model,

with a partially filled valence ‘p’ band, and an

empty ‘s’ conduction band, separated by a

positive band gap G. In fact this theory model is

satisfied by the actual band structures of all the

above-mentioned novel superconductors. Apart

from Tc, the EEM model also predicts other

novel properties in both the normal and

superconducting phases, such as the sign

changes that were observed in the mixed-state

quantum Hall effect [10], and the thermal

electric power [11].It has already been

determined experimentally and theoretically that

this specific geometric model of EEM is able to

produce the following properties known to be

associated with cuprates like YBCO[1][6] and

now to other cuprates Tl-Ba-Cu-O-2122, 2212,

2213, 2223,1212, 1223, 1234, 124 5. First, Tc

correlation to carrier density and the number of

CuO
2
layers [1][6], as mentioned earlier. It is,

therefore, our intention in this paper to predict

that the presence of excitons in Thallium based

cuprate HTS behavior and that it is the same

pattern as YBCO which was proven

experimentally[5][6]. The exciton contribution

to superconductivity has been verified

experimentally through infrared light irradiation

[5] [6]. I present the analysis and calculation for

the TBCCO system using the EEM YBCO

model which predicts an enhancement to near

room temperature for some of the TBCCO

systems. I explain the positive consequences of

the enhancement in terms of the system’s known

phase instabilities in the deficient range, the

dirty limit and in the dirty range before system

collapse.

2.Theoretical analysis and calculation

of TBCCO using EEMTheory

Our earlier work provided detailed discussion of

the EEM Theory [5] [6] [1], particularly the two

dimensional model [1] [5] [6] developed

specifically for the cuprate systems. Since EEM

has been proven for YBCO system theoretically

and experimentally [1] [5] [6], and the aim of the

current paper is to use this theory’s validity for

YBCO and apply it to the TBCCO system,

including Hg-TBCCOs and Pb-Sr-TBCCOs. The

implications from the behavior to BCS will be

discussed. We will discuss our complete analysis

based on the YBCO model, and calculate the TCU

enhancement for the various TBCCO systems.

All in all, we consider 19 superconductors using

their optimum and deficient published values [6]

[11] [12] [13] [14] [15] [16].This model is

transportable across HTS-Cuprates like BiSCCO

[5] [6], and theTl-Ba-Cu-O-2122, 2212, 2213,

2223, 1212, 1223, 1234, 1245 we are about to

present since they are based on the same cuprate-

geometry. The EEM theory is based essentially

on the dipolar interband interaction between an

intrinsic partially filled valence ‘p‘ band from the

Oxygen ions and the empty conduction ‘s ‘ band

of the Ba/Sr ions, which lay above the CuO
2

layer. Since excitons have excited levels similar

to phonons, we therefore expect that if a large

enough population of such excited excitons are

maintained, Tc can be enhanced [5][6]. So, the

renormalized band structure results as given in

reference [1] [5] [6]. The KEY Equations [1] [5]

[6] are used in this study to perform the

calculations and analysis on the TBCCO systems.

The excitons are stable if and only if, its binding

energy exceeds the thermal fluctuation energy,

which creates them in the first place. Should this

condition be satisfied, global formation of

localized excitons will occur in the structure,

quite similar to the phonon lattice. Because

excitons are Bosons, when coupled to the mobile

holes can replace the phonons in the BCS theory,

and lead to hole-hole Cooper pairing, thus

producing superconductivity [5] [6].

Consequently, to obtain Tc based on exchange of

excitons, we first obtain the exciton’s excitation

energy, [5] [6]], which is given by !
3
minus the

exciton binding energy to the lattice !! . It is

important to note that the excitonic binding to the

lattice vanishes along the cell diagonals. The

space average value of which is of order eV, and

is quite stable in the superconducting phase.

Hence the lateral thermal fluctuation that

destabilizes the bound exciton occurs in the

normal phase. Because the excitonic levels of the
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system are inside the band gap, it implies such

exciton is localized or bounded to the crystal

lattice. Hence, when the exciton is delocalized, it

will decompose into a free electron and a free

hole. Such a picture for the normal phase gives

raise to the two carrier’s model [5] [6].]This

bound excitonic excitation energy !! now

replaces the Debye phonon energy in the Cooper

pair BCS energy gap !
BCS

. Since the

superconducting Tc is directly proportional to the

BCS gap !
BCS

, it follows for the cuprate, Tc is

proportional to the exciton excitation energy. It is

precisely this feature that allows EEM to explain

the Tc dependence on the hole density[5][6]. The

photo-excitation necessary to excite the excitons

into the first excited level is of energy [5][6] of

!!
1
=
8

9
E
o
. Since, this photon energy is the

same for exciting the system from either above or

below Tc, as G
*
! 0 and !!

1
is of order 1 eV,

it follows the photon wavelength is much larger

than the crystal cell dimensions. Hence when we

pump the system with such IR photons [5][6], the

populated electrons with the highest energy level

are excited. There is a difference where these

electrons are located depending on the system’s

physical phase. Given that the proportionality of

Tc on the exchange exciton excitation energy

!!
1
and assuming J and N

F

*
remain relatively

constant, we can estimate the enhancement of Tc

to Tc* from the ratio[5][6] of
T
c

*

T
c

!
!"

1

!"
. It

follows that, how much Tc is enhanced to Tc*

depends critically on the sample’s original Tc

value obtained from experimental sources for our

study, because Tc of the sample is dependent on

the ‘p’ hole density n [5][6], through the

excitonic excitation energy shown here [5][6]

!! , with E
o
as optimum excitonic ground state

binding energy [5] given as E
o
!
16Rm*

"
2

n
o

2
.

In our previous work in YBCO [1][5][6], the

!
o( )
= 2.07 eV " 2E

o
. .So, in order to

prepare at this point, to perform TBCCO Tc

enhancement calculations and compare against

our previous and proven study of infrared light

enhancement on YBCO [5][6] on the critical

temperature, namely Tc*, we consider two

separate cases. These two cases Optimum and

Deficient will govern the subsequent calculations

for TBCCO exactly, we just use the

corresponding Tc to the corresponding

superconductor. First, with the optimum YBCO

sample [5][6], and the optimum TBCCO sample,

and n = n
o
, then

Tc * n
o( )
HTS

OPT

= optTc !

26

9
"
# " 2
#

18

13

$
%&

'
()

4

#

= optTc * ,

and we get, regardless of system and phase:

HTS
OPT

T
c

*

T
c

!
!"

1

!"
= 1.870967742 . For

YBCO
OPT

!" = 0.1 we obtained a maximum

enhancement of ~90% of Tc[5][6], see Fig.2,

and Fig.1 for NOS Tc behavior only. The Second

case (see Fig.1): For the O2-deficient range

(BoxII), Dirty Limit(DL) and Dirty(BoxIII),

(dirty-HTS = maximal-defects-BCS like) YBCO-

defTc = 70
!

K [5][6] and for the O2-deficient

TBCCOs see Fig.1. Now need to find the oxygen

deficient factor !" #
n
o
$ n( )

n
o

for EACH of

these samples. First. !" is obtained from our

equation using the values for optTc and defTc

from the sources obtained for each

superconducting system

[6][10][11][12][13][14][15][16],and-by-

comparing T
c
n( ) to T

c
n
o

( ) -that is, defTc to

optTc, and solving for !" we get all the

corresponding values listed in Table.1.( See

Fig.1). Then substituting !" into E
o
[1][5][6],

we obtain

T
c
* n( )

T
c
n
o

( )
=

2 ! "#( )
2

+
8

9
1! "#( )

2

!
$ ! 2
$

4

2 ! "#( )
2

+
8

9
1! "#( )

2

%

&
''

(
'
'

)

*
''

+
'
'

4

$

.

Thus, using this equation [1][5][6] we get !"

for all 19 superconductors. Fig.1a&1b shows

that NOS Tc behavior for under-doped and over-

doped sample conditions, and they are mirror-

images. BoxI-II&III are the same for - !" .

Figure.2.compares NOS-&-OS Tc Enhancement

ratios vs !" , and we clearly observe the
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linearization under OS conditions, following

the same pattern observed for the YBCO system

and BISCCO[1][5][6], and that for ovedoping it

is a mirro-image. In fact, the non-coherent-

infrared light(not a laser)[5][6] is able to

stimulate Tc enhancement even when sample is

under-doped or over-doped in BoxII and DL,

enhancing Tc ! 20% within BoxII, < 20%

within DL(dirty limit: underdoped or

overdoped), and losing enhancement in BoxIII.

Because we have normalized by dividing over

optTc, Fig2a,b is universal for all cuprates!

Then,

Tc
DL

!
" Tc

DEF (#$=0.38to0.53)

!
" Tc

MID(#$=0.1to0.38)

!
" Tc

OPT (#$=0to0.1)

!

Tc
DL(#$=%0.53to%0.57)

!
" Tc

MID(#$=%0.1to%0.38)

!
" Tc

OPT (#$=0to%0.1)

!

Fig.1.a Mirror-Image NOS Tc behavior vs !"

Fig.1.b NOS Tc Behavior vs !"

oxygen deficiency ratio
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Fig.3 Phase diagram showing the under-doped and

over-doped regions of various Cuprate systems[1]

Summary Discussion and
Conclusions

NOS Behavior In Fig.1 a & b, we start first

with the Tc vs !" I-II-III. This plot is intended

to show the behavior of Tc for the standard
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normalized for optimum at !" = 0.0-0.1 (Box

I), under doped and over doped deficient range :

!" ± =0.38-0.5-0.53 (Box II), dirty limit range

: !" ± = 0.53-0.57 (DL) , dirty range : !" ± =

0.57-0.7. This curve is also valid for over-doping

(-!" ). So the shape is the same, but a mirror

image from 0.0. The Tc values are for highest

and lowest for each range, for the Tc and defTc

values from the literature sources consulted. We

can observe in Fig.(1) very clearly the non-

enhanced [high,low] limits of Tc for each range.

For Box-I : 138°K,80°K-137°K,79.5°K; Box-II :

112°K,70°K-118°K,95°K; 118°K,95°K < DL <

109°K.70°K; Box III > 109°K,70°K . The

defTc/optTc vs !" in Fig.2a,b demonstrate the

Tc behavior deficient/optimum ratio versus

sample oxygen deficiency ratio. For Box I the

ratio is between 0.98-1.0, for BoxII the ratio is

between 0.775-0.875, for DL the ratio is between

0.845-0.825, and for BoxIII the ratio is 0.815-

0.775. Notice the splitting at !" = 0.5-0.53

where the deficient range ends and the Dirty

Limit begins. This is critical because it is where

we observe SI (superconductor-insulator phase)

behavior causing Tc to drop for both underdoped

and over-doped. It is an area where the material

behaves like a BCS-Bose-Einstein Condensate,

and superconductivity is lost, particularly true

for metal-insulator type metal oxides. Oxides are

perceived in the industry as having inherent

unstable nature[12]. There are manufacturing

issues too, intrinsic local stoichometric -defects

arise in HTS from the insertion of cations in the

wrong layer and defects of the oxygen sublattice,

forcing manufacturing to adjust oxygen content

in compound-specific off stoichiometric ratio in

order to optimize the superconducting

properties[10]. This we shall see, is very much

mitigated using incoherent-Near-IR to achieve

superconductivity in the SI range as opposed to

far-IR-stimulated Cu-O plane[17].Over-doping

and Under-doping mirror each other based on

this method. The manufacturing advantage is

obvious from a production and quality control

point of view. OS Behavior No parameter

adjustments are necessary, for the cuprate

geometry of the band structure provides the

means for calculating the deficiency ratio and the

Tc*, given a Tc for that superconductor. The

incoherent IR ! is calculated based on equation

(29) of [5][6] . As excitons can be excited, they

can also be destroyed. To destroy the excitons

we irradiate them with incoherent-near-IR

photon of energy at least equal to E . For the

YBCO system, E is approximately 1 eV. Since

the natural relaxation of the excited state is

independent of the wavelength intensity, and Tc*

is wavelength intensity dependent, then the key

is to maintain equilibrium. Since the optical

dependent excitation rate and the density of

excited excitons are related to one another, and

with enough IR photons uniformly absorbed over

the entire surface of the HTS material film Tc* is

realized. since the superconducting Tc is directly

proportional to the BCS gap !
BCS

, it follows

for the cuprate sytem, that Tc is proportional to

the exciton excitation energy [5][6]. So, the

defTc*/optTc ratios against the oxygen

deficiency ratio !" show basically a linear

relationship. For BoxI the ratio is between 1.7-

1.85-0.98, for BoxII the ratio is between 1.25-

0.98, for DL the ratio is between 0.92-0.82, and

for BoxIII the ratio is 0.82-0.73. The difference

in ratios between NOS defTc/optTc and OS

defTc*/optc is on the order of a factor of 2 BoxI,

whereas the difference is about 1.5 for BoxII,

and it drops to 1.25 for DL and the difference in

ratios for Box-III is 0.9 where the Tc* is below

Tc. This indicates that the enhancement responds

within the predicted enhanced limits and the

proportionality of the enhancement to the exciton

energy. The difference between NOS and OS

ratios for the different !" ranges can be clearly

seen in that the OS linearizes the response and

we have the corresponding enhancements of

20% for def under-doped and over-doped, 10%

for DL under-doped and over-doped as opposed

to 90% for the optimum. These represent a

significant broadening of the phase diagram of

the experimental data sources seen in Fig.3 by as

much as n
o
(1± 0.89) , and thereby exceeding

the industrial averages substantially. We seek

industrial deployment of these films given the

obvious advantages in the SI as compared to

literature.
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ABSTRACT 

 

Wear tests were developed in two different equipments, designed by Tribology group UAM A in Mexico under the 

standards ASTM G-65 to dry conditions and ASTM G-105 to wet conditions. Because the standards use different 

parameters, it was necessary to equal these for both tests, as: load, sliding distance, lineal velocity in the contact 

point, particle size and hardness of the wheel. Steel used in this paper is employed in machine’s components. With 

the objective of observing the benefit of boriding process on the AISI 8620 steel, was carried out the comparison of 

this steel with the basic material and the same with the boriding process. The wear rate is significantly less in wet 

condition than in dry condition; this for the reason that the water acts as a lubricant or refrigerant and hide the 

abrasion mechanisms. The surface of the boriding sample is very hard and consequently with little loss of the mass; 

to both tests presented a good behavior to abrasion. 

 

Key words: Abrasive wear, dry abrasion, wet abrasion, boriding. 

 

INTRODUCTION 

 

Abrasive wear is the result of three mechanisms; 

ploughing, cutting or wedge forming; this phenomenon 

occurs when hard asperities or abrasive particles, 

presents an sliding process and interacts with a 

surface.[1-2]. Wear by abrasion is approximately 50% of 

all wear in industry; due to the interaction at least by two 

bodies and in many occasions also the presence of a 

fluid. For this reason, the tests has been evaluated in dry 

and wet conditions. The standard ASTM G-65 with the 

title “Standard test method for measuring abrasion using 

the dry sand/rubber wheel apparatus”; where it describes 

the configuration and establishes the operation 

parameters of the tribometer in dry condition.  On other 

hand, with respect to the test under wet condition is 

described by the standard ASTM G-105, with the title 

“Standard test method for conducting wet sand/rubber 

wheel abrasion test”. When the operation parameters 

have been similars, is possible to make a comparison 

between both tribosystems. 

 

AISI 8620 steel is a hardenable nickel-chromium-

molybdenum low alloy steel; used widely in machine’s 

components. Admit different surface treatment and 

forming process; such as, carburizing, tempering, 

forming, welding, boriding, etc.[3]. Thermal hardening 

is produced by heating a material, followed by a rapid 

quenching in oil or water. With this operation, the 

surface of the sample has been hardened. There are five 

used methods to heating the steel; by electrical  

 

 

induction, resistance, flame, laser and electron beam. 

[4,5]. The boriding process is a thermochemical 

treatment, when the boron is diffused in a metallic 

surface, but this process can also be applied to 

nonferrous metals such as nickel, cobalt alloys and -

refractory metals. This can carried out in pack, liquid, or 

gas; with a temperature between 900 and 1100°C; The 

boriding steel exhibit extremely high hardness, 

commonly from 1500 to 2300HV, obtaining a thin layer 

between 50 to 150µm.  The morphology of boriding 

layer formed on iron has two types: a superior layer FeB 

and an inferior layer Fe2B. The second layer is 

distributed principally in the grain boundary. Both 

present similar orientation and they have structural 

characteristics in columns towards to surface [4,6].  

 

EXPERIMENTAL PROCESS  

 

Material preparation  
There were three groups of test specimens in AISI 8620 

steel; base, thermal hardening and boriding. The first 

group didn’t have any process; there were cut from a bar 

into rectangular shape, 25.4mm wide by 57.2mm long 

by 12.5mm thick. The dimensions are equal to all 

specimens.   
Thermal hardening was processed by induction at 

900°C, during 30 minutes with a nitrogen flow at 

10ft
3
/hr and quenching in oil. After this, was realized a 

tempered treatment at 200°C, during 2 hours.  
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Boriding process was made by a salt bath, where the 

specimens were placed into a pot and covered by boron 

salt; this complex was heat up to 950°C, during four 

hours. Hardness after this process is 850 HV with a load 

100gf, during 10s. 

 

Abrasive wear tests 

The tribometers have been developed by group in UAM 

A, by agreement to standards. Figure 1 shows both type 

of the machines in schematic form. This equipment was 

used to study the abrasive wear behavior in dry and wet 

conditions. The next parameters were used to both tests. 

The abrasive that was used in this work, is called grain 

quartz sand with size 230-270µm. Load used 200N 

between wheel and specimen. Sliding distance of 

5586m. With a rotation speed from 250 to 250rpm. Dry 

test required a flow of abrasive from 0.3 to 0.4 Kg/min; 

by other hand, wet test used a mixture of 1.5kg. of 

abrasive and 0.940 Kg. of water. Before having started 

the tests, the specimens were cleaned and weighed by a 

analytical balance whit a accuracy of 0.0001g. During 

the entire test there were 5 times to weigh the difference 

of the mass. 

 

 
 

 

Fig. 1 Schematic of the tribometers. a) under wet 

          condition; b) under dry condition. 

 

 

RESULTS 

 

The structure of AISI 8620 after hardness, it’s shown in 

figure 2, through a metallurgical preparation for 

transversal section with a nital reactive (2%) during 6 

seconds. Where it has presented a hardness of 400HV; 

with a load 100gf during 10s. 

 

         

  
 

        Fig. 2: Micrograph of 8620 steel quenched and  

                    tempered. 

 

The morphology of boriding layer formed by iron has 

two layers types: a superior layer made by FeB and an 

inferior layer made by Fe2B. The second layer is 

distributed principally in the grain boundary. Both of 

them, present similar orientation and they have a 

structural characteristic in columns towards the surface. 

A metallography in cross section is realised with a 

chemical reactive (nital 2%) during 6 seconds, it is 

shown in figure 3. 

 

 

 

 
         Fig. 3: Micrograph of boriding steel 8620. 

 

 

 

 

It is shown the evolution of hardness curve obtained 

with this process, as shown in figure 4. In comparison 

with the literature date, this material is very soft, due the 

sample have had a heat treatment after boriding. 
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     Fig 4. Hardness profile for boriding steel  8620. 

 

Pictures 5 show wear scars obtained with metallic 

specimen for all steels: base (a), heat treatment (b) and 

boriding (c).  

 

 

 
 

Figure 5: Wear abrasive scars for both conditions. 

 

Abrasion behaviour of boriding steel AISI 8620 for both 

conditions presents a higher abrasion resistance, as 

shown in figure 6. It’s possible to note a benefit with 

thermal treatment. 

 

 

 
 

   Fig 6. Comparison of behaviour for both wear test  

              condition. 

 

In wet conditions, effect is less severe than those 

measured for dry condition. This result is explained 

because in the aqueous tribosystem is formed a water 

film protection. By consequence, that induce firstly, a 

difficulty of penetration for abrasive silica sand particles 

and secondly, an easier slide for sample on metallic 

surface. For this reason, scars wear are less severe. 

 

 

CONCLUSIONS 

 

On the basis of the result obtained, it is possible to note 

that: 

• Wear behaviour for a metallic material is 

modified with a change of its superficial 

structure. It has been clearly shown this relation 

in this work. In this study, it has been shown 

steel behaviours obtained by different surface 

treatments in function of structure. 

 

• It  has been  hierarchised the wear resistance 

property of AISI 8620 steel in this order:  

              1) AISI 8620 steel base as the less resistant 

              2) AISI 8620 steel hardened by quenched and   

                  tempered 

              3) AISI 8620 borided as the most resistant  

                   treatment  

 

• The borided 8620 steel has excellent properties 

for both conditions of test, but it obtains better 

results in wet conditions. So it’s possible to 

establish that borided steel is a useful tool to 

work in this kind of conditions and resistance 

against wear. 
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ABSTRACT

Precise dry cutting experiment was done on Austempered

Ductile Iron (ADI) with CC650 ceramic cutting tools. A

tri-axial piezoelectric dynamometer coupled to a

multi-channel charge-amplifier was used to measure and
acquire the cutting forces. The effects of cutting parameters

on the main cutting force were analyzed separately by
means of the Orthogonal test and the Fuzzy logic tool in
Matlab Toolboxes, including optmizing the cutting

parameters and establishing the empirical formulae of the

cutting forces. Further exploration was done on the chip

shapes as cutting parameters varies. The results showed that:
the depth of cut had the main influence on cutting force

followed by feed rate and cutting speed in turn. Cutting

force fluctuated by the formation and fracture of the erratic
built up edge (BUE) as cutting speed increased, decreasd as

BUE grew and increased when it disappeared, almost

keeping constant finally. Cutting force increased linearly
with the growth of depth of cut and feed rate. The chip
shape was mainly determined by cutting speed and feed rate,

turnning from crack-like and C-shaped chips to coiled chip

with increasing of cutting speed, while varying from coiled

chip to C-shaped and rewind chip as feed rate increased.

Keywords: Austempered Ductile Iron (ADI), Cutting

parameters, Cutting force, Chip shape

1. INTRODUCTION

Austempered Ductile Iron (ADI) can obtain excellent
synthesis mechanical property attributed to its unique

microstructure consisting of high carbon austenite and ferrite,

due to the application of austempering heat treatment. ADI

has became one of the most concerned hot material and
technology in 21st century.

A lot of studies have been done to investigate the machining

of ADI. Panasiewicz [1] investigated that machine spindle
made by ADI has worse mechanical property than that made

by common iron. Chang [2] from Advanced Technology

Center in Michigan of USA further studied that the bad

mechanical property is attribute to the retained austenite in
the microstructure, and it changed into the martensite which
decreased mechanical property when cutting force exerted

on ADI. This point was also approved by four researchers
Gundlach, Pashby, Berry and Seah.

Chen Ping and Keishima [3,4] from Japan studied

high-speed machining of ADI, discussed the materials and

cutting characteristic of a series of cutting tools, and figured

out that the cemented carbide tool was not fit for cutting

ADI materials, and ceramic and CBN tool was not sensitive

to cutting speed.
K.Katuku [5] investigated the wear, cutting forces and chip

characteristics when dry turning ASTM Grade 2

austempered ductile iron with PCBN cutting tools under
finishing condition (depth of cut: 0.2 mm; feed rate: 0.05

mm/r; cutting speed: 50~80 m/min), pointed out that flank
wear and crater wear were the main wear modes within the

range of cutting speeds, abrasion wear and thermally
activated wear were the main wear mechanisms.

Hongtao Zhang [6] did cutting force experiment with four

kinds of polycrystalline cubic boron nitride compact tools on

ADI for the purpose of getting the curves of cutting force,
friction force and friction coefficient when changing cutting

speed (depth of cut: 0.3 mm; feed rate: 0.16 mm/r; cutting

speed: 57, 89, 141 m/min). They observed that the friction
force and friction coefficient of low-content CBN compact

were smaller than those of high-content CBN compact and

those of the ceramic binder compact were smaller than those
of the metallic binder compact. The PCBN tools was not suit
for cutting ADI with massive Al in the binders, since the

friction force and friction coefficient unceasingly increased

along with the speeding up of the cutting.

This paper will focus on experimental studies of cutting
forces and chip shape of ADI with ceramic tool under

finishing condition, establish the empirical formulae

between cutting parameters and cutting forces, optimize
cutting parameters, discuss the influence of cutting

parameters on cutting forces and observe the chip shape

with the changing of cutting parameters.

2. CUTTING EXPERIMENT

The Preparation and Performance of Experiment

Materials

All the experiment material were made in the CSR Qishuyan

Locomotive & Rolling Stock Technology Research Institute.
The Ductile Iron used in this experiment was prepared in the

form of cylindrical barrel with Φ600mm×400mm. The

chemical composition(mass percent) of ADI before the

austempering treatment is given in Table 1. The heat
treatment schedule involved Austenitizing at 890 for 

120min followed by Austempering in NaNO3 salt bath at 350

for 6 0min. Microstructure consisting of ferrite needles
and stringer-like retained austenite can be seen with the help

of Electron Microscope(EM). The mechanical behavior of

ADI material are listed in Table 2.
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Table 1 chemical composition of ductile iron [wt.%]

chemical elements wt.%

C 3.6
Si 2.85

Mn  0.3

P  0.1

S  0.03

Mg !0.02

Re !0.02

Al  0.05

Ti  0.004

Cu 0.6
Mo 0.3
Cr 0.1

Table 2 mechanical properties of ADI

mechanical properties of ADI

Tensile strength(MPa) 1395
Yield strength(MPa) 900

Elongation(%) 2.75
Compact ductility ( J/cm

2
) 35

Hardness(HRC) 42

Comparison was done on ductile iron before and after

austempering heat treatment by metallographic test. Fig.1
and Fig.2 showed that graphite morphology had hardly any
difference, while the microstructure consisting of ferrite

needle and stringer-like retained austenite from crude

mixture by ferrite, pearlite and austenite.

(a) graphite morphology of cast iron (b) microstructure of cast iron

Fig.1 the metallographic picture of ductile iron 100 ×

(a) graphite morphology of ADI (b) microstructure of ADI

Fig.2 the metallographic picture of austempering ductile iron 100 ×

Experiment Method

This cutting experiment was conducted on a CA6140 lathe.
The cutting tool adopted was CC650, a mixed alumina

(Al2O3)-based ceramic with titanium carbide (TiC).

According to ISO standard, the tool was designated as
SNGA 120408, square (manufacturer: Sandvik). The cutting

tool geometry was listed as follow: rake angle, γ0=-6°; flank

angle, αo=6°; inclination angle, λs=-4°; cutting edge angle,

κr=75°; minor cutting edge angle, κr’=15°; the corner radius
rε=0.8mm, land width of first face br1×γ01=0.1mm×(-26°). A

data acquisition system (Fig.3) made up of Kistler 9257B

dynamometer, charge-amplifier, Kistler9403 tool holder and

PC was used to measure and acquire the cutting forces.

Multi-factors method was taken in this experiment with

cutting parameters selected as below: factor A, cutting speed
vc=81.6, 163.4, 261.4m/min; factor B, feed rate f=0.08, 0.12,

0.16mm/r; factor C, depth of cut ap=0.05, 0.1, 0.15mm.

Measure the cutting forces as much as possible and take the

mean value for the purpose of reducing the experimental
error. Analysis went on with the help of orthogonal test and

the Fuzzy logic tool in Matlab Toolboxes.

Fig.3 data Acquisition System of cutting forces

3. RESULTS AND DISCUSSION

Empirical formulae of the cutting forces
Cutting parameters also had cooperated effect on cutting

forces besides acted separately. An interacted-orthogonal
table was used to compute the data measured, with results

shown that comparison of F value with marginal value

revealed the high-significance of cutting speed, feed rate and
depth of cut and significance of cross-action of A "×B B×C.

The depth of cut had the main influence on cutting force

followed by feed rate, cutting speed in turn. The cutting

parameters were recommended as below with the
consideration of K value in such experimental condition,

productive efficiency and tool life when cutting ADI under
finishing condition: cutting speed, 163.4m/min; feed rate,
0.16mm/r; depth of cut, 0.15mm.

Two types of empirical formulae can be chosen to calculate

cutting forces practically, (1) exponential formula; (2)

calculating cutting force by unit. Empirical formulae are
shown in Table 3, involving three components of forces:

main cutting force Fc(Fz); radial thrust force Fp(Fy); axial

thrust force Ff(Fx).

Table 3 Empirical formulae of ADI

Table 3 illuminated that cutting forces increased with the

growth of depth of cut and feed rate as a result of those

positive exponents, decreased with the increase of cutting
speed for its negative exponent. The depth of cut had

greater influence than feed rate did for depth of cut had
bigger exponent, which was in accord with the results of
orthogonal test.

Comparing with the results of [7] which cut hardened and

cutting forces empirical formulae

main cutting force Fc(Fz ) 3401.04099.04384.0
67.10573 −

= vfaF pc

radial thrust force Fp(Fy) 2433.02444.03519.0
82.9547 −

= vfaF pp

axial thrust force Ff(Fx) 6472.01804.06544.0
02.2254

−

= vfaF pf
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tempered steel with cemented carbide tool, it showed the

similarity between hardened and tempered steel and ADI

that cutting forces increased as depth of cut and feed rate
grew with their positive exponents, decreased with

increasing of cutting speed owing to the negative exponent.

Influence of cutting speed on cutting force

A single-factor experiment was established to further

explore the influence of cutting speed on cutting forces:
feed rate f=0.12mm/r; depth of cut ap=0.2mm; cutting speed

vc=40, 45, 50, 70, 90, 120, 150, 180, 200, 250, 280m/min.
Fig.4 is the curve of cutting force Fc against cutting speed vc

with the corresponding chip shape pictures.

Fig.5(a), (b) presented that cutting force nearly linearly

increased with growth of depth of cut and feed rate which

determined the width and thickness of chip separately. The
workpiece (austempering at 350 for 1h) consisting of 

ferrite needle and stringer-like retained austenite had

stability in both thermodynamics and dynam. There was no

martensite produced when cutting ADI, which had identical
views with [9]. Fig.5(c) showed the three-dimensional

surface of relationship between feed rate, depth of cut and

cutting force as modeled by the fuzzy logic. Cutting force
increased at some rate with increasing depth of cut, while at
a slower rate with growth of feed rate.

Fig.4 Curve of cutting force Fc against cutting speed vc (f=0.12mm/r, ap=0.2mm)

Fig.4 indicated that the main cutting force decreased with

increasing cutting speed up to a speed of about 50m/min. It

was the built up edge (BUE) formed on the cutting edge
that makes the tool have bigger real rake angle and lessen

the chip deformation. The deforming coefficient would be

smaller with growth of cutting speed. The BUE reached the
peak till a speed of 50m/min with minimal cutting force

about 139N, and the chip shape turned to be C-shaped.

Between speeds of 50 and 90m/min, it increased at some

rate for two reasons: (1). The rake angle returned with the
fracture of BUE as cutting speed increased, and augmented
chip deformation; (2). Interplay between strain hardening

and thermal softening brought higher hardness. The main

cutting force decreased at a low rate when cutting speed is
above 90m/min mainly because of heat in metal cutting.

The friction-coefficient between cutting tool and workpiece

fell with bigger shear angle Φ and smaller deformation
coefficient Λh. The chip shape turned to be highly coiled

chip from C-shaped chip gradually. Conformity can be

concluded after comparing with [8] which milled No. 45

steel with LT55 ceramic tool.

Influence of depth of cut and feed rate on cutting force
In order to further penetrate the influence of depth of cut

and feed rate on cutting force, experiment was conducted:

cutting speed vc=163.4 m/min; depth of cut ap=0.05, 0.1,

0.2 mm; feed rate f=0.08, 0.12, 0.16mm/r. Fig.5 showed the
relationship among depth of cut, feed rate and cutting force

Fc.

(a) depth of cut ap against cutting force Fc

(b) feed rate f against cutting force Fc
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(c) Three-dimensional graph describing the relationship among
feed rate, depth of cut and cutting force  (vc=163.4m/min)

Fig.5 Influence of depth of cut and feed rate on cutting force

Fig.6 showed the chip shape when cutting ADI with cutting
parameters tagged. Chip shape was mainly determined by

feed rate and cutting speed (Fig.4), and it turned from

highly coiled chip to C-shaped, rewind chips as feed of cut
increased, while varied from crack-like and C-shaped chips

to coiled chip with the increasing of cutting speed. Depth of

cut hardly had any effect on chip.

Fig.6 chip shape when cutting ADI (vc=163.4m/min)

4. CONCLUSIONS

(1) When cutting ADI with CC650 ceramic tool under

finishing condition, the depth of cut had the main influence

on cutting force followed by the feed of cut, cutting speed
in turn with recommended cutting parameters: depth of

cutting speed, 163.4m/min; feed rate, 0.16mm/r; depth of

cut, 0.15mm.

(2) Cutting force fluctuated by erratic built up edge (BUE)
as cutting speed increased, decreased as BUE formed
gradually and increased while it fractured, almost keeping

constant finally. Cutting force increased nearly linearly with

growth of depth of cut and feed rate.
(3) Chip shape was mainly determined by feed rate and

cutting speed, and it turned from highly coiled chip to

C-shaped, rewind chips with the increasing of feed of cut,

while varied from crack-like and C-shaped chips to coiled
chip as cutting speed increased.
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ABSTRACT

Because of difference of fuel component and quality in 

China, this paper discusses and analyzes the results of 

fuel quality and components and experiment in China. 

By using the ordinary fuel from HuaZhong and XiNan 

district, the engine CO2 HC NOx emissions are tested 

and the change of engine emission is studied when 

adjusting the advanced ignition angle suitably. Engine 

can operate smoothly and HC and NOx emission can be 

reduced when the advanced ignition angle is decreased 

properly against to the number of aromatic hydrocarbon 

of finished fuel which is higher partially such as in 

HuaZhong district.  

Keywords:  Fuel Quality; Vehicle Engine; Engine 

Emission; Advanced Ignition Angle  

1.  INTRODUCTION

The vehicle emission is gradually become one of the 

main air pollution in city. The components and amount 

of engine emissions are influenced by the fuel quality 

better or bad directly. Because of the differences of the 

crude oil components in refinery in China, the finished 

fuel is different from each other in every district. This 

paper researchs and studies the vehicle engine emission 

based on different fuel quality in China. And it is 

discussed to control and reduce the vehicle emissions 

by adjusting and changing the some engine parameter 

against to difference fuel quality and components[1-3,5].

According to investigating, the output of China 

Petrochemical Corporation and China National 

Petroleum Corporation is about 90% all of the finished 

fuel in China[2,3]. And because of difference of the 

refining technology and epurating process, there are 

some differences in fuel quality and components in 

different districts in China. Since analysis of the 

gasoline and fuel quality from some refinery or gas 

station in sixteen cities of 7 districts in China, we know 

that RON( research octane number) is up to the demand 

basically, but MON(motor octane number) about 20% 

in 93# is lower. The resistance violent index of fuel is 

not unsatisfied the Chinese Standard. And the alkene of 

finished fuel in China is rather higher than America and 

Japan about 30%~50% commonly and the number of 

sulfur in China is less and aromatic hydrocarbon and 
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benzene hydrocarbonis also are less than the importing 

fuel. So it is important to research and control the 

engine emission based on different fuel quality and 

component and it has been become a key problem how 

to adjust some engine performance and structure 

parameters and control combustion process so as to 

reducing engine emission. 

2. MATHEMATICAL MODELS AND 

ANALYSIS 

According to the characters and process of engine 

combustion, the . . - e indicates that the 

consumed percentage x of fuel burning along with time 

varying is [4]:

)(1 tfex                      (1) 
1

0

)( dtntf                     (2) 

mtk0                          (3) 

Where: n is proportion coefficient between molecule 

number of efficient reactive substance and molecule 

number of being in for reactive substance, is

relative density, m is index of fuel quality, is

proportion coefficient.   
0k

Then put the equation (3) in (2) and integral transform : 

1

1

0

0
1

)( mm t
m

k
dttnktf         (4) 

Where: . And put equation (4) into (1). 

Then:
0nkk

1

1
exp1 mt

m

k
x             (5) 

Commonlly the m=1.0-3.0 for gasoline engine[4]. 

According to experience we know that fuel don’t been 

burned completely. In generally if fuel above 99% is 

burned, it can been considered as complete burning. So 

the consumed percentage x of fuel burning along with 

time varying is: 

1)(908.6exp1 m

zt

t
x          (6) 

Where: the m is index of fuel quality; the is the 

presumptive continue time about burning process; the t 

is burning time; the

zt

zt
t

 is relative burning time. 

However, the relative burning time
zt
t

can be 

substituted with the relative ratio of crank angle
z

x
.

The x is a crank angle about burning continue time 

and 0x ; the is a crank angle; the 0 is

advanced ignition angle; the z is a crank angle about 

all burning process continue time.  

Then:

10 )(908.6exp1 m

z

x      (7) 

The quasi-experience equation about combustion 

velocity d

dx
 of gasoline engine is:  

m

zz

m

d

dx
)(

1
908.6 0

10 )(908.6exp m

z

      (8) 

Therefore, we can understand that the combustion 

velocity of gasoline engine is a function about fuel 

quality and advanced ignition angle and burning 

continue time or relative crank angle of burning 

continue time.  

According to above the equations, we can know that the 

combustion velocity of gasoline engine can result in the 

burning process directly. The fuel quality can effect on 

combustion velocity. Then the burning process can 

influence on engine emission and the number of 

pollutants[4,5]. So the fuel quality may be able to 

influence on engine emission. Therefore, we adjust and 

change some running parameters of gasoline engine 

suitably and then the burning velocity of engine can be 

changed and so that the engine emission can be reduced 

and controlled [6-12].
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3.  EXPERIMENT 

In order to researching the influence of engine emission 

based on different fuel quality, we have completed the 

experiments about engine combustion and emission by 

using the fuel from XiNan district and HuaZhong 

district in China. Analysis and discussion about 

influence of fuel quality on gasoline engine emission 

has been accomplished by changing and adjusting the 

advanced ignition angle suitably. We used the JL465Q 

series engine. Its engine displacement is 1.0 cc and 

compress ratio is 9.5:1. Exhaust analyzer is 

MEXA-324J. Exhaust testing instrument is BOSCH 

ETT855 and air-fuel ratio instrument is MEXA-110 .

The fuel is 93 gasoline from XiNan and HuaZhong 

districts. In the experiment, the engine rotation rate is 

from 850 to 3500 r/min (rated speed is 2200r/min). The 

intake temperature of engine is about 25-35  steadily. 

The cooling water temperature of engien is controlled 

in 85  and lubricant oil temperature is controlled in 

90 . The engine load is around 85%-100%.The 

experiment is completed within two group different 

parameter conditions against to the number of sulfur; 

alkene; aromatic hydrocarbon and benzene 

hydrocarbon of gasoline from the two different districts. 

We research the engine emission variety based on 

different fuel quality by adjusting some parameters of 

engine suitably. And we analyze and discess the change 

of exhaust number and the method of improving 

emission.

4.  RESULTS AND ANALYSIS 

In order to researching the influence of advanced 

ignition angle on engine emission based on fuel quality, 

we adjust advanced ignition angle suitably from 0=10°

to 0=15° in these experiments. The exhaust and 

emission change is shown in Figure1-3. Its number of 

aromatic hydrocarbon in HuaZhong district fuel is 

higher than in XiNan although its number of alkene in 

fuel is near to XiNan’s. And it is approximately the 

highest in China. For the Fig.1, we can know that the 

CO2 emission from burning fuel in HuaZhong is higher 

than in XiNan clearly, because aromatic hydrocarbon 

contains some benzene hydrocarbon in fuel from 

HuaZhong district and the number of aromatic 

hydrocarbon is higher than in XiNan district. When the 

advanced ignition angle is increased, the delay time of 

engine fire in combustion process is brought forward 

and the CO2 emission can be decreased partly. It is 

visible greatly in engine operation at 1500-3000r/min to 

the CO2 being reduced. Its CO2 emission number is near 

to the emission number of Xinan district in which 

aromatic hydrocarbon is lower. Therefore, the CO2

emission can be reduced when advanced ignition angle 

is increased suitably against to some fuel contained 

higher aromatic hydrocarbon. Shown from Fig.2-3, we 

can know that the HC is increased partially and NO x is 

partly decreased, when advanced ignition angle is 

augmented. There is a little discrepancy each other in 

the two districts. But the Pmax and rate of pressure rise 

is increased notably in acute burning stage, when 

advanced ignition angle is augmented and so that the 

engine works badly and engine operates no-smoothly.  

Because of higher octane number of aromatic 

hydrocarbon, the power consistency of fuel is higher. 

When the fuel contains higher aromatic hydrocarbon, it 

results gasoline engine easily in working badly and 

no-smoothly and in occurring operating vibration and 

noise acutely. For higher number of aromatic 

hydrocarbon fuel, when advanced ignition angle 0 is 

increased beyond to some value, the NOx emission of 

engine is decreased no-notably and changed slowly. But 

it becomes great bad and no-smooth prominently to 

engine working and running. It is shown in Fig.4. 

Engine working is influenced greatly. Hence, in order 

to decreasing CO2 and NO x emission, we need increase 

advanced ignition angle suitably, but not exceed to 

some number. Otherwise, it is not prominent to 

decreasing of CO2 and NO x emission and then the HC 

emission is increased notably and engine working is 

bad and no-smooth and engine running vibration and 

noise is serious fearfully.  

5.  CONCLUSIONS 

Because of difference of fuel component and quality in 

China, the engine emission is different each other. For 

higher number of aromatic hydrocarbon of fuel, the 

CO2 and NO x emission can be decreased when 

advanced ignition angle is increased suitably. But when 

the angle 0 exceeds beyond to some number, it is not 

marked to reduce CO2 and NO x emission. But the HC  
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0 ° 0 °

Fig.4  relation of the advanced ignition angle 0 with 

NOX emission using the fuel from HuaZhong district 

Fig.3  relation of the advanced ignition angle with 

NOX emission 

Xinan after adjusting 

Xinan before adjusting 

Huazhong after adjusting 

Hauzhong before adjusting

Fig.1  relation of the advanced ignition angle with 

CO2 emission 

Fig.2  relation of the advanced ignition angle 

with HC emission 

Huazhong before adjusting 

Hauzhong after adjusting 

Xinan before adjusting 

Xinan after adjusting

Huazhong before adjusting 

Hauzhong after adjusting 

Xinan before adjusting 

Xinan after adjusting

emission is increased observably and engine working is 

bad and no-smooth. And engine running vibration and 

noise gradually becomes more fury. So we adjust the 

advanced ignition angle 0 suitably and not beyond the 

permited number.  
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ABSTRACT 
 

Composite tubes have been widely used for building the 
structures of the unmanned aerial vehicles (UAV). Monitoring 
the integrity of their structures would improve the safety and 
reliability of small UAVs. In this study, sweep sine wave was 
used for excitation of the carbon fiber tubes of a small four rotor 
helicopter. The piezoelectric elements attached to the tube acted 
as actuator and sensor.  The actuator created the Lamb waves on 
the surface of the structure.  The experimental data was 
collected by using a free tube and after a clamp was attached to 
the different locations of the tube.  The S transforms of the 
sensory signals were used for analysis.  Backpropagation type 
artificial neural networks were used for classification. 
 
Keywords: Structure Health Monitoring, Sweep Sine Wave, S 
Transformation 
 
 

1. INTRODUCTION 
 
Composite materials are an excellent choice for building many 
structural parts of modern aircraft and unmanned aerial vehicles 
(UAV).  Their light weight, high strength and corrosion 
resistance enable engineers to achieve better performance, 
reduce maintenance cost and increase the life of air vehicles. 
Installation of the Structural Health Monitoring (SHM) systems 
at the composite structures of the unmanned aerial vehicles are 
expected to improve their reliability while performing various 
tasks at distant locations.  
 
Most of the SHM systems use active or passive sensors for data 
collection, and determine the health condition of structures by 
processing the signals and interpreting the results. Piezoelectric 
elements are one of the most common actuators/sensors since 
they are cheap and create vibrations with electricity or vice 
versa [1]. In this study, the generation of Lamb waves with 
sweep sine wave through the piezoelectric actuator was 
proposed to diagnose the condition of a short composite tube 
which could not be easily diagnosed with single frequency 
bursts, and to be able to work effectively at low sampling rates.  
 
Lamb waves are generated on the surface with proper 
excitation.  Their propagation changes even with slight defects 
on the surface. Therefore, many recent SHM methods evaluate 

the propagation of the Lamb wave by using time-frequency 
domain methods [2,3,4]. The short time Fourier 
transformation(STFT), wavelet transformation(WT), and S 
transformation(ST) are examples of algorithm used with this 
purpose.  
 
In this study, Lamb waves were generated using sweep sine 
wave.  S transformation was used to extract and encode the 
features indicating the condition of the structure. 
Backpropagation type neural network was used for the 
classification of the cases.  The proposed approach was 
implemented to develop a minimal SHM system for a small 
four rotor helicopter, DraganFlyer V ti Pro. The validation 
experiment was carried out on the carbon fiber tubes of the 
main frame of the helicopter.  Not to destroy the tubes, the 
signals were collected by using free tubes and tubes with a 
clamp attached to different locations.   
 
The analysis of the experimental data showed that the 
characteristics of the most significant peaks of the frequency 
responses varied when the clamps were attached to different 
locations and tightened at various levels. The results also 
indicate the proposed method was a convenient approach for 
detection of the structural and assembly problems of tubes. 
 
 

2. THEORETICAL BACKGROUND 
 
Fast Fourier Transformation (FFT) is an efficient algorithm for 
transformation from time to frequency domain.  The frequency 
domain characteristics of the signals can be easily extracted and 
analyzed after FFT [5]. The frequency-domain representation 
does not have information about the changes in the time 
domain. In many applications, such as speech recognition and 
SHM, the time-frequency representation (TFR) is desirable [6]. 
The short time Fourier transformation (STFT) [7], wavelet 
transformation (WT) [8] and S transformation (ST) [9] may be 
used to study the time-varying characteristics of the spectral 
information. 
 
The short time Fourier transformation includes time domain 
information by calculating Fourier transformation of short 
periods of time defined by a window function. As the window 
slides along the time axis, the Fourier transforms of the entire 
time series is obtained piece by piece.  Assembly of these pieces 
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represents the characteristics of the signal. The STFT can be 
written as:

 
)1()2exp()()(),STFT( ∫

+∞

∞−
−−= dtftitwthf πττ  

Where h(t) is the time series, w is the window function and τ is 
the position of the window along the time axis. The 
optimization of the window width determines the compromise 
of the frequency and time resolution of the analysis. A wide 
window gives relatively better frequency resolution, while a 
narrow window gives better time resolution [3].  
 
Since the fixed window size limits both the frequency and time 
resolution, WT, ST and other Fourier derived methods have 
been developed to adapt window width in function of the 
frequency to achieve optimal resolution. These multiresolution 
algorithms can achieve good time resolution at high frequencies 
and good frequency resolution at low frequencies [9].  
 
S transformation was introduced by Stockwell as an extension 
of continuous wavelet transformation (CWT). It is defined as a 
“phase correction” of CWT [6], 
 )2(),()2exp(),( dWfifS ττπτ =  
Where, 
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 is the CWT of a function h(t). Thus, the S transform is defined 
as [6]: 
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 S transform is based on a moving and scalable localizing 
Gausssian window, and it can provide frequency-dependent 
resolution while at the same time maintain a direct relationship 
with the Fourier Spectrum [6].  
 
 

3. EXPERIMENT SETUP 
 
The experiment was carried out on the carbon fiber tubes of the 
main frame of a small four rotor helicopter, DraganFlyer V ti 
Pro. Fig.1 shows one of the tubes. The tube is 190mm long; its 
outer diameter is 5mm and its inner diameter is 3mm. Two 
identical piezoelectric elements were bonded on the surface of 
the opposite ends of the composite tubes. The piezoelectric 
elements have the diameter of 12mm and thickness of 0.6mm. 
One piezoelectric element was used as an actuator and the other 
one was used as a sensor. The actuator was excited with a 
sweep sine wave. The sensor collected the information from the 
arriving surface waves propagated along the surface of the tube. 
 
The sweep sine wave was generated by the spectrum analyzer 
(Stanford Research Systems Model SR780 2 ch Network 
Analyzer) in Fig.2. The frequency of the generated sweep sine 
wave signal was between 1Hz and 102.4K Hz. In the 
experiments, either the tube was left alone or a clamp was 
attached to study the influence of an obstacle which disturbs the 
surface waves.   The frequency content of the acquired signal at 
the sensor was analyzed by the same spectrum analyzer. The 
same experimental procedure was repeated when the clamp was 
attached 40mm, 80mm and 120mm away from the actuator.  

 
 

Fig.1 Carbon Fiber Tube with Piezoelectric Elements Attached 

 
 

Fig.2 Experiment Setup  
 
 

4. RESULTS 
 

The S transform of the sampled signals at the sensor was 
calculated.  Fig.3 shows the S transforms of the free tube, and 
the same tube when the clamp was placed at three different 
locations. In Fig.3, the time-frequency characteristics of the 
sensory signals of the tube at the above conditions were 
illustrated by contours.  The contours represent the certain high 
amplitude levels.  Fig.3 indicated that the contours of the free 
tube and the same tube with a clamp had very different 
characteristics.  Free tube had the higher spikes since the clamps 
obstructed to the propagation of the surface waves and reduced 
their energies. 
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b) Clamped at the Left 
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c) Clamped at the Middle 
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d) Clamped at the Right 

 
Fig.3 S Transform of the Sensory Signals  

 
Since the excitation signal was a sweep sine wave, the peaks 
located on a diagonal line correlated the increasing dominant 
frequency with time.  The level of the most significant peaks of 
the S transform indicated the tube condition.  Fig.4 compares 
the characteristics of the peaks of the free tube and the tube 
clamped at the right.   
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Fig.4 Contour of Peaks 

The time, frequency and amplitude of the most significant peaks 
were isolated and utilized for estimation of the condition of 
tubes. Fig.5 illustrates the peaks along the time axis and Fig.6 
illustrates the peaks along the frequency axis.  
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Fig.5 Maximum Amplitude along Time Axis 
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Fig.6 Maximum Amplitude along Frequency Axis 

 
The encoded information of time, frequency and amplitude 
extracted from peaks of S transforms of the dynamic responses 
under different conditions was used to train neural networks. 
The inputs and the outputs of the backpropagation type neural 
network model are illustrated in Fig.7. The neural network had 
four inputs, four hidden nodes and one output. The output was 
an index which represented the condition of the tube.  It was a 
digital value when we wanted to separate the free and clamped 
tubes.  It had an analog value when we estimated the location of 
the clamp.  The inputs were the amplitudes of the frequency 
response at four critical frequencies identified from the S 
transform plots.  These frequencies were 37, 50, 70 and 87 
KHz. The amplitudes of the signal at these four frequencies 
were presented to the backpropagation type neural network. The 
experiments were repeated with free tube and the same tube 
with a clamp at various locations.  16 of these cases were used 
for training while the other 16 cases were used for testing. 
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5. CONCLUSIONS  

  
  
In this study, feasibility of using the sweep sine wave was tested 
to detect defects and evaluate if the clamps were tightly 
attached to tubes.  For evaluation of the defect detection, a 
clamp was attached to a tube.  This approach allowed us to 
repeat the experiments hundreds of times at different clamp 
locations and tightness without damaging the tube.  The study 
indicated that sweep sine wave excitations may be used to 
detect defects disturbing propagation of Lamb waves or 
attached clamps.  The characteristics of S transforms of the 
propagated waves to the sensor indicated the obstructions which 
influenced the propagation of surface waves.  These obstacles 
could be either defects or clamps.  The encoded parameters of 
the signal were classified by using the backpropagation type 
neural networks.  The neural network detected the existence of 
obstacle accurately.  However, the location estimation was 
slightly compromised. 
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ABSTRACT 

Electrical resistance responses of multi-walled 

carbon nanotubes (MWCNT) reinforced polypropylene 

(PP) nanocomposites under mechanical tensile loading are 

studied in this paper. A standard tensile test was 

conducted while the electrical resistance was measured 

using 2-probe method. From our previous works on the 

CNT/PP nanocomposites, the percolation threshold of 

electrical conductivity is around 3.8 wt% of CNT. The 

influence of this percolation threshold on the electrical 

resistance upon mechanical loading was investigated. The 

results will be discussed and compared.  

INTRODUCTION

 It is well known that polymers are naturally 

insulators; combined with CNTs, they become conductive 

and make them even more attractive due to this additional 

property on top of their other interesting properties such 

as light weight, high strength, machinability, and optical 

properties, among the others. In our previous work [1], we 

have shown that PP-MWCNT composites produced using 

injection molding had a percolation threshold of electrical 

conductivity around 3.8 wt% of CNT.  

During the electrical resistance measurement, 

two techniques can be used. The first, called the two-point 

probe technique, is an electrical potential method, which 

is made of two single-terminal electrodes attached to the 

surface of the conductive structure. A DC or AC source 

current is then applied through the two electrodes and the 

resulting voltage across the same electrodes is measured. 

The electrical resistance between these two electrodes is 

then calculated based on the Ohm’s law. The second, 

called the four-point probe technique, is an electrical 

impedance method, which uses separate pairs of 

electrodes for current-sourcing and voltage-sensing. That 

is, the outer and inner terminals of the electrodes are used 

as current and voltage contacts, respectively. The key 

advantage of the four-point probe technique over the 

traditional two-point probe technique is that by separating 

current-sourcing and voltage-sensing terminals, the four-

point probe technique eliminates the impedance 

contributions of the wiring and contact resistances. On the 

other hand, when space is limited, such as the 1-D strip 

specimens commonly used in laboratory tests, the two-

point probe technique can be applied more conveniently 

than the four-point probe technique. 

Several researchers have been interested in the 

use of piezoresistivity and electrical conductivity for 

sensing purposes [2-4]. Most of those studies were carried 

out on carbon fiber composites and proved to be efficient. 

Due to carbon fiber’s inherent nature of piezoresistivity 

and electrical-conductivity (  =5 10
4 S m-1), this 

technique has been studied by many researchers for self-

sensing of carbon-based composites. Among the others, 

Chung and her associates [5-15] have conducted extensive 

research in the area of self-sensing/self-monitoring/self-

diagnosing of carbon based system. Pham et al. [16] 

developed carbon nanotube polymer composite films that 

can be used as strain sensors with tailored sensitivity. The 

films were fabricated by either melt processing or solution 

casting of poly (methyl methacrylate) (PMMA) with 

MWNT. 

However, little work has examined the effect of 

mechanical loading on electrical conductivity of polymer 

composites. For the PP nanocomposites used in this study, 

melt-mixed CNT-PP concentrate was diluted with neat PP 

in the injection molding process. This letdown of 

pelletized masterbatches is a very common practice for 

handling fine particles during injection molding.  

This paper contains an investigation of the 

influence of mechanical loading on the electrical 

conductivity of the CNT-PP nanocomposites. As 

commonly known, polymers are naturally insulators; 

combined with CNTs, they become conductive and make 

them even more attractive due to this additional property 

on top of their other interesting properties such as light 

weight, high strength, machinability, and optical 

properties, among the others. In addition to that, the CNT-

PP nanocomposites would be a good candidate for strain 

sensing capabilities. 

In this paper, the effect of mechanical loading on 

electrical conductivity will be investigated. 
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EXPERIMENT 

 To fabricate the nanocomposites, a CNT-PP 

masterbatch (concentrate) was dispersed in polypropylene 

base material using a 55-ton reciprocating screw injection 

molding machine (Cincinnati Milacron-Fanuc, Model: 

Robo 55R-22) The polypropylene (BP Amoco’s Acclear 

8449) was a random copolymer with a melt index of 

12g/10min. The MWNT masterbatch was obtained from 

Hyperion Catalysis (grade: MB 3020-01) and contained 

about 20 wt% MWNTs. 

For mechanical loading, mechanical tensile tests 

were conducted using an INSTRON universal testing 

machine; strain were recorded using an extensometer. A 

mechanical load was applied at a standard rate of 

0.01/min. Again for each type of sample, three specimens 

have been tested and compared for consistency.  

Standard 2-Probe method was used to measure the 

electrical resistance of the nanocomposites. Since the 

percolation threshold has been evaluated to be around 4% 

weight CNT, only specimen with CNT weight 

percentages higher than the percolation threshold were 

tested. The tested specimens had the CNT weight 

percentages of 5, 7, 10 and 12. 

Once the specimen is ready, electric current is applied 

to the specimen through an electrical circuit powered by a 

DC power source; the DC source was used for the tests 

for its simplicity. Nevertheless, it is worthwhile to note 

that in real-life practice AC source in 1 kHz is commonly 

used to avoid inaccuracy caused by polarization. The 

electrical data were then recorded using Labview 

software. 

Figure 1: Specimen in the INSTRON machine 

with the extensometer and the electrical probes. 

RESULTS AND DISCUSSION 

During the mechanical loading, the electrical 

resistance of the system was obtained from the 2-probe 

measurement as described above; at the same time, the 

stress-strain curves were obtain form the tensile tests data. 

Figure 2 shows the stress-strain of the three MWCNT-PP 

composites with 5 wt% CNT. 

Figure 2: Stress-Strain curves for 5wt %MWCNT-PP 

composite specimens 

The resistance change was also measured using 

2-probes method. The change in resistance was not clearly 

pronounced. This could results to the fact that with 

5%CNT, the conductivity of the composite specimen is 

still at the lowest level to highly sense the electrical 

resistance change. Figure 3 below shows the change in 

electrical resistance due to the strain change. 

Figure 3: Electrical resistance change due to strain change 

for 5 wt% MWCNT-PP composite specimens 
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The same tests that were conducted on the PP-

MWCNT composite specimens with 5 wt% CNT were 

also carried out on the composites specimens with 7% 

CNT.

Figure 4 shows the stress-strain curves for the composites 

specimens with 7% CNT. 

Figure 4: Stress-Strain curves for 7 wt% MWCNT-PP 

composite specimens 

The electrical resistance change was more 

pronounced in this case even though an obvious pattern 

was not cleared present. It is illustrated in Figure 5 below. 

Figure 5: Electrical resistance change due to strain 

change for 7 wt% MWCNT-PP composite specimens 

For the PP nanocomposites with CNT weight 

percentages of 10% and 12%, the resistance change 

sensitivity to mechanical loading was more pronounced 

and clear patterns could be observed. Figures 6 and 7 

show the stress-strain and resistance change curves for the 

composites specimens with 10% CNT respectively. 

Figure 6: Stress-Strain curves for 10 wt% MWCNT-PP 

composite specimens 

Figure 7: Electrical resistance change due to strain 

change for 10 wt% MWCNT-PP composite specimens 

Form figure 7 above, we can realize the increase in 

sensitivity to strain change by the electrical electrodes. It 

can be noted that the change has a clear pattern compared 

to the CNT percentages of 5% and 7%. 

The same increase in sensitivity was also present 

with PP nanocomposites wit 12 wt% CNT.  Figure 8 

shows stress-strain curves for the PP-MWCNT 

composites with 12 wt%. 
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Figure 8: Stress-Strain curves for 12 wt% MWCNT-PP 

composite specimens 

Figure 9 illustrates the resistance change sensitivity to 

strain change for the PP nanocomposites with 12 wt% 

CNT. Similarly to the 10 wt% MWCNT-PP composite 

specimens, the resistance change sensitivity is more 

pronounced. 

Figure 9: Electrical resistance change due to strain 

change for 12%MWCNT-PP composite specimens 

CONCLUSION 

The CNT-PP nanocomposites were produced by 

injection molding. The composites specimens showed 

electrical resistance change sensitivity to strain change. 

The level of sensitivity varies with the CNT wt%; it is less 

pronounced in composites wit 5 wt% and 7 wt% CNT. 

The reason might be the above CNT weight contents are 

close to the percolation threshold of about 3.8 wt%. The 

sensitivity became more pronounced for nanocomposites 

with 10 wt% and 12 wt% CNT.  

The above results are a promising use of PP-

MWCNT composites for the sensing purposes. This 

additional property will add to the already existing 

advantageous range of potential applications. 
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ABSTRACT 

In this paper, a brief overview is given of two 
projects concerning structural integrity assessment, 
including on-line software based on SINTAP 
procedure. An example of the software usage is 
presented, and the obtained results are compared 
with the experimental data and discussed.  

Keywords: Structural Integrity Assessment, Welded 
Joint, Crack Initiation, Fracture Initiation 

INTRODUCTION 

Fracture mechanics, having in mind its theoretical 
and experimental techniques [1, 2], is a good basis 
for reliable structural integrity assessment 
procedures. There are several such procedures, and 
they are already being used for many materials; 
however, they can still be improved and adjusted, to 
achieve better efficiency and lower costs of design, 
construction and maintenance. The approach used 
for SINTAP (Structural integrity assessment 
procedure) [3] offers a very good basis for software 
solution, one of which is developed through 
MOSTIS (Mobile structural integrity assessment 
system) project [4], as a segment of a structural 
integrity assessment system. Four standard 
assessment levels of SINTAP procedure (0, 1, 2 and 

3) are used, ranging from simple but conservative 
approaches where data availability is limited, to 
more accurate and complex approaches. A very 
important issue is assessment of structures 
comprised of more than one material - welded 
joints. The results can be presented as crack driving 
force (CDF) or failure assessment diagrams (FAD). 
The crack driving force (for example, the applied J-
integral) can be plotted as a function of flaw size for 
different applied loads, or as a function of load for 
different flaw sizes and compared to the material's 
resistance to fracture. In a FAD, an assessment is 
represented by a point or a curve on a diagram and 
failure judged by the position of the point or curve 
relative to a failure assessment line. The result of 
this procedure is information whether the actual or 
postulated flaw will cause failure of the structure or 
it is possible to continue with its exploitation. The 
main principle is that failure occurs if the applied 
crack driving force exceeds the material's fracture 
resistance. Another step in the development of 
assessment procedures was made through FITNET 
project [5], which included fatigue, corrosion and 
creep modules, in addition to the fracture procedures 
included in SINTAP. 
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BACKGROUND 

The purpose of structural integrity assessment is to 
determine the significance, in terms of fracture and 
plastic collapse, of flaws present in metallic 
structures and components. Loading or flaw 
dimensions can be varied, in order to check the 
possible increase of loading and/or flaw size that 
will lead to failure. It is important to note that this 
approach is not intended to supersede existing 
methods, but to serve together with them throughout 
the lifetime of a structure. It can be used for 
assessing in the design phase - in order to specify 
the material properties, design stresses, inspection 
procedures/intervals and acceptance criteria. It can 
also be used for fitness-for-purpose assessment 
during the fabrication, with respect to applied 
fabrication standards. During the operation phase, it 
can be used to decide whether continued use of a 
structure or component is safe (i.e. it is safe to 
continue operation until a repair can be carried out 
in a controlled manner), despite detected flaws or 
modified service conditions.  

Having in mind that analytical and other methods 
used for the creation of SINTAP/FITNET procedure 
(and therefore also the software which is part of 
MOSTIS system) can give an estimate of the state 
of the structure, but cannot provide some more 
detailed information (e.g. stress or strain data at 
some important location in the structure), a new 
system - OLMOST (On-line monitoring of 
structures and fatigue) [6] is currently being 
developed. It is an integrated hardware and software 
solution for on-line and on-site measurement of 
structure state during its service life, in order to 
prevent failures due to flaws and inappropriate 
design. Configured as an expert system for on-line 
monitoring and automatic analysis of measured 
data, including automatic warning signals to 
supervisor, it is based on a data bank of materials 
and stress-strain behavior of components.  

Strain state of the structure will be assessed by 
optical stereometric measurement of surface in 
critical spots, and/or some other measurement 
methodologies, depending on the construction type, 
operating conditions, safety requirements, etc. 
Having in mind that faults may change the behavior 
of structure, changes of the structure state can be 
used to indicate some flaws and anomalies which 
can not be measured directly. Wherever possible, 
wireless measurement will be applied; sensors will 
be wirelessly connected to the processor unit, and 
the signals will be assembled in mobile computer 

device. This device can be connected to the internet 
via GSM mobile network, and then to the server 
with master program for fault identification. In case 
of overloading or missing input parameters it will 
provide different warning signals, depending on the 
measured data.  

Stress-strain behavior of the structure or some of its 
components will be assessed by numerical - finite 
element (FE) modeling. Comparison between 
numerical results and measured strains (or other 
appropriate quantities) provide relevant information 
concerning the stress state of the component and 
loading. The results for critical component in 
regular service will be used to establish an 
acceptable loading window. If the deformation state 
does not fall into this window, the expert system is 
going to provide decision to safe shut-down or stop 
the use of structure.  

The reliable estimation of flaw size and its position 
in the component can be made by comparing the 
measured deformation behavior with the results of 
the numerical model with assumed size and position 
of the flaw. Another important usage of this new 
system is retrieving the loading history and 
assessment of cumulative damages occurring during 
the service life of the structure. The main purpose is 
on-site failure assessment analysis and estimating 
the remaining lifetime of damaged structure, to 
improve repair planning and optimize the 
component life cycle, with a possibility to provide 
appropriate commands to control the equipment. 

APPLIED PROCEDURE 

An example for assessment procedure using 
MOSTIS software is presented on a welded single-
edge notched bend (SENB) specimen. The base 
metal (BM) is high-strength low-alloyed (HSLA) 
steel NIOMOL 490. Fatigue pre-crack is located in 
the weld metal (WM), along the axis of symmetry of 
the joint (one half of the specimen is shown in Fig. 
1). Properties of the base metal and weld metal are 
given in Table 1. It can be seen from these data that 
the analysed joint is overmatched, having in mind 
that the mismatch ratio (ratio of the yield strength of 
the weld metal and the base metal) is larger than 1. 
As already mentioned, SINTAP/FITNET 
procedures can take into account this difference of 
material properties across the welded joint. 

The behaviour of the joint under external loading is 
analysed using level 2 SINTAP procedure, and the 
results are presented in FAD diagram (Fig. 2). This 
diagram represents the change of the structure state 
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during the increase of loading (straight line) and the 
critical state of the structure (failure assessment 
line). The value Kr, ordinate of the diagram, 
represents the ratio of the applied stress intensity 
factor KI and the critical stress intensity factor KIc. 
The abscise Lr is the ratio of the applied loading and 
the plastic limit load of the structure.  

Table 1 Properties of the materials 
 WM BM 

E [GPa] 183.8 202.9 

Rp0.2 [MPa] 648 545 

Rm [MPa] 744 648 

RESULTS AND CONCLUDING REMARKS 

It can be seen that the increase of loading from 10 
kN (point A) to 70 kN (point C) is shifting the 
structure toward the critical state, and eventually 
into the critical state (point B). Each of the points on 
the straight line corresponds to a specified loading 
level, and as the load increases (with the increment 

of 5 kN), the point is moving in the arrow-marked 
direction. The crack length is kept constant during 
the calculations (and equal to the initial fatigue pre-
crack length), having in mind that the subject of this 
analysis is crack growth onset. The influence of the 
joint width on the fracture initiation is analysed in 
[7], using the local approach to fracture - Gurson-
Tvergaard-Needleman (GTN) model. 

 
Fig. 1 Dimensions of SENB specimen and  

welded joint (2H = 6 mm) 

 
Fig. 2 FAD diagram for welded SENB specimen 
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The moment of crack growth onset is determined 
experimentally, and the measured force value that 
corresponds to it (Fi) is compared with the results 
obtained using MOSTIS. It turns out that this 
loading is close to the critical one according to the 
failure assessment line, because the point that 
corresponds to Fi at FAD diagram belongs to the 
critical state of the structure. Therefore, the state of 
the structure at fracture initiation is correctly 
predicted, and the assessment using MOSTIS is on 
the safe side when compared to the experimental 
investigations, setting a lower loading level as the 
critical one. 

Additionally, the value that corresponds to the 
experimentally determined crack initiation was 
varied, in order to check the sensitivity of 
assessment to the variation of experimental data; the 
interval 0.95 Fi < F < 1.05Fi was used. It can be 
seen (Fig. 2) that decrease of this value in amount of 
5% brings the appropriate point rather close to the 
failure assessment line. Having in mind that the 
crack initiation is difficult to determine exactly, it 
would be preferable to use a certain safety factor to 
ensure that the failure assessment will be on the 
safe-side and will not overestimate the load-carrying 
capacity of the structure. It can be expected that the 
highest level of SINTAP procedure would give less 
conservative results. However, only basic material 
data are used in the presented example, because they 
are usually known for most materials in 
exploitation.  
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ABSTRACT

Since a pulsed atmospheric pressure plasma system (PAPPS)

could be applied to surface modification for products with

complex geometry in a lack of vacuum environment, it definitely

saves a lot of operation cost. The PAPPS has unique features in

lower surface charge accumulation and higher processing

repeatability due to pulsed parameter adjustment from clever

tuning technique in manufacturing recipes, which consisted of an

adapted DC power supply, a pulsed high-voltage controller, and a

high-frequency pulsed transformer. Based on 2 kW maximum

output power and limited working voltage at 20 kV with a bipolar

pulsed output mode, through communication interface, the PC

remote control system was built for setting the pulsed parameters

and for monitoring the variation of electrical power outputs. This

low-temperature plasma jet would be employed as the tool for

PCB surface cleaning and activating at an atmospheric chamber.

Experimental results have demonstrated that the PAPPS is able to

offer a stable plasma jet while a tunable DC power source, pulsed

parameters and air pressures. After plasma surface treatment, the

hydrophilic feature of the printing circuit board (PCB) has been

enhanced that meaning of adherent substance ability on PCB

surface is improved for component welding and in yield rate.

Keywords: Atmospheric pressure plasma, Pulsed parameter,

Surface modification, Plasma jet, PCB treatment

1. INTRODUCTION

In electronic industry, usually printing circuit boards (PCBs)

have been adopted as the substrate for mounting ICs, transistors,

resistors and other electrical components and wiring connections

among each part. PCBs have been developed from a single-layer

to multi-layer structure where needs excellent adhesive quality

for surface mounting. Therefore, the plasma is used to surface

modification to improve the surface function and quality or yield

rates for products [1, 2]. Since the atmospheric pressure plasma

could be applied to surface modification for products with

complex geometry in a lack of vacuum environment, it definitely

saves a lot of operation cost. The pulsed atmospheric pressure

plasma supply system (PAPPS) has unique features in lower

surface charge accumulation and higher processing repeatability

due to pulsed parameter adjustment from clever tuning technique

in manufacturing recipes [3]. Therefore, the PAPPS was adopted

to remove contaminant and to improve the hydrophilic feature on

the PCB surface via plasma ion bombardment. Also, the adhesion

of metal coating or surface mounting on PCBs would be

enhanced and reduce the usage of organic solution for cleaning.

There are two major sections described in this paper. First section,

the practical design was performed for one set of a pulsed

high-voltage power supply involved a high-frequency pulsed

transformer which was adapted a DC power supply and a pulsed

power controller. Next, under appropriate dry-pressure air and

high-pulsed voltage supply, the atmospheric pressure plasma jet

was generated via a plasma jetting nozzle. This low-temperature

plasma jet would be employed as the tool of surface treatment for

PCBs at an atmospheric chamber. Through measured instruments

of contact angles and 3D surface profiles, the surface

characteristics on PCBs were detected after surface treatment.

2. CONFIGURATION OF PULSEDATMOSPHERIC

PRESSURE PLASMA SYSTEM

Fig. 1 Expectable breakdown voltage on the cylindrical

electrode of the plasma nozzle based on Paschen curve [1].

Breakdown voltage

Vb relative to air

pressure feature
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Due to the high breakdown voltage for plasma at one

atmospheric pressure, there are intensely collisions among air

molecules or ion particles to easily form the electrical arc

between electrodes of the plasma jetting nozzle. It is high

possibility to damage the electrodes or the treated surface on the

substrate. Hence, according to Paschen’s law [4, 5], the designate

breakdown voltage Vb for the pulsed power supply would be

calculated as equation (1),

)]11ln[ln()](ln[

)(

11ln
ln

V
dpA

dpB

Apd

pd
Bb

(1)

where p is the air pressure, d presents the distance between

electrodes, and effect displays the average amount in the

plasma of secondary electrons released from cathode surface

after positive ion struck at each time. In addition, A and B stand

for the ionization coefficient of collision, which the effect of

constant depends on the various air feature but it can be

obtained from relative experiments. They have the relationship

as equation (2) described as,

p
E

B

pA exp (2)

where E (=V/d) is the electrical field applied on voltage V at

the distance d between electrodes. Actually, the breakdown

voltage Vb is the function of the multiplication of air pressure p

and electrode distance d, i.e., Vb=f(pd). Based on above

statement, we always followed Paschen curve, as shown in Fig.

1, to determine the applied voltage.

A pulsed atmospheric pressure plasma system consisted of a

pulsed high-voltage power supply, the air piping and supply

equipment, and a LabVIEW monitoring platform for electrical

powers, as shown in Fig. 2. The pulsed high-voltage power

supply provided the proper AC high-voltage field through a

DC power supply controlled by pulsed power controller and

regulated by a high-frequency pulsed transformer. Its electrical

specifications are maximum output power of 2 kW, the

operating frequencies within 25 kHz, and limited working

voltage at 20 kV with a bipolar pulsed output mode. Through

GPIB and RS232 communication interface, the PC remote

control system was built for setting the pulsed parameters and

for monitoring the variation of electrical power outputs via the

Pressure regulating

valve and air filter

Substrate

Plasma jetting

nozzle with

cylindrical

electrode

Air-extracting

Pulsed power

controller

LabVIEW

System

TDS3054B

Oscilloscope

High voltage

detector

Voltage

probe

High-frequency

pulsed transformer

Current

probe

GPIB

interface

card

HV cable

Compressive

Air

DC power supply

Fig. 2 Pulsed atmospheric pressure plasma configuration and LabVIEWmonitoring system
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LabVIEW platform, which also consisted of an oscilloscope, a

high voltage differentiate probe, a current probe, and a high

voltage detector to record the output voltage onto the plasma

nozzle electrode after the high-frequency pulsed transformer.

In addition, the air supply was a simple piping system which

adopted the pump, piping and vessel for the generation of

compressive air, plus some adjustable valves and appropriate

air filters.

3. PLASMAEXPERIMENTALDESIGN FOR PCB

SURFACE TREATMENT

In recent decade, the pulsed plasma has larger progress in

coating technique and surface modification, because of its

intensive plasma energy tuned by electrical parameters such as

power output, frequency, duty cycle, etc [6]. Also, it has

unique feature for the arc-suppressed function. However, there

are lots of processing factors involving into the PCB surface

modification for adhesive improvement. We adopted that the

design of experiment (DOE) method to investigate the

correlative model in interdisciplinary knowledge like plasma

surface processing. Using the categorized technique for

environmental factors and controlled factors, the interactive

relationship among these factors could be testified for the

better operating parameters. Thus, multiple factor experiments

would be identified as the optimal combination for PCB

surface modification to enhance hydrophilic or adhesive

feature.

3.1 DOE parameter determination

To find the influenced factors for PCB surface modification,

we performed DOE method to determine their correlation

among factors. Basically, the conventional DOE procedure

should be fulfilled as: (1) collecting the possible factors, like

processing time, air flow rate and category, plasma jetting

distance, frequency, duty cycle, electrical power (including
voltage and current), and substrate materials; (2) classified

these influenced factors based upon their characteristics and

effects on experimental results in percentage; (3) determining

reactive levels for factors; (4) setting the level range. Through

above procedure, we finally decided the parameters, including

plasma treatment time, duty cycle, power, and ignition voltage

onto jetting nozzle [7, 8], would be major influenced factors.

3.2 Plasma surface experiment and measurement

According to pre-determined processing parameters, the

plasma jetting stream would perform ion bombardment on a

PCB of 40 mm × 50 mm for surface modification after

solution cleaning with methyl alcohol. Also, all treated pieces

would measure the contact angle through pendent drop for

surface tension, as well as they were detected by a 3D surface

profile measuring instrument. The hydrophilic or hydrophobic

feature of the modified PCB surface was identified by contact

angles as shown in Fig. 3. After ion bombardment of PAPPS

surface treatment, the roughness of the PCB surface has

obvious modification, as shown in Fig. 4, where displays the

uneven surface.

Fig. 3 Measuring contact angle by pendent drop mode: (a)

contact angle 99.54° before plasma surface treatment; (b)

contact angle 35.55° through plasma surface treatment for

12 seconds.

Fig. 4 Surface profile after 12 second pulsed ion

bombardment onto the PCB surface with duty cycle 35%

near the operating frequency of 11.6 kHz and air pressure

of 0.9 kg/cm2.

4. RESULTS AND DISCUSSION

The pulsed duty cycle is reversely proportional to applied

voltage onto the electrodes of the plasma nozzle, as shown in

Fig. 5. Since the duty cycle stands for the input energy from

the electrical power at each valid period, the larger duty cycle

of electrical power input then has more supplied energy to

compensate the plasma energy loss when ion bombardment

continuously impacts on the PCB surface and causes the ion

consumption. In contrast, if less duty cycle needs higher

applied voltage onto the electrodes to offer the instant energy

stock to sustain the plasma status during the ion bombardment

in Ton of either 16 s or 20 s. However, there are two various

slope tendencies where Ton of 20 s has more sensitivity than

that of 16 s pulsed operation parameter. Otherwise, both of

them have the better efficiency or called less power

consumption within the range of 40%~48% duty cycle, as

shown in Fig. 6. Even though, so far, we did not have the

obvious proof, perhaps the material properties of the substrate

and supplied air categories would be the domain factors which
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Fig. 5 Pulsed duty cycle with respect to the supplied voltage

on the plasma jetting nozzle based on the different Ton

time.

Fig. 6 Pulsed duty cycle with respect to the plasma power

consumption based on the different Ton time.

Figures 7 and 8 illustrates the treatment time of plasma ion

bombardment effected on the contact angle and surface

roughness. When the longer duration under plasma ion

bombardment, the drop contact angle is reduced to less 50°;

that is, the modified surface has more hydrophilic feature.

However, at the plasma treatment time between 4 seconds and

10 seconds, there is no obvious improvement in contact angles,

except for 12 seconds or above, as shown in Fig. 7. In another

point of view, the average roughness curve, Ra, could be

Fig. 7 Effect of plasma treatment time on the contact angle

with pendent drop mode.

Fig. 8 Effect of plasma treatment time on the surface

roughness.

changed effectively by plasma treatment time, as shown in Fig.

8. The plasma ion bombardment is positively affected on the

PCB’s surface roughness. From this figure, we understands

that the improved hydrophile might be the difference in

roughness peak Z(high) and roughness valley Z(low), but not

in Ra.

5. CONCLUSIONS
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Experimental results have demonstrated that the pulsed

atmospheric pressure plasma supply system is able to offer a

stable plasma stream while a tunable DC power source, pulsed

parameters and air pressures. One of optimal parameters

includes the operating frequency of 25 kHz and 46％ duty

cycle, air pressure in 0.4 kg cm2, and electrical power of 0.77

kW, resulting in contact angles of drop-shape varied from

65.1° fallen into 34.1° after 12 second plasma surface

treatment. Also, the surface average roughness (Ra) was

carried from 1.19 m levitated to 2.17 m after surface

modification in 10 seconds. It is an obvious proof of the

PAPPS system useful capability in PCB surface cleaning and

activating. After plasma surface treatment, the hydrophilic

feature of PCB plates has been enhanced that meaning of

adherent substance ability on PCB surface is improved for

component welding or mounting.
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ABSTRACT 

 

This work performs a diagnosis about the factors that 

determine the use of information and communication 

technologies (ITC) and information systems (IS) among small 

retailing and service firms located in the downtown area of a 

large Mexican city. The study uses a multi-case approach to 

classify firms in terms of their technology infrastructure and 

the extent of e-business applications. Once firms are 

classified, their degree of IT usage is related to the following 

factors: IT innovation promoted by CEO, IT knowledge 

sharing among employees and technical support provided by 

consultants and system vendors. Case analysis shows those 

firms that make full use of their technical infrastructure have 

CEO/owners with better perceptions about the usefulness of 

Internet-based technologies, have established collaborative 

relations with consultants, and employees interested in using 

IT to facilitate and improve their tasks.  

 

Keywords: Information and communication technologies, 

small business, knowledge sharing, technical support. 

 

 

1. INTRODUCTION 

 

Research asserts ITs have the potential to support the 

competitiveness of small to medium enterprises (SMEs) [5] 

[8], [9], [17].  However, authors like Nieto and Fernández [13] 

and Taylor and Murphy [18] present data for European and 

USA firms that indicate that SMEs are less engaged with 

digital economy than larger firms. Despite the advantages 

Internet based technologies represent for the advancement of 

electronic relations with business partners, the improvement 

of information flows and customer service, and the reduction 

in marketing and order-processing costs [9], the current 

literature evidences that SMEs still have a limited strategic 

view about e-commerce and e-business initiatives [5]. Then 

decisions in relation of IT are driven by operational issues 

such as an immediate perceived benefit or the pressure of 

suppliers and clients [9]. 

 

It has been argued that one of the main reasons of the low IT 

diffusion among SMEs is their relative disadvantage with 

respect to larger firms because of their limited capital 

resources which lead to poor investments in IT infrastructure 

[10]. However other barriers, even more important, have been 

identified. Among them figure the beliefs about the 

inappropriateness of existing tec

needs; perceptions about insecurity and privacy (especially 

about payments online); lack of computing skills and 

inadequate technical support to end users; inadequate national 

policies promoting IT adoption among SMEs and a poor 

vision about the potential contribution of ITs to the firm 

competitiveness.   

 

Then the research question of this work is stated as: How 

important with respect to IT infrastructure, are the availability 

of computing skills, technical and top management support for 

the effective usage of Information and Communication 

Technologies (ITC) among Mexican small retailers and 

service firms? The organization of the paper is as follows. 

First section discusses literature related to factors affecting IT 

usage, then the methodology followed to identify and classify 

firms with different levels of IT use and infrastructure is 

presented. Third section presents the analysis of the cases and 

identifies those factors found to be determinant to take 

advantage of available IT resources. Final section elaborates 

conclusions, provides directions for future research and 

discusses the limitations of the study.  

 

 

2. LITERATURE REVIEW 

 

The perceptions about usefulness and ease of use proposed by 

the TAM (Technology Acceptance Model) model to explain 

the usage of ITs have been shown to be critical factors for IT 

adoption among SMEs [10], [12], [18]. But according to 

Ndubisi and Jantan [12], the usage of Information Systems 

(IS) is driven not only by these perceptions, but also by the 

the before and after-sales 

technical support provided by vendors and designers. The 

importance of acquiring external computing support and 

training has been also recognized by other authors like Lin 

[11] in the context of Taiwan SMEs and by Thong [19] in the 

case of Singaporean small business. 

 

Caldeira and Ward [1] studied the influence of various factors 

of the internal context of the small firm on the extent of IS/IT 

success (measured as usage and management satisfaction with 

current IS/IT). They conclude that the technical competences 

of employees, knowledge available and top management 

attitudes through IS/IT are more relevant to IS/IT usage than 

financial resources. Those SMEs more concerned with the 

development of internal technical competences were more 

successful in adopting and obtaining benefits from IS/IT 
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adoption than firms concentrated on the quality of the 

acquired software or systems.  

 

The development of technical competences at the 

organizational level requires of individual abilities, the sharing 

and application of knowledge to solve or improve work tasks. 

Usually SMEs are not able to contract IS/IT professionals, 

however technical skills could be developed in house through 

more informal training mechanisms such as mentoring and 

interpersonal interchanges of experiences. The acquisition of 

external knowledge along with the dissemination and 

application of such knowledge (identified as absorptive 

capabilities) to gain competitive advantage is less well 

recognized among SMEs [16].  

 

Small firms often do not have a systematic approach to 

develop, share or exploit knowledge. According to Desouza 

and Awazu [4], at SMEs knowledge transfer from CEO to 

employees and between employees mainly occurs through 

socialization. This means knowledge is shared and 

immediately put into practice via informal mechanisms like 

face-to-face interactions, observation, tutoring and job rotation 

to gain experience. To facilitate knowledge sharing is relevant 

to motivate and stimulate employees to learn from others and 

clearly communicate the reasons and value of 

knowledge/experience interchanges. The provision of 

managerial directions and infrastructure to facilitate 

knowledge sharing between employees and to learn from 

customers and suppliers influences the utilization of IS/IT 

among SMEs [2]. 

 

As top managers in SMEs are usually directly involved in 

most strategic and tactical decisions, they have a strong 

influence on the adoption of IS/IT [1], [7], [14]. If top 

managers are convinced on the benefits and potential 

promote their use and encourage employees to propose new 

applications to current systems. On the contrary, when top 

management is not committed to IS/IT or has unrealistic 

expectations about to what technology can do, diffusion is 

limited and restricted to specific applications suggested or 

required by business partners (eg. Online payment imposed by 

customers). 

 

Since the theoretical models used to identify the internal 

factors that promote the adoption and use of ITs among SMEs 

have been mainly validated in developed countries, it is 

important to gain additional insight about the factors 

influencing IT usage among Mexican SMEs in order to 

elaborate suggestions about how to take full advantage of 

actual IT infrastructure. This work first performs a diagnosis 

of current IS/ITC applications among local SMEs and then 

identifies the effect of CEO support, technical backup and 

knowledge sharing on the exploitation of 

available technologies. 

 

 

3. METHODOLOGY 

 

The study was conducted among micro and small firms 

located in the downtown area of one of the largest and most 

dynamic cities in the central part of Mexico. The interest in 

these particular firms is due to the following two reasons: 

 

a) Small firms, and in particular those operating in the 

service and retailer sectors constitute the primary 

economic base in the downtown area of large Mexican 

cities. These firms are usually well established familiar 

businesses that have been operating for several years in 

the same geographic area and provide employment to a 

significant percentage of the local population.  

b) Small retailers are subject to a strong pressure for 

survival due to the allocation of new malls in the 

periphery of large Mexican cities. Large departmental 

stores (anchor stores), retailing and service chains in 

these malls have gained the market previously served by 

these small downtown firms. These large retailers and 

service firms not only compete by offering a large variety 

of merchandise at competitive prices, but also deploy e-

business activities to improve customer service and 

business efficiency.  

 

The case study was the selected research methodology 

because this qualitative technique enables us to profoundly 

study a small number of firms from the point of view of the 

individuals directly working with IS/IT [20]. The method is an 

open, flexible and convenient approach to generate 

information useful to explain why small firms are or are not 

taking full advantage of ICTs.  

 

The on-line revision of the yellow-page section allowed 

the identification of the main commercial activities prevailing 

in the downtown area. This information was used to define the 

type of small firms to be included in the study: 

haberdasheries, office & stationery, hardware, apparel and 

shoe shops, and beauty parlors. Two firms in each of the 

identified commercial and service activities were randomly 

selected from the yellow-page list. The selected firms were 

personally visited, the objectives of the research were 

presented to the general manager or owner of each firm and a 

formal request for participation was presented. All contacted 

firms accepted to provide the required information, and an 

appointment for interview was arranged.  

 

The number of business units that compose each firm varied 

between 2-10 subsidiaries. The number of employees ranged 

from 2-10 in each business units resulting in a total number of 

employees that did not exceed 50. Then all participating firms 

are classified either as micro or small companies according to 

the official classification in Mexico.   

 

The data collection strategy employed a two-phase approach. 

The initial phase involved a) in-depth personal interviews with 

CEO/owners and b) the elaboration of supplementary 

questions to the technology users to determine how IS and IT 

are used within the firm. The second phase involved 

additional interviews with CEO and employees to gather 

information about the characteristics of the technical services 

used by the firm, the perceptions of CEO/owner about 

usefulness of IS/IT, the managerial actions deployed to 

encourage IS/IT use among employees and the identification 

of mechanisms used to develop internal technical skills. The 

mechanisms relevant to this work included: training provided 

by external consultants hired by the company and the 

participation of the employee in a knowledge network related 

to IS/IT usage. All interviews were audio recorded, notes 

taken and transcripts were prepared. These were the inputs for 

the classification of firms in terms of the available IS/IT 

infrastructure and use.  

 

IT use is defined as the application of ITs within the firm to 

[6]. The utilization of IT in support of all the activities of 

business is considered an evolving process [18] that begins 

with efficient internal and external communication via e-mail, 

continues with the use of websites and e-commerce activities 

(order placement and payments online), it advances with the 

integration of e-business activities and culminates with a 

transformed organization that uses IS/IT as the base for 
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networking with business partners. Following this evolving e-

business process, the interview guide included open questions 

arranged in the following five sections: 1) General 

information about the firm, 2) Technologies used for 

communication and information interchange (telephone, fax, 

e-mail, Internet, and web pages), 3) Technologies used to 

maintain and administrate customer relations (Customer 

databases, e-mail and web pages), and 4) Technologies used 

to increase process efficiency and control business operations 

(for example On-line banking, Accounting systems, Inventory 

Management Systems, Order Processing systems, Financial 

Planning Systems and Payroll Systems). Respondents were 

asked to describe how available IS/ITs are deployed, who the 

users are, and what specific tasks are assisted by these 

technologies.  

 

 

4. DISCUSSION OF RESULTS 

 

The number of computers in the selected business unit varied 

from one to nine. Four of the SMEs did not have Internet 

connection, all participants have implemented an accounting 

or financial control system and except by one, all have tried to 

put in operation an automatic inventory system. Five firms 

have a Web page but only two are taking advantage of 

existing ITC for e-purchasing and e-commerce.  

 

Four academic experts (the two authors and another two 

professors) and two IT professionals ranked the participant 

firms in terms of the advancement of the IS/IT utilization 

process. IT/IS 

usage were based on three subjects: use of ITC to sustain 

communication with business partners and customers, the 

number of information systems in use and the variety of 

business process facilitated by IT/IS.  

 

The ordinal data were used as input of a non-metric 

Multidimensional Scaling (MDS) procedure (a group of 

techniques for spatial representation of data). The ALSCAL 

procedure in SPSS resulted in a two-dimensional solution with 

a stress of 1.4% and R2 = 0.993. The spatial plot of the MDS 

analysis allowed obtaining a graphical representation of the 

situation of the participant firms in respect to two critical 

dimensions (the axis of the spatial plot): 1) IS/IC 

infrastructure (Vertical) and 2) degree of e-business 

applications (Horizontal). The position of a firm in respect to 

others reflects their relative advantage on IS/IT usage but the 

distances among firms are only qualitative indicators of the 

 The following section gives a detailed 

description of the situation of the firms classified in each 

quadrant.  

 

1. Disadvantaged firms. The firms in the south-west 

quadrant have low ICT infrastructure, limited to 

telephone, and/or fax. Some of the firms do not have 

Internet connection (Mercería América, Solo Ajuste and 

Novensa). Four of the participating firms are located in 

this quadrant (out of 14). Some of the firms in this 

quadrant introduced information systems a financial 

administrative system and an inventory system- but they 

were actually not used because they were perceived by 

CEO and/or users as inadequate or too complicated for 

Solo 

Ajuste clothes). Spreadsheets are not even used to 

organize financial reports and the Word processing 

systems are only used to prepare letters and memos, and 

occasionally to print promotional material (Refaccionaria 

Jaimes). The firm located most to the west, Mercería 

América, has only one computer with a MS-DOS system 

which is used to run a very rudimentary and obsolete 

inventory and accounting system which has not been 

updated since its implementation ten years ago. The 

personnel of this firm do not even perform regular 

transactions on-line such as tax payments or cash 

transferences. 

2. Limited electronic business. The firms in the north-west 

quadrant have better ICT infrastructure in respect to 

firms in the south side of the map, but they under-use the 

infrastructure. Web pages are mainly used only to post 

on-line payments (e-commerce) even though these 

applications are implemented (Mercería San Jorge). At 

Stilisimo beauty parlor, part of the available computers is 

used by the customers to navigate the Internet while they 

are waiting for service. The inventory system to place 

purchase orders (e-purchasing) and control inventory is 

operated only by one employee (Stilisimo) and 

information updated only when there are stock outs. E-

mail is only occasionally used even for communication 

between business units (Refaccionaria Orsen).  

3. Deployment of technical infrastructure. The south-east 

quadrant depicts firms that have adopted a reduced 

number of IS/IT (only a few computers and basic 

information systems) but make full use of them to 

facilitate tasks and control activities. Escorpio shoe shop 

uses the available inventory system to keep control of 

purchasing orders and each salesperson uses it to check 

accounting and financial system is used to track sales by 

product, control cash flows and to identify the line of 

products with better sales. The Intranet of Capa de Ozono 

facilitates the replenishment and order processing of the 

various business units while reducing delivery times. To 

introduce additional e-business applications, the firms in 

this quadrant require making additional investments in 

technology infrastructure and information systems, and 

complementing their main business model to include 

customers buying on-line. While Revelación en la moda, 

an apparel store, has created a customer databases and 

segment customers (by age and shopping frequency); e-

mails are sent to frequent customers to inform them 

 

4. Competitive. Firms in the north-east quadrant have the 

best IS/IT infrastructure and applications. There are only 

two firms clearly located another one is close to 0-

horizontal axis- in this quadrant (14% of participants). 

One of them (Consorcio papelero RIME) uses Internet 

and e-mail to communicate with major customers and 

inform them about new products and order status. This 

stationery shop is the only one that has fully 

implemented a selling system to final customers (e-

and market expansion. The Intranet links the stores of the 

consortium with a distribution center so each shop can 

put orders directly to avoid stock-outs and reduce 

replenishment times. Systems at Leny Jose beauty parlor 

appointment agenda, to control cash flows via an 

accounting and financial system using spreadsheets, to 

administrate the inventory and to keep a record of 

exchange for courtesy services.  

 

The arrangement of firms in the map permits the identification 

of a high variability among small firms in respect to IS/IT use. 

Most of the small retailers and service firms require making 

additional investments on ICTs and advancing e-business 

applications. Even the more disadvantaged firms have 

implemented accounting/financial and inventory systems, but 

they are not fully utilized (Novensa and Solo Ajuste), or need 
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to be updated or restructured according to the actual business 

needs (Mercería América).  

 

When exploring the reasons for the deficient infrastructure 

and usage of IS/ITC, perceived complexity of the technology 

related to poor technical skills-, inappropriate technical 

backing and lack of awareness of the benefits related to 

automation of business operations were cited as the main 

problems. Cost of technology was mentioned only by the less 

advanced and smallest firms (M

Ajuste and ABC). Factors explaining the differences among 

quadrants were organized in three categories: 

and support; knowledge interchanges favoring IT/IS usage 

and the availability of suitable technical support. A detailed 

discussion follows. 

 

1. Disadvantaged. The CEO/owners of these firms do not 

perceive the need for updated systems or hardware. They 

consider technical consultants and software vendors are 

therefore, they have implemented non customized 

systems or no systems at all

and lack of support inhibits IT/IS usage among 

employees, in consequence they are uninterested about 

improving their technical skills. IT/IS are considered too 

complex and unnecessary to perform job tasks. 

2. Limited electronic business. Most of the employees of 

the firms in this quadrant are familiarized with the use of 

the available systems and Internet because there are a 

good number of computers available that they use after 

work hours (Mercería San Jorge). All CEO/owners 

complain about standardized commercial IS because they 

perceive they are designed according to the needs of 

larger firms and can only be operated by technical 

experts. The technical backup offered by current 

technical consultants and software vendors is also 

perceived inappropriate, and one of the firms (Stilisimo) 

reported previous bad experiences. Employees are 

uninformed about how to use available information 

technologies to improve their work tasks but some 

consider they could be valuable to develop a 

differentiation strategy focused on service quality and 

customer relationship (Stilisimo and ABC stationery).   

3. Deployment of technical infrastructure. Two of the firms 

allocated to this south-east quadrant -Escorpio and Capa 

de Ozono- have established continuous and collaborative 

relations with technical consultants to put into practice 

additional applications. CEO/owners of the firms in this 

cluster also have positive perceptions about IS/IT 

usefulness. They have contracted consulting services not 

just to introduce a standardized system but to design or 

 

Employees have found advantages from IT/IS usage 

(better control of appointments and improved customer 

service) and are willing to collaborate in order to identify 

new applications for current IS systems. They rely on 

mentoring and learning by experience to upgrade their 

technical capabilities. CEO supports these activities and 

invites employees to interact with consultants, but he 

(she) does not interchange knowledge or experiences 

directly with the employees.  

4. Competitive. Interestingly, those firms in this quadrant 

(better infrastructure and good IT/IS usage) have 

contracted technical services only during the 

implementation of information systems. No after sales 

support is regularly provided except by requested 

maintenance. Both firms argue they have invested 

enough in current ICTs and personnel training and their 

systems are sufficient to cover current needs. However 

CEO/owners have the most favorable perceptions in 

respect to ICT and IS usefulness. The owner of RIME 

considers e-

differentiation and market expansion. Employees are 

encouraged but not instructed, to make a more pro-active 

use of current technical resources (for example creation 

of a database  

recognize the importance of acquiring technical 

instruction and like to chat about their experiences with 

the application software. Employees of the other firm in 

the quadrant, Leny Jose, judged IS as essential to 

maintain control on products inventory and they 

considered sales have increased after they started to keep 

. All employees are 

familiar with the existing applications, they collaborate 

with consultants to solve problems and help less-

experienced users to improve their technical skills. 

 

 

5. CONCLUSIONS 

 

This study shows that most of the small retailers and service 

firms located in the downtown area of a large city in the 

central part of Mexico have a limited technical infrastructure 

and lack the knowledge to implement e-business applications 

that would help them to increase the efficiency of business 

processes and customer relationships. Only few firms have 

embraced e-business and made full use of available technical 

resources. Most of the CEO/owners perceive current technical 

support and information systems are inappropriate to assist 

hese negative perceptions, along with a lack 

of awareness of management and employees about the 

potential contribution of IT/IS, are identified as the main 

reasons for the disadvantaged technical position of most of the 

participating firms.  

 

Another critical factor influencing IT/IS usage among SMEs 

knowledge and experiences with new applications. The 

support of technical consultants was relevant to customize 

systems and provide information about alternative 

applications but less important for the development of internal 

IS/IT competences. Employees prefer to improve their 

technical capabilities through more informal instruction 

mechanisms such as mentoring or apprenticeship training.  

CEO/owners of the most advanced firms care for the 

development of internal technical competences and identify 

opportunities from the introduction of Internet-based 

technologies (for example e-purchases and customer relation 

management). However, they do not provide direct instruction 

to employees or contract technical training services on a 

continuous basis.  

 

Other studies about adoption and use of information 

technologies and systems among SMEs have used quantitative 

methods (surveys and statistical modeling) but we found the 

qualitative approach more convenient to use with managers 

and workers of Mexican small business. Respondents were 

more confident talking about experiences with IT, showing 

the available resources, expanding and revising their answers, 

and asking the interviewer about the meaning of some 

technical terms (for example e-purchasing, Intranet, 

identification standards). However the use of a reduced 

number of cases in a particular city limits the generalization of 

results to all small Mexican firms.  

 

 

6. REFERENCES 

 

[1] M. M. Caldeira and J. M. -based 

theory to interpret the successful adoption and use of 

258

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



information systems and technology in manufacturing small 

and medium- European Journal of 

Information Systems, Vol. 12, 2003, pp. 127-141. 

[2] J. G. Cegarra-Navarro and E. A. Martínez- -

business through knowledge management in Spanish 

International Journal of 

Manpower, Vol. 28, No. 3/4, 2007, pp. 298-314. 

[3] P. Dembla, P. Palvia, and B. Krishnan,  

adoption of web-enabled transaction processing by small 

businesses, Journal of Electronic Commerce Research, 

Vol. 8, No. 1, 2007, pp. 1-17. 

[4] K. C. Desouza and Y. Awazu, 

Journal of Knowledge 

Management, Vol. 10, No. 1, 2006, pp. 32-41. 

[5] E. Grandon and J. M. Pearson, 

adoption of electronic commerce: an empirical study of 

Chilean small and medium businesses, Journal of Global 

Information Technology Management, Vol. 6, No. 3, 2003, 

pp. 22-43. 

[6] B. Ives and S. L. Jarvenpaa, 

 MIS 

Quarterly, Vol. 15, No. 1, 1991, pp. 33-50. 

[7] D. A. Johnston and L. Wright, -Business Capability 

Of Small And Medium Sized Firms In International Supply 

Information Systems and E-business 

Management, Vol. 2, No. 2/3, 2004, pp. 223-240.   

[8] V. Kula and E. Tatoglu, 

Internet adoption by SMEs in an emerging market ec

European Business Review, 15 (5), pp. 324-334. 

[9] R. L. 

and changes in the telecommunications sector: The case of 

Brazilian small- and medium- Information 

Technology & People, Vol. 11, No. 3, 1998, pp. 194-204. 

[10] J. Lee, 

behavior: a case of Internet technologies in small business,

Journal of Computer Information Systems, Vol. 44, No. 4, 

2004, pp. 57-66. 

[11 h on the measurement of corporate 

International Journal of Technology 

management, Vol. 13, No. 2, 1997, pp. 133-139.  

[12] N. O. Ndubisi and M. Jantan, 

Malaysian small and medium-sized firms using the 

technol Logistics Information 

Management, Vol. 16, No. 6, 2003, pp. 440-450. 

[13] M. J. Nieto and Z. Fernández. 

technology in corporate strategy of small and medium 

enterprises,  Journal of International Entrepreneurship, 

Vol. 3, No. 4, 2006, pp. 251-262. 

[14] T. C. Powell and A. Dent-McAllef, 

technology as a competitive advantage: The role of human, 

Strategic Management 

Journal, Vol. 18, No. 5, 1997, pp. 375-405. 

[15] E. Ramsey, P. Ibbotson, J. Bell and B. Gray, -

opportunities of service sector SMEs: an Irish cross-border 

study, Journal of Small Business and Enterprise 

Development, Vol. 10, No. 3, 2003, pp. 250-265. 

[16] A. Riege, -dozen knowledge-sharing barriers 

Journal of Knowledge 

Management, Vol. 9, No. 3, 2005, pp. 18-33. 

[17] K. Tanabe and C. Watanabe, 

medium enterprises excellent business performance in a 

service oriented economy, Journal of Services Research, 

Vol. 5, No. 1, 2005, pp. 5-21. 

[18] M. Taylor and A. Murphy, -business,

Journal of Small Business and Enterprise Development, 

Vol. 11, No. 3, 2004, pp. 280-289. 

[19] J. Thong, Resource constrains and information systems 

implementation in Singaporean small business, Omega, Vol. 

29, No. 2, 2001, pp. 143-156. 

[20] R. K. Yin, Case Study Research: Design and Methods. 

Thousand Oaks: Sage Publications, 1994.

 

 

259

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



Portfolio Selection on the Romanian Capital Market in the Era of E-Business 
 

 

Prof. Stelian STANCU PhD 

Department of Economic Cybernetics 

Academy of Economic Studies, Bucharest, ROMANIA 

Address: str. Dumitru Secareanu, no.5, district 2, Bucharest, Romania 

 

and 

 

PhD Candidate Oana Mădălina PREDESCU 

Academy of Economic Studies, Bucharest, ROMANIA 

Address: str. Matei Basarab, no.108, district 3, Bucharest, Romania 

 

  
ABSTRACT 

 

The technological development of the last decades has led to the 

transformation of the world economies. The capital markets 

have begun their journey towards electronic trading, more and 

more world exchanges being transformed along with the 

adoption of electronic trading systems. The Bucharest Stock 

Exchange uses an electronic trading system, the benefits of this 

system being described in the present paper. Essential for a 

functional and efficient capital market are both the trading 

system and the capital allocation and portfolio selection 

decisions. Taking into consideration these aspects, our study 

focuses also on the theoretical and empirical analysis of the 

models considered to be the foundation of modern portfolio 

theory: the Markowitz portfolio selection model and the market 

model. We conclude that the model developed by Markowitz 

leads to the best results. 

 

Keywords: Electronic Trading, Capital Market, Return, Risk, 

Security and Efficient Portfolio. 

 

 

1. INTRODUCTION 

 

Technology has always represented a critical element in the 

functioning of capital markets. One of the reasons why 

technology is considered to be essential in any domain, 

especially for capital markets is the fact that along with 

technological developments, information dissemination is done 

more rapidly, large volumes of information being easily 

disseminated, efficiency being improved [3]. Like Garbade and 

Silber [5] have shown that the introduction of domestic 

telegraph and transatlantic cable speeded the flow of prices on 

capital markets allowing quicker transaction execution, the 

technological development has led to the processing of millions 

of transactions daily on capital markets, the investors having the 

possibility to trade on different markets using mobile phones.  

Technological development has conducted to the birth of 

Information Age, the access to information through personal 

computers or the Internet being much improved. The 

computational power is now applied to capital markets that have 

the capacity to react in milliseconds to different events, and 

large information volumes can be easily stored for their later 

manipulation [4]. The technological revolution has influenced 

national capital markets and world economy, technological 

innovations connecting markets electronically. In the last years 

the access to information has become essential both for 

individuals, but also for companies, economies and 

governments, efficient information manipulation generating 

economic development and productivity. Capital markets are 

nowadays revolutionized by Information Age, automated trade 

execution becoming essential for world exchanges, the old 

floor-trading model being left behind. The digital revolution has 

permitted capital markets to access, store and process large 

volumes of information along with automated trading, 

generating competition on these markets and in the same time 

stimulating innovation and research.  

The Bucharest Stock Exchange uses an electronic trading 

system that connects all brokerage companies to the central 

systems of the Exchange. The trading system of the Bucharest 

Stock Exchange is entitled Horizon [13] and it is an electronic 

auction system with a central role on the national capital 

market. 

The capital market represents a vital component for an 

economy, the capital allocation and portfolio selection decisions 

being essential elements in the optimization process of financial 

placements.  

In the 50’s professor Harry Markowitz, winner of the Nobel 

Prize for Economy (1990), has developed a brilliant approach of 

investments, recently known as Modern Portfolio Theory. 

Markowitz’s PhD Candidate, William F. Sharpe, also a winner 

of the Nobel Prize for Economy (1990), has tried to bring 

modifications to the fundamental portfolio selection model and 

supplemental information regarding portfolio diversification. 

The papers of the two researchers represent the foundation of 

numerous other studies related to the portfolio management 

topic. 

All these aspects have led to the formalization of the present 

study. Section 2 of this paper focuses on the evolution of the 

Romanian Capital Market and underlines the characteristics of 

the actual trading system of the Bucharest Stock Exchange. 

Taking into consideration the transformations brought by the 

technological revolution and the global growing inclination to 

adopt automated trading systems we considered relevant to 

describe the features of the Bucharest Stock Exchange trading 

system. 

Section 3 focuses on a theoretical and empirical analysis of the 

models considered to be the core of Modern Portfolio Theory: 

the Markowitz portfolio selection model [6] and the market 

model developed by Sharpe [8,9].  

We conclude resuming the results of our analysis, being 

emphasized the fact that the models tested lead to the 
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optimization of financial placements on the Romanian Capital 

Market [11]. 

 

 

2. THE BUCHAREST STOCK EXCHANGE AND ITS 

TRADING SYSTEM 
 

The History of the Bucharest Stock Exchange 

 

On the background of a tradition beyond 70 years of 

commodities-trade exchanges which started to function in the 

first years of the 18th century according to the model of western 

exchanges, the history of Romania records the establishment of 

the first Stock Exchange in 1881 following the adoption of the 

″Law on exchanges, exchange and commodities brokers″. 

Based on a French model, this law stipulated by royal decree the 

establishment of commodities and stock exchanges. The 

Bucharest Stock Exchange was inaugurated on December 1st 

1882. So, the evolution of the regulatory framework of the 

capital market was marked by several stages. In 1904 a new law 

appeared defining more clearly Stock market operations. In 

1929 the ″Madgearu Law″ appeared bringing the legislative 

unification of the Stock Exchange System in Romania and a 

modern approach of the legislative act. After the 1929-1933 

crisis the economic reconstruction put the Bucharest Stock 

Exchange on an ascending trend, 1939 being the climax year of 

the inter-war period. The end of World War II left the political 

framework in Romania unbalanced leading to the end of the 

capital market and Stock Exchange. The downfall of this 

extremely dynamic economic sector was caused by the 1948 

nationalization process, the establishment of state property 

leading to the disappearance of specific products like: stocks, 

corporate bonds, domestic and external T-bills. The 1989 

Revolution, which signified an important turning point in our 

national history, has imperatively imposed, through the 

resulting reform program, the necessity to recover the capital 

market and its related institutions, including the Bucharest 

Stock Exchange [12].  

The reconstruction process started in 1992 was a difficult 

process under every aspect, taking two years to adopt the Law 

no. 5/1994 regarding securities and stock exchanges. On April 

1st 1995, the Bucharest Stock Exchange was reestablished based 

on a decision of the National Securities Commission as a self-

financed public interest institution with juridical personality. 

This moment represents a turning moment in the development 

of the Romanian Capital Market, marking the beginning of the 

stock exchange and altogether the flourishment of the efforts 

made to create one of the most important institutions of the 

capital market. The official inauguration took place on June 23rd 

1995, the structure of the new stock exchange being based on a 

modern electronic system capable to cover trading, clearing-

settlement and registry functions and sustained by an ensemble 

of coherent regulations and procedures. The first trading session 

was held on the 20th of November 1995. 

The year 1999, represents a very important year for the 

Bucharest Stock Exchange because it marks the implementation 

of a new electronic trading system entitled Horizon.  

 

The Trading System of the Bucharest Stock Exchange 

 

Horizon [13] is a powerful and flexible trading system, with a 

high degree of accessibility through open and secure 

communication channels that have the capacity to evolve along 

with the changing necessities of the business environment. This 

system, besides accepting distant orders or within the exchange, 

can make connections with other exchange systems and can 

record also floor trades. The main characteristics of this trading 

system are: 

- The market can be defined through trading rules and particular 

control parameters; 

- Securities can be traded and settled in different currencies; 

- Orders are sent as messages to a high speed trading engine. 

This engine stores market orders with the purpose to maximize 

working speed and trade execution. Trade results and statistical 

messages are recorded in a relational data base needed for 

historical trades. These results are sent in real time to the system 

for immediate information discrimination regarding changes 

emerged on the market.  

The trading system is developed through an advanced 

client/server architecture, which allows shared usage, message 

management and guaranteed exchange between different 

components. This architecture also allows trade processing in a 

configured and distributed environment. Due to the graphical 

interface, the trading terminal provides current information 

about the market allows brokers to view reports regarding 

orders and executed trades and offers facilities for order input 

and order management. The system offers reports regarding 

input, modification or deletion of historical orders and trade 

execution, as well as analysis and control instruments that detect 

and investigate problems surged during trading activity. For 

each order and trade, detailed information regarding input and 

trade execution, as well as each modification or cancellation, 

are registered in a system journal. Information comprised in the 

system journal can be used to retrace the situation on the market 

at a certain moment. All queries regarding market status and 

regarding orders are available in replay environment. The 

system can be configured to automatically block trades that 

surpass predetermined price or volume limits, trading being 

temporarily suspended for the security in question until the 

situation is remediated. It is also possible to automatically 

suspend trading for all the securities comprised in an index, if 

the respective index varies with a predetermined percent. It can 

be decided to delay opening, to stop or suspend the trade of 

certain securities, as well as to cancel orders or trades. 

In comparison to the former trading system, Horizon presents 

the following advantages:  

- Friendly graphical interface, which allows the simultaneous 

opening of a large number of windows and displaying a variety 

of information; 

- Real time automated updating of information regarding orders 

and trades on user screens, without additional efforts from 

users; 

- Simultaneous functioning of various types of markets, with 

different characteristics, rules and schedules;  

- Work station configuring by user; 

- Local alerts set by users that point out when certain parameters 

have been reached or surpassed; 

- Market level alerts for all users set by the Exchange that point 

out when certain parameters have been reached or surpassed;  

- System flexibility that allows the modification of functioning 

parameters and trading rules through configuration alteration of 

certain parameters; 

- The existence of a large number of orders: limit orders, market 

orders, without price, hidden orders, cross, hit, take, all or none, 

minimum fill, minimum block, contingent orders (that activate 

automatically on the market when the price of the stock reaches 

a certain value). 

The soft of this trading system is built on the trading rules of 

international exchanges and has a modern technology. Its 

modular design allows the integration of different modules 

according to requirements, the system evolving along with the 

exchange. The system ensures the possibility to build and trade 
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new products, input new trade practices, improve market control 

and react rapidly to changing regulations. 

 

 

3. PORTFOLIO SELECTION ON THE ROMANIAN 

CAPITAL MARKET 

 

The Markowitz Portfolio Selection Model 

 

Harry Markowitz is rightfully regarded to be the founder of 

Modern Portfolio Theory. In 1952 he published a formal 

portfolio selection model [1] emphasizing diversification 

principles and identifying the efficient set for portfolios or the 

efficient frontier for risky securities, paving his way to the 

Nobel Prize for Economy (1990).   

Eugene F. Fama refers to the model developed by Markowitz as 

the Two-Parameter Portfolio Model [2]. In this two-parameter 

model the distributions of returns on any portfolio are normal 

and can be described from knowledge of portfolio mean and 

portfolio standard deviation. So, with normal return 

distributions, a risk-averse investor only considers a portfolio if 

it has the largest possible expected return being given the 

standard deviation of return, and if it has the smallest possible 

standard deviation of return being given its expected return. The 

portfolio with these two properties is considered to be efficient, 

and the collection of portfolios with these two properties is 

called efficient set. These two portfolio properties can be 

summarized into a single one which states that for a portfolio to 

be efficient there must not be another portfolio with the same or 

higher expected return that has lower standard deviation of 

return.  

So, in a two-parameter world, the portfolio risk is measured by 

its standard deviation, or its variance of return. A risk-averse 

investor is averse to dispersion of portfolio return, dispersion 

that can be completely summarized by variance [2,6] in the case 

of normally distributed portfolio returns. The risk of a security 

is determined by the contribution of the security to the variance 

of the return on the portfolio.  

In formal terms, the return, expected return, and variance of 

return on a portfolio p  are:  

∑
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but iiiR σσ =)(2 , transforming Eq. (3) into the following 

equation: 
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where n is the number of securities available for inclusion in 

the portfolio, ipx  is the proportion of portfolio funds invested in 

security i  in portfolio p , iR  represents the return on security 

i , )( iRE  is the expected return on security i , 

),cov( jiij RR=σ  is the covariance between returns on 

securities i  and j  and iiiR σσ =)(2  is the variance of the 

return on security i . 

Taking into consideration the above equations, there will be n  

expected return estimates for each of the ni ,...,1=  securities, 

n variance estimates and 
2

)1( −nn
 different covariance 

estimates [1,10 ].  

The contribution of security i  to portfolio return )( pRE  

is )( iip REx , meaning the expected return of security i  is 

weighted with the proportion of portfolio funds invested in 

security i  to obtain portfolio p . 

Rewriting Eq. (4) as:  
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the contribution of security i  to the risk or variance of the 

return on p is  
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So, Eq. (6) can be interpreted as the risk of security i  in 

portfolio p .  However, it is more convenient to call the 

weighted average of covariances  
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the risk of security i  in p . If Eq. (7) is interpreted as the risk 

of security i  in p , then from Eq. (5) the risk of the portfolio is 

the weighted average of the risks of individual securities. 

For a portfolio to be efficient it must have the property that no 

other portfolio with the same or higher expected return has 

lower standard deviation of return. So, if a portfolio is efficient 

then (a) it has the maximum possible expected return given the 

variance of its return, and (b) it has the smallest possible 

variance of return given its expected return. Any portfolio that 

satisfies condition (b) is called a Minimum Variance Portfolio 

and it is considered to be the solution of the following 

optimization problem: 
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)( eRE  is a given level of the expected return and Eq. (8d) 

emphasizes the fact that the weights are nonnegative, meaning 

that short sales are not allowed. The problem underlined 

through Eq. (8a) to Eq. (8d) is to choose the proportions 

nixip ,...,1, =  invested in individual securities that give a 

minimum variance portfolio, taking into account the restrictions 

that state the expected return of the portfolio is equal to )( eRE , 

the sum of the proportions invested in individual securities is 1, 

and the proportions must be nonnegative. 

The contribution of the pair wise covariances between the 

returns of individual securities in a portfolio to the variance of 

the portfolio’s return does not change in any systematic way as 
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the number of securities in the portfolio is increased. Instead, 

the contribution of security return variances to the variance of 

the return on the portfolio decreases as the number of securities 

in the portfolio increases. So, with the pair wise covariances that 

have a stable contribution on the variance of portfolio return, 

and with the contribution of security return variances declining 

as the number of securities in the portfolio is increased, the 

concrete result is a decrease in the variance of the portfolio 

return. In a diversified portfolio, the contribution of an 

individual security to the variance of the portfolio’s return 

depends mostly on the security’s covariances with the returns 

on other securities than on the security’s return [2].  

Rubinstein [7] appreciated that Markowitz’s research represents 

the first mathematical formalization of the diversification 

concept of investments, emphasizing the fact that even though 

diversification reduces risk, it can not eliminate it completely. 

So, through diversification risk can be reduced without having 

any effects on the portfolio expected return. Rubinstein also 

underlined the fact that one of the main achievements of 

Markowitz’s research was to demonstrate that not the security 

risk is important for the investor, but the contribution of the 

security to the variance of the entire portfolio. Thus, a security 

must be evaluated as part of a whole and not individually. 

  

Testing the Markowitz Portfolio Selection Model on the 

Romanian Capital Market 

 

In order to test the Markowitz portfolio selection model on the 

Romanian Capital Market we have chosen a sample of 15 stocks 

quoted on the first category of the Bucharest Stock Exchange 

(BSE). We have chosen these stocks because they meet the 

conditions of financial performance, liquidity and supplemental 

dimension in comparison to the rest of the stocks quoted on the 

exchange rate. Thus, we have computed a data base containing 

daily returns for these stocks for the period 08/01/2002-

24/12/2009. The calculation formula used was 

1,

1,

−

−−
=

ti

tiit
it

p

pp
R (dividends were not included). 

 

 
Table1. First Category Stocks quoted on the BSE 

 

The optimization problem emphasized through Eq. (8a) to Eq. 

(8d) was solved with the help of Microsoft Excel Solver (the 

initial portfolio was equally weighted 15/1=ipx ). For a given 

expected return of 0.21% the Minimum Variance Portfolio was 

obtained with a risk of 4.19%. The resulting portfolio weights 

are: 14.02% ALR, 2.79% ATB, 42.17% OIL, 5.12% OLT, 

2.08% SNP, 9.76% TBM and 24.06% TLV.  

To generate the efficient frontier with the help of Microsoft 

Excel Solver, we have changed the expected return in the 

optimization problem for 23 different values of the expected 

return comprised between 0.11% - 0.33%.  

 

 
Figure1. Portfolio Efficient Frontier 

 

The Market Model 

 

Markowitz described in an extended footnote the diagonal 

model or market model and following Markowitz’s suggestion 

this model was to be developed later by William F. Sharpe [7]. 

The portfolio selection process developed by Markowitz 

includes three stages: (1) probabilistic estimations of future 

security performances, (2) analysis of these estimations in order 

to determine an efficient set of portfolios and (3) selecting from 

that set of portfolios the one that suits best the preferences of the 

investor. Starting from this process, Sharpe (1963) [8] extended 

Markowitz’s analysis concentrating especially on the second 

stage – portfolio analysis. He considered that the portfolio 

analysis needed a large number of comparisons and thus the 

development of a simplified set of hypotheses was necessary in 

order to reduce the difficulty of this task. Such a set, called the 

diagonal model, highlighted the fact that security returns can be 

influenced by a single essential factor like the level of a certain 

index or a factor that is considered to have a significant 

influence on security returns. Several years later, Sharpe (1967) 

[9] developed a paper that presented a linear programming 

algorithm for portfolio selection. In this paper, he emphasized 

again the importance of the relationship between security 

returns and a market index and divided portfolio risk into two 

components. One component includes parts of security risk that 

can not be eliminated through diversification and the second 

part includes the risk that can be minimized through 

diversification. 

Fama [2] started from the bivariate normality of securities and 

portfolio returns and developed a theoretical and empirical 

study of the market model. 

Considering iR   the return on any security ni ,...,1=  and mR  

the return on the market portfolio of all securities, where each 

security is given an equal weight in the portfolio, the 

relationship between iR  and mR  can be expressed as: 

imiii eRR ++= βα       (9) 

Eq. (9) highlights the fact that there is a linear relationship 

between iR  and mR  with the coefficients iα  and iβ . This 

linear relationship is subjected to the disturbance ie  that has a 

normal distribution with zero mean and constant 

variance )(2
ieσ . This disturbance is independent of the return 

on the market portfolio mR . 

The variance of the return on security ni ,...,1=  can be 

expressed as: 

)()()( 2222
imii eRR σσβσ +=    (10) 
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Eq. (10) divides the variance of the return on security i  into 

two parts: the first part )(22
mi Rσβ  is attributed to the term 

miRβ  in Eq. (9) and is assumed to be caused by market wide 

variables, and the second part )(2
ieσ  is attributed to the 

disturbance ie  in Eq. (9) and is assumed to be caused by 

variables specific to the characteristics of security i . The iβ  

coefficient is interpreted as the market sensitivity of the return 

on security i . So, iβ  summarizes the sensitivity of iR  to 

market wide factors, a value of iβ  greater than 1 implying a 

security with both above average market sensitivity and above 

average risk, and a value of iβ  below 1 symbolizing below 

average market sensitivity and risk in m . 

The market model can be used to describe the relationship 

between the return on any portfolio p  and the return on the 

market portfolio m : 

pmppp eRR ++= βα     (11) 

where: 
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     (16) 

The variance of the return on the portfolio is given by: 

)()()( 2222
pmpp eRR σσβσ +=    (17) 

The systematic risk component [1] of the portfolio variance, the 

component that depends on market wide factors is 

)(22
mp Rσβ and depends on the sensitivity coefficients of the 

individual securities. This part of the risk depends on portfolio 

beta and )(2
mRσ  and will persist regardless of the extent of 

portfolio diversification. So, no matter how many securities are 

included in the portfolio, their common exposure to the market 

will be reflected in portfolio systematic risk that can not be 

eliminated through diversification. 

In contrast, the nonsystematic component of the portfolio 

variance is )(2
peσ  and it is attributed to firm specific 

components ie . Because these components are independent and 

have zero mean, as more and more securities are added in the 

portfolio the nonsystematic risk will become smaller. This risk 

is considered to be diversifiable.  

For the market model the optimization problem is [9,10]: 

)()()( 2222
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x
eRRMin
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=

                (18a) 

having the following restrictions: 
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nixip ,...,1,0 =≥                   (18e) 

)( eRE  is a given level for the expected return, and Eq. (18e) 

highlights the fact that the weights are nonnegative, meaning 

that short sales are not allowed. The problem underlined 

through Eq. (18a) to Eq. (18e) is to choose the proportions 

nixip ,...,1, =  invested in individual securities that lead to a 

minimized portfolio variance, taking into consideration the 

restrictions that state the expected return of the portfolio is equal 

to )( eRE , the sum of the proportions invested in individual 

securities is 1, and the proportions must be nonnegative. 

 

Testing the Market Model on the Romanian Capital Market 

 

In order to test the market model on the Romanian Capital 

Market we used the same sample employed for the application 

of the Markowitz portfolio selection model. 

We considered the macroeconomic factor of the model the 

returns on the reference index of the Bucharest Stock Exchange 

– BET (Bucharest Exchange Trading). 

Using the Regression option of Microsoft Excel we have 

estimated the characteristic lines for the stocks comprised in the 

sample and concluded that BRD, SIF1, SIF2, SIF3, SIF4, SIF5 

and SNP have values of the beta coefficient greater than 1, 

which means that these securities have above average market 

sensitivity and above average risk, while ALR, ATB, AZO, 

IMP, OIL, OLT, TBM and TLV have below average market 

sensitivity and risk. 

Comparing the values obtained for the systematic and 

nonsystematic risk we have concluded that the securities 

included in the portfolio are affected in proportion of 0.20% by 

market wide factors like inflation, variations of the interest rate, 

recession, that affect all firms simultaneously and only 0.01% of 

the risk is attributed to firm specific factors, like the success or 

failure of marketing programs, winning or losing major 

contracts, as well as other events that take place within 

companies. Thus, the factors that influence the evolution of the 

securities included in the portfolio are of systematic nature and 

can not be eliminated by increasing the number of securities in 

the portfolio. 

The optimization problem emphasized through Eq. (18a) to Eq. 

(18e) was solved with the help of Microsoft Excel Solver (the 

initial portfolio was equally weighted 15/1=ipx ). For a given 

expected return of 0.17%, we obtained the portfolio with a risk 

of 4.59%. The resulting portfolio weights are: 5.58% ALR, 

15.67% ATB, 2.29% BRD, 6.54% IMP, 5.92% OIL, 5.44% 

OLT, 7.25% SIF1, 4.98% SIF2, 4.24% SIF3, 8.65% SIF4, 

5.08% SIF5, 13.28% SNP, 4.79% TBM and 4.95% TLV.  

 

 

4. CONCLUSIONS 

 

Gorham and Singh [4] considered that the story of any 

transformation is the story of Schumpeter’s ″creative 

destruction″, the old systems being destroyed as newer, more 

transparent and efficient systems take their place. Thus, the old 

floor-trading model has been replaced in many countries by new 

electronic trading systems. These trading systems are 

considered to be more efficient, having the capacity to store and 
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process enormous volumes of information. Electronic trading 

has led to innovation, competition and collaboration between 

world exchanges.  

In 1999, the Bucharest Stock Exchange has implemented an 

electronic trading system, the soft of this system being built on 

the trading rules of international exchanges. Due to its modular 

design, the system develops along with the exchange, being 

offered the possibility to develop and trade new products, to 

introduce new trading practices, to improve market control and 

to react rapidly to changing regulations. 

Also, the capital allocation and portfolio selection decisions 

represent fundamental elements for a capital market and as a 

consequence for a national economy. The study conducted in 

this paper has led to the conclusion that the hypotheses of the 

tested models lead to the selection of optimal portfolios on the 

Romanian Capital Market, the best results being obtained in the 

case of the Markowitz portfolio selection model: for a given 

expected return of 0.21% the Minimum Variance Portfolio has a 

risk of 4.19%. 
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ABSTRACT 
According to theory, innovative activity gives a chance to 

increase a competitiveness and economic growth of nation. 

The purpose of this paper is validation of that assumption 

using the latest data available for EU countries. Data set of 

indicators include: global innovation index, (GII), European 

Summary Innovative Index (SII), Ranking of Competitiveness 

of Nations (in a form of summary as well as subsidiary data ) 

and set of macro economy data (GDP, labor productivity, 

export, export of high-tech, R&D expenditure as [as % of 

GDP] etc as measures of economic growth. 

Various regression models: liner, curvilinear, planar or spatial 

with one or two dependent variables will be calculated and 

explained. In addition the appropriate 2 D and 3 D-graphs will 

be used and presented to strengthen verbal arguments and 

explanation. 

The main result of this paper is relationship between 

innovative activity, competitive ability and growth measured 

as GDP per capita. Such relationship is shown as fairy good 

linear span of countries. Only two of them: Luxemburg and 

Norway due to higher than average growth value are outliers.  

The valuable outcome of this paper is classification 

of nation into groups: highly innovative- highly competitive, 

highly competitive-non innovative, highly innovative- non 

competitive and non innovative – non competitive. The last 

two groups of nations fall in to trap of low competitiveness.  

Keywords: incremental innovation, radical innovation, R&D, 

economic growth, competitiveness, quality of products. 

1.Economic growth  

GDP, developed in 1930’s is the best know measure 

of macroeconomic activity of nations. Its growth is a key 

indicator of effectiveness of given economy in short and 

medium term. It is based on clear and stable over time 

methodology allowing comparison of countries, regions in 

time. Unfortunately, GDP does not measure some economical 

and social phenomena, which importance is growing now, e.g. 

environmental sustainability or social inclusion. From the other 

side GDP shows the economic divergence between nations but 

does not explain why it occurs. Such divergences exist 

between various counties on different continents. Also in 

European Union one can find economies in which GDP per 

capita differs dramatically, from high in Technology Frontier 

Area –TFA (e.g. Finland, Sweden, Germany) to low in 

developing ones as Poland, Estonia, Bulgaria. In fact the 

spread in GDP per capita in Europe is dramatic as a results of 

political partition after world War II or North-South 

divergence.  

It is commonly accepted by scholars and politicians 

shat GDP should grow in longer period, despite occurring 

cycles of economic situation. The economic literature has 

investigated the drivers of GDP, thus economic growth, for 

decades. There is a broad dispute and disagreement between 

scholars concerning the fundamentals of growth; of course 

there is a substantial agreement in several areas [1,2]. 

Fundamental components of economic growth in 

various theoretical models are divided into quantitative and 

qualitative. The division of production factors in this way 

reflects divisions of economies into traditional and innovative 

based on R&D activity, knowledge formulation, education etc. 

Quantative components are capital K and labor L. At the 

present among qualitative components we will find technology 

T, human capital H, institutions IN and economic policy of 

government P, combined in an equation 

GDP=F (K,L;T,H, IN,P) 

where F means functional relation. Differentiation between 

‘traditional’ or ‘quantitative’ type of capital and qualitative (T, 

H, IN, P) could be explained in terms of rivalry and 

excludability following the paper by Kristian Uppenberg [3]. 

Fixed capital (K) and labor (L) are “…rival gods, which means 

that its use by one firm makes it impossible for other firms to 

use it at the same time. It is also excludable, since an owner of 

a piece of machinery can prevent other from using it”. 

By contrast “qualitative” components are typically 

not rival goods and not necessarily excludable but rather public 

goods. Non-rivalness means that using for example knowledge 

by one firm does not diminish the ability of other firm to use 

the same knowledge. Non-excludability means that one user of 

knowledge could not prevent other people or organizations 

from using it once it exists. Pure public goods and pure private 

goods are opposite points on continuous benchmark scale. In 

between one can find not pure public goods, partially rival 

goods or partly excludable goods. The position of some 

examples is shown in figure 1.  

Figure 1.  Differentiation between pure and private good 
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According to Gomułka [4], economic growth in TFA 

countries rely on R&D activity, knowledge creation, 

innovations, high quality HR which are various aspects of 

knowledge economy. At the some time the growth in 

developing countries to much extent depend on much more 

passive consumption of technology (diffusion). Thus growth of 

GDP is a function of capital and improving performance of 

labor caused by various components of technical (R&D, 

knowledge, innovation) and social nature (H, IN, P). 

Knowledge, as important factor of economic growth was pull 

out from “ the shadow” by Robert Solow [5] and T. Swan [6] 

and used as starting point for modern empirical analysis of 

macroeconomic data and theoretical work. New knowledge is 

the output of investment in the form of spending on R&D, 

basic research, education etc. The similar relation exist 

between other investments, made by government and entities 

consisting of infrastructure, telecommunication, various 

networks, equipment etc. An investments tends increasing 

future growth. Unfortunately business investment rate dawn to 

20,4 % in the euro area and 20,3 % in EU27 area in the fourth 

quarter of 2009 [7]. It is obvious (that devoting part of 

disposable resources to investments helps increasing future 

output e.g. economic growth. The problem arise for politicians 

how to divide those recourses between various types of 

competing investments. For example increasing stock of 

resources to knowledge creating activity will decrease amount 

of  money in other areas (e.g. current consumption or medical 

care). For that reason it is difficult for many EU countries to 

increase expenditures on R&D to Lisbon target (3% GDP), or 

even EU average value (approx. 2% GDP) relying only on 

budgetary funds. Fortunately knowledge is not perfectly pure 

public good as being partly rival and/or partly excludable. In 

consequence, substantial stock of knowledge and R&D activity 

is generated by private business funds. 

Table 1. Gross Domestic Product expenditure on R&D 

(GERD) by government sector in 2008 (% of GDP) 

No. Country % GDP No. Country % GDP 

1 JP 15,6 8 Czech  R. 41.3 

2 Finland 21,8 9 Hungary 41.8 

3 Belgium 22.2 10 Estonia 50.0 

4 US 27.0 11 Bulgaria 56,7 

5 Germany 27.7 12 Poland 59.8 

6 EU27 33.5 13  Romanic 70.1 

7 France 39.4    

Source: http://epp.eurostat.ec.europa.eu

There is a very big spread of data from 15,6% in 

Japan to more than 70% in Romania. In developing countries 

of EU the participatiuon of government in total expenditures 

on R&D is high (more than 40%). It means that share of 

business R&D is small, specially in Romania and Poland. 

Easterly and Levine [8] argued that Total Factor 

Productivity (TFP) accounts for majority income differences 

across countries and not the capital and labor. (for example 

Taiwan, Ireland). It means that knowledge and innovations are 

factors increasing economic growth and differentiating 

between countries. Differentiation results from flow or 

diffusion (spillover) of knowledge between countries (through 

the borders). The knowledge spillovers is important over time 

and depend on many factors. Among them one can mention 

international trade and foreign direct investment growing 

dramatically new. FDI disseminate knowledge, new 

technology, licences etc mostly from richer countries to poorer 

ones. However reach countries benefit more  as they have more 

and better institutions and policies needed to benefit from 

knowledge dissemination. From the other side some pure 

countries are very smart in initiation of innovations, coping 

technology. Other important factor is human capital, even 

more important for developing countries [9] than investing in 

R&D and knowledge formation. Human capital is necessity for 

absorption of technology and innovation. The well known 

examples are Ireland and Finland. Years ego politicians decide 

to develop education at all levels for creation of highly skilled 

workers in modern branches of science and technology driven 

industries (ICT, electronics, mobile phones etc.) 

There are in TFA different (various) partitions of 

capital and labor resources into traditional sectors (K and N, 

respectively) and innovative sectors (M and R, respectively) 

and innovative sectors (M and R, respectively). The total 

disposable capital is K+M and labor N+R. If M/K and R/N 

follow stable growth trajectory however in the period of 

‘technological revolution’ those quotients are much higher. As 

a consequence growth quotient Y/L increases more 

dynamically and depends on share of investment in GDP. 

These quotients are high in TFA countries and promote 

technology flow towards developing countries. To conclude: 

the prosperity of nations depend mostly on qualitative 

components influencing quality of capital and labor and 

efficiency of their use.  

There is no doubt that in many countries of market 

economy R&D is under-invested, specially in developing 

countries, national or regional authorities think about wider 

measures to support R&D of firms directly (by financial 

means, subsidies, research Programs) and indirectly. The 

examples are increasing the pool of qualified personnel, 

searching for talented people, ease immigration of high-skilled 

people, lowering entry barriers for new-firms, administrative 

costs, easing credits and venture –capital gains [10]. At the end 

however the question will be raised: what is the efficiency and 

effectiveness of public spending on R&D? It is very important 

issue, because “it is clear that direct and indirect public sector 

spending on R&D has a positive effect on private R&D 

spending and on the efficiency of private sector research 

personal [11]. Empirical research in this area indicated that 

there is a large potential for increasing efficiency [12]. One can 

mention the papers by Cincera [13] and Hollanders and Esser 

[14]. The relationship between inputs and outputs used to 

calculate Summary Innovation Index for EU countries shows 

efficiency border and distance of particular nation from this 

border. One interesting outcome is that some nations spending 

even less than 1% of GDP on R&D achieve relatively better 

results than rich due to spillover effects of R&D. 

R&D is next factor of great importance for 

development and productivity growth [15].  The relationship 

between R&D and economic performance has been 

demonstrated in various studies. The general outcome is that: 

1. return of R&D activity is higher then that of other 

capital sources.  

2. riskness of R&D activity is relatively high,  

3.  R&D sector is underinvested [16] 

4.  R&D  spending in many countries shows little 

variability over time (as part of GDP), 

R&D activity of nations leads to the development 

and application of new technology, which in turn yield growth 

of productivity through: more efficient organization of 

production, better flexibility, increase of production, lean 

production, lean innovation etc. One should keep in mind, that 
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radical innovations (product, organizational) will give profit 

with long lags. Consumers must learn and accept new product 

its utility, new functions and evaluate quality gains, which took 

some time. In case of radical organizational innovations, they 

must interrupt old habits and rules before adopting and 

learning new ones.  

2. Innovative activity of nations (Summary Innovative 

Index)  

An innovation is the implementation of a new or 

significantly improved product (good or service), or process, 

a new marketing method, or a new organizational method in 

business practices, workplace organization or external 

relations. 

Innovation activities are all scientific, 

technological, organizational, financial and commercial 

steps which actually, or are intended to, lead to the 

implementation of innovations. Some innovation activities 

are themselves innovative, others are not novel activities but 

are necessary for the implementation of innovations. 

Innovation activities also include R&D that is not directly 

related to the development of a specific innovation. 

(Oslo Manual 2005) 

http://www.ttgv.org.tr/UserFiles/File/OSLO-EN.pdf 

The main data source for calculating innovation of 
countries in Europe is Community Innovation Survey. 
Aggregated data are disseminated on the Eurostat webpage. 
The tables cover the basic information of the enterprise, 
product and process innovation, innovation activity and 
expenditure, effects of innovation, innovation co-operation, 
public funding of innovation, source of information for 
innovation patents, etc.  

The European Innovation Scorebord –EIS is a list of 
countries based on their innovation performance across 
indicators. The number of indictors increase from more than 20 
to 29 in 2009 ranking [17]. Indicators are grouped into five 
areas: innovative potential, knowledge creation and 
entrepreneurship (as potential for innovations) as well as 
applications and property rights as results. Groups of indicators 
are logically linked to innovative activity and follow the model 
of process with inputs (potential) and outputs (results) [18]. 
Innovation performance is calculated as number between 0 and 
1. EU27 Member States fall into the following four groups: 
leaders, followers, moderate innovators and catching-up 
countries. 

3. Competitive ability of nations  

The term ‘competitiveness’ is not identical in 

meaning. Michael E. Porter in his “Competitive Advantage of 

Nations” [19] does not define at all what competitiveness is. 

Some sources explain competitiveness as ability of entity to 

compete and achieve success. 

The "official" definition of OECD of a nation's 

competitiveness is "the degree to which a country can, under 

free and fair market conditions, produce goods and services 

which meet the test of international markets, while 

simultaneously maintaining and expanding the real incomes of 

its people over the long term" [20]. Institute of Management 

Development use the following definition: ‘Competitiveness of 

nations is a field of economic theory, which analyses the facts 

and policies that shape the ability of a nation to create and 

maintain an environment that sustains more value creation for 

its enterprises and more prosperity for its people’ (IMD 2003).  

Estimation of nations’s competitiveness rely on 

simple or developed measures which reflect the overall results 

of management and ability of resource’s transformation into 

competitive products and improving the quality of life in long 

period. Two groups of simple measures are in use. One group 

describes macroeconomic efficiency through e.g. GDP, rate of 

inflation or rate of unemployment. Another one deals with 

international trade through such measures as e.g. share of 

export in GDP, terms of trade, export structure, share of high-

tech products in export, value of export per capita etc. 

Unfortunately single measures does not reflect the 

level of competitive ability of nation. In the literature one can 

find opinion in favor and against multivariable models. Jeffrey 

Sachs and his colleagues argued in favor [21]. It is necessary to 

construct more complex measure composed of variety of 

simple measures, appropriate weighting factors and calculated 

according to statistical model. Variety of such holistic models 

are known in the literature, however two are of great 

applicability. 

World Economic Forum developed ‘Growth 

Competitiveness Index – GCI’ on the ground of 12 pillars 

(institutions, infrastructure, macroeconomic stability, health 

and education, higher education, efficiency of market 

(products, labor, finance), adaptation of technology, market 

volume, management maturity and innovation. Resulting GCI 

is a rank for given nation. 

The similar rank was developed by IMD (Lozanna). 

The World Competitiveness Yearbook published by IMD 

focuses on the outcome of the interaction of four 

competitiveness factors, which generally define a country’s 

national environment. These are: 

- Economic Performance (EP), 

- Government Efficiency (GE), 

- Business Efficiency (BE), 

- Infrastructure (I) 

On the basis of these four factors and more than 320 criteria 

(2/3 are hard data and 1/3 are opinion of 4000 managers), the 

WCY assumes that healthy performance in these dimensions 

creates a national environment that sustains World 

Competitiveness Index. The index is published once a year for 

60 economies (51 countries and 9 regions). We use in our 

paper data on overall competitiveness (WCI) of EU countries 

in 2008 and before the economic crisis. In addition we use data 

for four mentioned factors (EP, GE, BE and I). 

  

4.Data and analysis 

Variable set used as a proxy of economic growth, 

innovativeness and competitiveness of European Union and 

some additional countries. Most data are from 2008 sources 

but in some cases we use data from earlier periods. The 

analysis of time series for innovativeness and competitiveness 

indicates stability of ranks over last years. All data for growth 

are from 2008.   

Table 2. Variable set used  

Variable Description Value 

Growth 
GDP pc 

Exp/GDP 

Exp pc 

R&D G 

R&D E 

EKIS 

GDP per capita 

Share of export / GDP 

Export per capita 

Share of expenditures  of 

government R&D  

Employment in R&D 

Employment in 

knowledge intensive 

services 

in ‘000 

USD 

% of GDP 

in ‘000 

USD 

in % 

in %  

in % 
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Innovativenes 
SII Summary Innovative 

Index 

0 - 1 

Competitiveness 
CI 

EC 

GE 

BE 

I 

Competitiveness index 

(IMD) 

Economic performance 

Government efficiency 

Business efficiency 

Infrastructure 

Rank 

Rank 

Rank 

Rank 

Rank 

Growth is approximated by six indicators collected in 

table 2. Innovative activity for EU and some additional 

countries is measured by SII as a value from range 0-1. 

Competitiveness of nations is approximated by a set of 

variables developed by IMD as a rank. We used general rank 

CI and four group of ranks for economic performance, 

government efficiency, business efficiency and infrastructure. 

All categories: growth, innovative activity and competitiveness 

rare discussed in sections 1-3 respectively.  

 For data analysis and presentation we used  simple 

graphical presentation of relations in three dimensional space 

as previously [23]. 

The relationship between innovative activity, 

competitive ability and growth measured as GDP per capita is 

a main objective of this paper. Such relationship is show in 

figure 2 as fairy good span of countries. Only two of them: 

Luxemburg and Norway due to higher than average growth 

value are outliers.  

Figure 2.  Scatterplot of Summary Innovative Index – 

Competitiveness – GDPpc 

3D Scatterplot (imeti 2010 ranking 16v*28c)
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Another interesting plot is between SII-CI and 

research and development activity financed by government. 

The plot is presented on figure 3 as fairly good. The high share 

of government in total cost of R&D (in  %) is reflected by high 

rank, with maximum for Romania. In developed countries the 

role of government in this type of activity is much weaker. 

Governments support mainly pure or even ‘blue sky’ research 

with a unknown probability of commercial application in 

future.  

Figure 3. Scatterplot of Summary Innovative Index –

Competitiveness and R&D G 

3D Scatterplot (imeti 2010 ranking 16v*28c)
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The spatial distribution of points in the plot: 

innovative activity- competitive ability and share of export to 

GDP is shown in figure 4. It give impression of random 

distribution, however some group of countries could be seen. 

For example new EU members: Hungary, Czech Republic, 

Slovakia, Slovenia export a substantial part of their production. 

Some other countries like Poland, Romania, Latvia reach much 

worse results. In this same part of plot one can find however 

Italy, Spain, Portugal and Greece, know as ‘PIGS’ group, 

facing a great economic problems now. Remaining countries 

(highly competitive and highly innovative) differs also against 

export/GDP share. For example Belgium, Netherlands, Ireland 

leads, while UK a France are outliers.  

Figure 4. Scatterplot of Summary Innovative Index –

Competitiveness – Exp/GDP  

3D Scatterplot (imeti 2010 ranking 16v*28c)
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 Proof of such reasoning is given by Principal 

Component Analysis (PCA) of all data. Two principal 

components explain more than 77 % of total data variability. 

The projection of the components on the factor plane is shown 

in the figure 5A (upper part), while the figure 5B presents 

projection of countries. Superposition of both will lead to 

valuable conclusions. It is evident that new member states and 

some older from the South of Europe realize R&D activity 

mostly financed by government. Ireland, Belgium, Netherland 

are very efficient as exporting countries (Exp/GDP), while 

Greece, Portugal, Romania and even Italy not so much. France 

and UK are good in economic performance factor of 

competitiveness (EC). Denmark, Finland and Sweden owe 
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their position to business efficiency (BE), high employment in 

R&D and  in knowledge intensive services (EKIS).

Figure 5A. Projection of the variables on the factor plane 

Projection of the variables on the factor-plane (  1 x   2)
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Figure 5B. Projection of the countries on the factor plane 
Projection of the cases on the factor-plane (  1 x   2)

Cases with sum of cosine square >=  0,00
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The valuable outcome of this paper is classification 

of nations into four groups: highly innovative - highly 

competitive, highly competitive - non innovative, highly 

innovative - non competitive and non innovative – non 

competitive. The last group of nations fall into trap.  

5.Conclusions 

According to theory, innovative activity gives a 

chance to increase a competitiveness and economic growth of 

nation. The aim of this paper was validation of that assumption 

using the latest data available for EU countries. The 

relationship of Summary Innovative Index – Competitiveness – 

GDPpc for EU countries is fairly linear with a moderate 

correlation and support the assumption. The matter is difficult 

for analysis due to the fact, that are no simple measures for 

those three dimensions. In fact to various extent all three 

parameters: SII, CI and GDP overlapped. The further analysis 

should take this fact into account. Also for better 

understanding the relations and new trends, the panel of 

countries must be expanded. Inclusion of Mainland Chaina, 

India, South Asia and South America economies is necessary. 
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ABSTRACT 

 
This work consists of showing the advantages that 

Technological Innovation brought to TCE-MG, 

Minas Gerais Court of Auditors, agency of external 

control that manages public resources of Minas 

Gerais State. Monitoring public resources is not an 

easy task. In order to give a quality service to society 

and to fulfill with its legal obligation with efficiency, 

TCE-MG created in its organizational structure, the 

Information Technology Department (ITD). ITD 

provides information technology support to the 

TCE-MG in the form of managing the local network 

area, maintaining and operating a management 

information system, providing microcomputer 

support, and extracting and manipulating automated 

information for audits. Many of TCE-MG 

accomplishments such as conducting audit of public 

agencies accounts with veracity, efficiency and 

timely as well as working to increase transparency 

has been improved through ITD support.  The ITD at 

TCE-MG is always looking forward to new 

technology that could help fulfilling its obligation 

with ethics, justice, effectiveness, transparency and 

social commitment. 

Keywords: Information Technology, TCE-MG, 

Audits, SIACE-PCA, Transparency, Government 

Financial Statements. 
 

  

INTRODUCTION 

 
Minas Gerais Court of Auditors (TCE-MG) is an 

agency that has the role of audit the accounts of 

public agencies as well as a wide range of other 

public bodies in Minas Gerais state. Its mission is to 

make this control with efficiency and responsibility.  

Its goal is to give assurance over many aspects of 

public revenue and expenditure such as the truth and 

fairness of public financial statements; the regularity 

of the expenditure and the fair use of public resource 

towards society benefit. 

 

The TCE-MG is responsible for analyzing and 

controlling the revenue and expenditure of 853city 

councils. In total, TCE-MG has the obligation to 

monitor and examine 2.292 public agencies, 

totalizing the amount of 68 billions of reais; 

approximately 34 billions of dollars.  

 

TCE-MG has been concerned about achieving two 

goals: 

1)  To conduct audits of public agencies accounts 

with veracity, efficiency and timely; 

2) To work to increase transparency in public 

agencies, fighting against corruption and 

 
 

 

TCE-MG X INFORMATION TECHLOGY 

DEPARTAMENT 

 
In order to improve the accuracy of the information 

that TCE-MG receives from the public agencies and 

also to provide society with information and 

opportunities for participation, TCE-MG has the 

support from Information Technology Department 

(ITD) that uses the technology resources to 

implement TCE-MG external control.  

 

The purpose of ITD is to evaluate the system's 

internal control design and effectiveness. This 

271

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



includes but is not limited to efficiency and security 

protocols, development processes, and IT 

governance or oversight. The goal is to evaluate the 

organization's ability to protect its information assets 

and properly dispense information to authorized 

parties and society. ITD also provides technological 

tools that allow TCE-MG to receive, audit, analyse,  

put information available to citizens.  

 

The ITD audit's agenda may be summarized by the 

following questions: 

Will the organization's computer systems be 

available for business at all times when required? 

(Availability)  

Will the information in the systems be disclosed 

only to authorized users? (Confidentiality)  

Will the information provided by the system always 

be accurate, reliable, and timely? (Integrity)  

Will information held by public agencies be 

provided to society? ((Transparency) 

 

CONDUCTING AUDITS OF PUBLIC 

AGENCIES ACCOUNTS WITH VERACITY, 

EFFICIENCY AND TIMELY 

 

The concept of accountability for use of public 

resources and government authority is the key to all 

entrusted with public resources are responsible for 

carrying out public functions legally, effectively, 

efficiently, economically, ethically, and equitably
(1)

. 

 

According to the article 76 of the Constitution of 

Minas Gerais, it is clear the obligation that TCE-MG 

has to control and monitor public resources with 

effectiveness, transparency and mainly social 

commitment
. (2)

. 

 

A study made in 2000 by Marinalva Rita Moreira 

found out that the frequency of irregularities 

practiced for the public agencies were large because 

of many aspects. One of them she described as the 

necessity of adopting new technology procedures to 

the effectiveness of TCE-MG work 
(3)

.  

 

ITD along with TCE-MG staff have developed new 

technologies that have allowed TCE-MG to gain 

more agility as to receive all the information as well 

as to analyze and decided about it. The development 

of two systems: SGAP and SIACE-PCA
 (4)

 are 

examples of ITD contributions. 

SGAP : Management System of Accompaniment of 

Proceeding. (1992): This system is responsible for 

controlling all the information that arrives at TCE-

MG. It also allows all staff involved to have access 

to each document course whenever necessary. 

 

 
Figure1: accessing SGAP  

 

 
Figure 2: choosing reports  

 

SIACE-PCA :Computerized System that supports 

External Control (2000): This system receives all the 

statements regarding to Minas Gerais State, its city 

councils and others public agencies accounts. 

 

 
Figure 3: Accessing SIACE-PCA 
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Figure 4: budget information  

 

 
Figure 5: revenue information  

 

 
Figure 6: receipt   

 

It is important to mention that all information sent to 

TCE-MG by public agencies through SIACE-PCA, 

are important data which are use to planning TCE-

MG local examination. Through data processing, 

TCE-MG receives, audits and analyses the data and, 

if necessary, checks its veracity personally. 

 

After implanting new programs, redefining the way 

to analyze the information regarding to accounts 

from government departments and public agencies, 

plus computerizing all data, TCE-MG has gained 

agility and consequently has worked more 

satisfactorily in society benefit. 

 

The numbers below show the improvements of TCE-

MG performance after working along with ID 

department. 
 
 

ACCOUNT YEAR 

 

% AUDITED ACCOUNTS  AND 

OPNIONS MADE IN 2010 

 

2008 

 

    96%      (822 city councils ) 

 

2002 

 

     46%      (393city councils) 

Fonte: SGAP  / Total of Minas Gerais city halls: 853 

 

 

INCRESING TRANSPARENCY 

 
Government that works for its citizens must be open 

and accountable, use public resources fairly and 

efficiently, apply the rule of law and provide the 

public with information and opportunities for 

participation. Government officials who abuse their 

power for private gain waste public resources and 

lose the trust of those they are meant to serve 
(5)

. 

 

Many countries have passed legislation that 

recognizes and protects the right to access 

information held by public bodies. This is an 

important component in any effort to fight 

corruption, but the mere existence of legal 

instruments is not enough. Habits and cultures on 

both sides of the information demand and supply 

relationship must be changed. While public bodies 

change their attitudes of secrecy to a climate of 

openness to prevent potentially corrupt situations, 

citizens also need to capture the spirit of demanding 

information. 
. (6) 

 

In May 2000, in order to prevent that mayors and 

governors spend more than what they obtain 

collecting through taxes (balance in public accounts) 

(transparency)   Brazilian government approved the 
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Law of Fiscal Responsibility (Lei de 

Responsabilidade Fiscal- LRF)
 (7)

.  

 

Business intelligence and information management 

technology can be an enabler for greater government 

openness and clarity in communication with citizens. 

web site, the information can be organized and tools 

provided so that external constituents can more 

easily analyze it. This kind of open access to 

in government but also facilitate non-government 

research with the goal of identifying, evaluating and 

prioritizing different solutions to problems 

challenging public officials
(8). 

 

In 27/05/2009, the president of Brazil signed a law 

named 
 (9). 

According to this law 

all public agencies have to publish all public 

accounts (revenue and expenditures) in detailed way 

in the Internet. 

 

The creation of TCE-MG web page and its constants 

updates were a major step toward transparency in 

public accounts. In TCE-MG Web site, society and 

also public agencies monitored by it have all 

information regarding to TCE-MG giving services. 

 

Examining with TCE-MG: 
Looking forward to work according to Brazilian´s 

Law and always worrying about transparency issue, 

in 2004 ITD at TCE-MG launched the first version 

of Examining with TCE-MG which was 

reformulated in 2008.  

Examining with TCE-MG is an important tool 

available at TCE-MG web page which allows public 

to access information regarding to how public 

agencies are managing public resources. Important 

information, such as: the revenue and the 

expenditure in different areas as education and 

health are easily available to citizens. Examining 

with TCE-MG also shows if the public agencies are 

applying the rule of law. 
 

 
Figure 7: Accessing Examining with TCE-MG 

 
Figure 8: information about public resources and its use.    

 

 
Figure 9: information about public resources, its use and 

its conformity with Law and Constitution. (First checking 

by SIACE-PCA)   

   

 
Figure 10: information about public resources, its use and 

its conformity with Laws and Constitution. (First 

checking by SIACE-PCA)   

 

In short, TCE-MG receives information from public 

agencies through SIACE-PCA. Then SIACE-PCA 

through itself analyses the data and check if it is 

according to Brazilian´s Law and Constitution. After 

this, through audit techniques, TCE-MG analyses 
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and decided about it. It is important to know that 

TCE-MG put all information available to society at 

Examining with TCE-MG, updating the information 

whenever necessary.   

 

Example: Agua Boa - 2007 

 

 INDEX 
PRESENTED 

BY MAYOR 

 INDEX 
CHECKED 

BY SIACE 

INDEX 
AFTER TCE-

MG AUDIT 

EDUCATION 25,86% 22,42% 23,57%  

HEALTH 16,34% 12,66% 14,42% 

Legal limits: Education: 25% - Heath: 15% 

 

 

In 2007, the ITD made a research using Google 

Analytical toll with the purpose of finding out which 

Web Site area had more access during that year
 (10)

. 

The result of the study is showed below.  

 

 

 
Figure 11: areas accessed  

 

 

According to the results, it is clear that citizens are 

more concerned about how public resources are been 

used. General public are also demanding more 

information, exercising their right of having access 

to information held by public bodies. TCE-MG 

seems to be in the right way when it shows its 

concerns about transparency issue.  

 

 

CONCLUSION 

 
The TCE-MG has achieved its goals through 

Information Technology help. It is impossible to 

think how all important information that TCE-MG 

receives could be exchanged, audited, and analyzed 

with accuracy, veracity and timely without data 

processing.  

SIACE-PCA and SGAP are toll developed by ITD 

that support TCE-MG achieves its goal. The world 

nowadays is concerned about transparency in public 

agency. So, all the benefits achieved by TCE-MG in 

this field would be harder without technological 

support. 

 

 Analyzing with TCE is an example of TCE-MG 

concerning about the importance of transparency in 

public accounts.    Citizens and taxpayers deserve to 

receive all the information regarding to where and 

how their money has been applied. The population 

also deserves an efficiency set of data that they can 

trust from the entity responsible for controlling 

public resources.  

 

 In this context, the role of TCE-MG gains greater 

importance, given the need to increase transparency 

and accountability - which are fundamental 

democratic values - in order to ensure that public 

funds are soundly managed on behalf of citizens and 

taxpayers.  

 

Along with ITD, TCE-MG is always looking 

forward news technology that could help it fulfilling 

its obligation with ethics, justice, effectiveness, 

transparency and social commitment.  

 

Nowadays, ITD has updating all the systems used by 

TCE-MG, installing new programs and revising the 

current ones. The mainly concern now is to develop 

a system that allows TCE-MG receives data from 

public agencies in real time and put this information 

available to society.  
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ABSTRACT 

 

Techniques for actively controlling arrays of telescopes 

flying in formation in space are being studied to control 

the optical path lengths.  Precision control, to a fraction 

of the wavelength of the incoming light, is necessary to 

construct ultra-high resolution imagery of stellar disks of 

nearby stars and for direct imaging of extra-solar planets 

around these systems.  Systems of this type require 

complex multiple level onboard control techniques to 

initially phase the telescopes; bringing them in from 

meters to nanometer and to subsequently hold the 

telescopes at nanometer tolerances during science 

observations, with individual spacecraft separations of up 

to 500 meters.  However, the on orbit control system 

response and some of its parameters are likely to be 

incompletely known due to differences between ground 

calibration and the on-orbit environment and also they 

may drift overtime. Herein we present different system 

identification techniques potentially feasible for 

formation flying and optical phasing to determine, both 

analytically and computationally, the complete in situ 

closed-loop control system response.   The use of system 

identification techniques to determine the in situ 

response will enable NASA to further advance the 

technology of future space-based multiple telescope 

interferometry. 

Keywords: System Identification, Active Optical 

Control, Formation Flying, Wavefront Sensing. 

 

1. INTRODUCTION 

 

The resolution of stellar disks of nearby stars (Stellar 

Imager) and direct imaging of extra-solar planets around 

nearby stars (Planet Imager) will require ultra-high 

resolution space-based synthetic aperture interferometric 

imaging systems.  Stellar Imager (SI) will resolve the 

structure of stellar disks of nearby stars and the 

Terrestrial Planet Finder (TPF) will directly detect and 

characterize extra-solar planets around nearby stars.  

Where by the angular resolution is driven by the 

diameter of the collection aperture, hence the need for 

large space-borne aperture.  Apertures larger than a few 

10’s of meters can only be realized in space by synthetic 

aperture interferometric imaging systems.  Such large-

scale, ultra-high resolution synthetic aperture imaging 

can, in principle, be accomplished in space by flying an 

array of phased telescopes each of which comprises a 

component of a synthetic aperture.  Light collected from 

each of the telescopes are relayed and coherently mixed 

together to realize imagery with the resolution defined by 

the diameter of the synthetic aperture as opposed to a 

single telescope’s aperture, albeit with reduced 

photometric sensitivity.  In order to maintain the image 

quality, the optical path length differences, through the 

array of telescopes, must be actively controlled to a 

fraction of the wavelength of the incoming light.  A 

coupled, active optical control system and pointing 

control system must be used.  Techniques for actively 

controlling such arrays flying in formation are being 

studied at the NASA Goddard Space Flight Center 

(GSFC).   

GSFC has been studying a multitude of techniques for 

optimal wavefront sensing and active optimal control, 

both computationally and through the development of a 

series of laboratory testbeds for closed-loop control of 

imaging interferometers.  One of these testbeds, Fizeau 

Interferometry Testbed (FIT), (shown in Figure 1) is 

being used to explore the requirements for wavefront 

sensing and for control algorithms for the Stellar Imager 

and other future Fizeau interferometric systems (e.g., 

MAXIM and Planet Imager).  FIT will be ultimately be 

used to demonstrate stable closed-loop control of 

articulated mirrors and the overall system to keep the 

beams in phase and optimize imaging with thermal and 

structural perturbations. 
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Image-based phase retrieval and phase diversity methods 
[4]

 

are employed on FIT for sensing and solving for the system 

optical wavefront.  One or more images, with varying 

wavelengths and foci, are collected and processed along 

with knowledge of the system through iterative nonlinear 

algorithms to recover the optical path differences 

(wavefront error) between different telescopes comprising 

the synthetic aperture.  Approaches of this type rely on 

encoding of the wavefront errors within the diffractive 

spreading of the object to be imaged (left side of Figure 2).  

The advantage of this approach is that no separate 

wavefront sensor hardware is required, i.e., the optical 

system used for science is generally the same system that is 

used for phase retrieval, thus data are collected with the 

focal-plane science camera. The resultant wavefront errors 

are subsequently decomposed into the eigenmodes of the 

control system (assumed linear) to provide commands for 

the actuators. The eigenmodes are used to generate linear 

combinations of voltages that are fed back to the actuators 

on the articulated mirrors. The mirrors are moved, at some 

bandwidth, to minimize an estimator of image quality, e.g. 

the minimum mean squared (rms) wavefront error.  

The first phase of FIT contains 7 articulated mirrorlets 

(right side of Figure 2) each emulating a separate 

telescope flying in formation, with 3 degrees of freedom 

(tip, tilt, and piston) in a sparse non-redundant 

distribution which equals to 21 degrees of freedom 

(DOF) in all.  Each mirrorlet comprises a component, i.e. 

a piece, of the synthetic aperture primary mirror.  The 

baseline control method is sub-optimal due to first indirectly 

solving for the desired actuator motions via using phase 

retrieval of images (left side of Figure 2) to solve for the 

wavefront errors (middle of Figure 2), and secondly by 

employing a response matrix formalism to decompose the 

wavefront into the control eigenmodes.  This baseline FIT 

control loop is shown in Figure 3.  An alternative approach 

would be to solve, in a nonlinear fashion, directly for the 

control eigenmodes from the observed images.  However 

 

Figure 1 – Fizeau Interferometry Testbed 

 
Figure 2 – Left: Observed FIT Image 

Center: Recovered Wavefront 

Right: Photo for FIT Actuated Mirrorlets 

 
Figure 3 – Baseline FIT Control Loop 
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this may be problematic since errors in the initial knowledge 

of the actuator response, from ground and space calibration, 

and drift of the actuator response on-orbit will likely change 

the overall system response.  Techniques exist for solving 

for the actuator response (known as system identification), 

provided the drift is slow with respect to closed-loop 

bandwidth of the overall image correction system.  

   

2.0 OPTICAL CONTROL AND SYSTEM IDENTIFICATION 

 

The optical control model used on interferometric 

systems generally assumes a linear model of the form: 

 

W = RV + n           Eq. (1) 

 

where W represents the 2D wavefront error 

lexigraphically reordered into a 1D vector; V is the 

vector of actuator voltages; R is the actuator response 

matrix, and n represents a vector of all noise sources 

(assumed additive) including readnoise, photon noise, 

quantization error, flat-fielding errors, and linearity 

assumptions.  The response matrix R represents how the 

actuated commands affect the wavefront error.  The 

actual implementation of the control is accomplished 

with a series of matrix multiplications which first map 

the recovered wavefront to piston, tip and tilt in the 

optical pupil plane and secondly to piston, tip and tilt of 

each mirror surface and subsequently to actuator 

voltages; in this formalism R represents the product of 

these matrices.  Equation (1) can be solved to minimize 

the root mean squared (rms) value of the residual of 

wavefront error via pseudo-inverse and/or singular value 

decomposition techniques. 

The maximum likelihood solution, vial linear least–

squared solution, of the above model is
[5]

: 

 



V  (RTCn
1R)1RTCn

1W    Eq. (2) 

 

where Cn is the noise covariance matrix.  Thus the 

actuator voltages can be calculated, and fed back at each 

time step,  from the phase retrieval recovered wavefront 

and the assumed known response matrix using matrix 

techniques via equation (2).  Control bandwidth is 

assumed high enough to adequately correct system 

disturbances.  The response matrix R is estimated during 

initial control loop calibration of the FIT testbed by 

applying to each actuator, on a given mirror, a known 

voltage and measuring the change in the corresponding 

wavefront.  This dataset is collated and singular value 

decomposition (SVD) used to estimate the matrix R and 

its eigenmodes.  The control actuator voltages are 

subsequently calculated from the dot product of an 

associated eigenmode and the recovered wavefront over 

that mirrorlet.   

In principle the above approach would work, however, 

errors in knowledge of the actuator response matrix R, 

and time dependent drifts of R, will cause errors in the 

estimated actuator voltages resulting in errors in the 

closed-loop corrected wavefront.  If the wavefront was 

not changing dynamically this closed-loop error would 

be corrected in subsequent time steps, but, generally the 

wavefront is dynamic resulting in poorer wavefront 

correction overall. System identification is an 

algorithmic method whereby the response matrix is 

periodically updated.  

 

3. RESULTS 

 

Figure 4 shows the wavefront error (radians) versus time 

for actual laboratory data from the FIT testbed
[1]

.  The 

cyan curve shows the uncorrected wavefront error which 

has a mean of approximately 1.2 radians.  The red curve 

shows only tip and tilt correction over each aperture and 

blue if only piston is corrected.   

 

 
 

Figure 4 – Open and Closed Loop Wavefront Error 

 

The green curve shows simultaneous correction of 

piston, tip and tilt.  It can be seen that a net reduction in 

wavefront error of approximately a factor of 10 results.  

These results were for an ideal response matrix; what 

would happen with errors in the response matrix? 

Figure 5 shows the effect on the closed-loop response 

with random errors in the response matrix.  Plotted is the 

mean (blue curve) and +/- 1 standard deviation (red 

dashed curves) of the actuator corrected wavefront error 
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versus the relative error in the response matrix.  Relative 

error in the response matrix is defined with respect to the 

maximum component of R, i.e. random Gaussian 

distributed noise was added such that its standard 

deviation was the fraction plotted on the x-axis of Figure 

3.  Errors of < 1% in the response matrix cause 

unacceptable errors in the control of FIT.  It is methods 

designed to compensate for these errors, i.e. system 

identification methods, that we propose to study. 

Examples of such system identification techniques under 

study include: least-squares method, and 

observer/Kalman filter identification (OKID) method 

using time-domain multi input-output data 
[1,2].

  OKID 

method is a direct Kalman filter gain approach, which 

can effectively compute the Markov parameters, and 

identify state-space model and corresponding observer 

simultaneously using time-domain input-output data.    

OKID also can be easily extended to identify closed-loop 

control systems.  Once these approaches are well 

characterized, and one or more is shown superior, it will 

be assessed for potential use on formation flying 

missions such as Stellar Imager.  

 

4.0 CONCLUSION 

 

The focus of this project is to develop and evaluate 

different system identification techniques. The first 

component of this study will be to identify the set of all 

algorithms which exist and to identify a limited subset 

which with potential applications for formation flying 

optical control.  Secondly this subset of techniques will 

be first studied and characterized both analytically and 

computationally via Monte-Carlo type simulations to 

characterize their response in terms of accuracy, 

precision, dynamic range, computational speed and     

bandwidth. Third, any approach deemed feasible would 

be tested on FIT.  Pending its performance evaluation in     

a laboratory environment it would be evaluated and 

assessed and expanded for space-based formation flying.   

 

5.0 REFERENCES 

 

 [1] J.N. Juang, Applied System Identification, 

Prentice-Hall, Englewood Cliffs, N.J., 1994. 

[2] J.N. Juang, Phan, M., Horta, L.G. and Longman, 

R.W.,  “Identification of Observer/Kalman Filter Markov 

Parameters: Theory and Experiment”,  Journal of 

Guidance, Control and Dynamics, Vol. 16, No.2, 1993, 

pp. 320-329.  

 

 

 

Figure 5- Effect of Errors In Response Matrix 

 

[3] R.G. Lyon, K.G., et.al., “Building the Fizeau 

Interferometer Testbed”, IEEE Aerospace conference, 

Big Sky, Montana, March 2004. 

[4] R.G. Lyon, J.E. Dorband, and J.M. Hollis, “Hubble 

Space Telescope Faint Object Camera Calculated Point 

Spread Functions”, Applied Optics, 36, No.8, 1997. 

[5] K. Ogata, Discrete-time Control Systems, Prentice-

Hall, Englewood Cliffs, N.J., 1987. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

280

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



Electrochemical decontamination 
 

Anatolii A. Omel’chuk, Inna N. Yudenkova 
V.I. Vernadskii Institute of General and Inorganic Chemistry,  

Ukrainian National Academy of Sciences,  
Prospect Palladina 32-34, 03680 Kyiv, Ukraine 

 
Yang Li Qiang, Huang Jian Wen 

Guangzhou Baiyun Chemical Industry Co., Ltd.  
No 1 Yunan Road, Guangzhou Civilian Science & Technology Park, Taihe, 510540 Guangzhou, China 

 
Nikolay A. Maslo 

National University of Food Technologies, 
vul. Volodymyrska 68, 01601 Kyiv, Ukraine 

 
 

ABSTRACT 
 
This paper presents results of electrochemical radiological 
decontamination of fragments of the basic equipment which was 
used at nuclear power stations and in an experimental nuclear 
reactor. Equipment made of stainless and low-alloy steels was 
subjected to radiological decontamination. Mixtures based on 
orthophosphoric and sulfuric acids ware used as solutions for 
surface treatment. To protect the products being treated against 
corrosion and to reduce the working current density and 
electrolyte temperature, inhibiting compositions based on 
derivatives of aromatic and aliphatic amines and amides were 
added to the electrolyte. The optimal compositions of reaction 
mixtures and conditions of electrochemical radiological 
decontamination, which ensure the polishing regime, have been 
determined. 
Two modes of radiological decontamination of basic equipment 
have been developed: mode of stationary tanks and mode of 
external electrodes.  
The possibility to conduct electrochemical surface treatment at 
very small electrode spacing allows one not only to reduce the 
specific electrolyte consumption but also to greatly reduce the 
specific electrical energy consumption and to treat the surface of 
equipment of large geometrical dimensions without 
dismounting. 
It has been shown that it is possible in principle to carry out 
electrochemical radiological decontamination of articles made of 
nonconducting materials. 
 
Keywords: electrochemical radiological decontamination, metal 
surfaces, stationary regime, external electrodes. 
 

INTRODUCTION 
 

The problem of ensuring a high level of safety of the operating 
personnel of nuclear reactors and reducing the ecological 
pressure on the environment is an important applied and 
scientific problem. According to the technological regulations, 
the equipment of nuclear power stations and experimental 
reactors (heat-exchange equipment, pipelines and joints, devices 
for loading fuel elements, etc) is liable to periodical inspection 
with the object of detecting damages and preventive repair. 
During operation, this equipment is contaminated by 
radionuclides, acquires induced radiation and becomes a source 
of increased danger for the operating personnel and the 
environment, therefore it requires radiological decontamination. 

Besides, as experience shows, emergencies often arise at nuclear 
power stations. To ensure the safety of the operating personnel 
and to eliminate the consequences of emergencies, reliable and 
highly efficient processes and technologies for the radiological 
decontamination of basic equipment are required. 
Under the conditions of nuclear power station, metal surfaces are 
contaminated mainly by activated corrosion products of 
structural materials: by the isotopes 54Mn, 55Fe, 60Co, the decay 
products 90Sr, 137Cs, and in the case of fuel-element failure by 
238Pu, 239Pu, 240Pu, 241Am, 237Nb, etc. The radiocontamination of 
the basic equipment of nuclear power stations and pilot reactor 
may be arbitrarily divided into in-service contamination and 
contamination caused by accident. In-service 
radiocontamination is typical of the equipment of the reactor 
department and the internal surfaces of the equipment for special 
water treatment and water purification. Radioactivity caused by 
accident is most characteristic of reactor, turbine and electrical 
equipment. 
As a rule, the major part of radiocontamination accumulates in 
metal surface defects (microcracks and microrecesses) of the 
surface layer, formed by oxide compounds, and can be removed 
by mechanical, chemical and electrochemical methods [1-3]. 
The thickness of this layer is estimated to be of the order of 50 
µm. 
Analysis of the current state of the problem [1-7] shows that 
among known radiological decontamination methods (chemical, 
mechanical, electrochemical) only the electrochemical method 
enables attainment of a high rate of surface layer dissolution and 
high-quality radiological decontamination at low specific 
consumption of reagents and electrical energy, ensuring a high 
corrosion stability of the metal surfaces of the decontaminated 
equipment. 
In spite of the variety of the existing methods for the 
radiological decontamination of basic equipment, the 
overwhelming majority of them, including electrochemical 
methods, call for considerable improvement. For example, it is 
known that during electrochemical radiological 
decontamination, the overwhelming majority of metals change 
into the passive state, owing to which the efficiency of 
extraction of radionuclides from the surface layer decreases; 
however, the interrelation between the decontamination 
conditions (composition of decontaminating solutions and 
polarization conditions) has not been established. The conditions 
that allow the transition to stable passivity to be prevented have 
not been determined. 
There is practically no information on the principle of operation 
of external electrodes, the peculiarities of design approaches to 
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the supply of decontaminating solutions to the decontamination 
zone, the use of structural materials. There is no information on 
the interrelation between polarization conditions, 
decontaminating solution composition and the dissolution rate of 
the surface layer of various structural materials, the degree of 
their decontamination, the specific consumption of electrical 
power and electrolyte. It is known [5-7] that radioactive isotopes 
can be extracted from disperse nonconductive materials through 
electrokinetic phenomena, but there is no information on the 
radiological decontamination of nonconducting massive 
materials in an electric field. The lack of this information does 
not make for wide practical application of highly efficient 
electrochemical processes. 
The prospects of using electrochemical processes for 
radiological decontamination increases the possibility of using 
not only direct current, but also alternating current, ultrasonic 
activation. Using an external electrode, one can decontaminate 
equipment of large geometrical dimensions without dismounting 
it from installation site, which cannot be done when using 
stationary tanks. 
The lack of information on the conditions of the electrochemical 
radiological decontamination of different structural materials 
under different polarization conditions and in decontaminating 
solutions of different composition necessitated research in this  
direction. 
The results obtained can be used to work out technological 
regulations for electrochemical decontamination process. 
 

EXPERIMENTAL DETAILS 
 

The dependence of the degree of radiocontamination on 
electrochemical treatment conditions, the character of 
radiocontamination and the materials to be decontaminated was 
determined on the territory of the pilot nuclear reactor of the 
Institute for Nuclear Research of the Ukrainian National 
Academy of Sciences. For decontamination, we took fragments 
of the equipment of the pilot reactor during scheduled preventive 
repair and specimens from the nuclear power station at 
Chornobyl. 
For electrochemical treatment, current- and voltage-stabilized dc 
sources were used. The voltammetric investigations were carried 
out using a PI-50-1 potentiostat with automatic recording of 
voltammograms. The voltammograms were recorded in a three-
electrode cell with respect to a normal hydrogen reference 
electrode at a potential scan rate of 2 mV s–2. 
The radiocontamination level of specimens under investigation 
before and after radiological decontamination was monitored 
using equipment of the Institute for Nuclear Research of the 
Ukrainian NAS by means of special devices (KRB-1, RKB4-
1eM, MKS-01R radiation meters, gamma-spectroscopic 
complex). 
The mass loss of specimens under investigation during 
electrochemical treatment was determined by the gravimetric 
method. 
The sight control of the surface condition of specimens under 
investigation was performed on a REMMA-101M scanning 
electron microscope-microanalyzer. 
The change in the mechanical properties of the surface was 
determined by measuring microhardness. 
 

RESULTS AND DISCUSSION 
 

Voltammetric investigations  
Electrochemical radiological decontamination is based on the 
dissolution of metal surface layers by the action of both direct 

current [1-3] and alternating current [8, 9]. 
The higher the dissolution rate, the higher the decontamination 
rate. The investigations carried out showed that the 
overwhelming majority of metals are passivated under anodic 
polarization by dc. That is conditions exist under which there is 
practically no dissolution of the surface layer, and hence no 
decontamination. A typical trend of polarization curve for 
carbon steel (St.3) in a solution of sulfuric and phosphoric acids 
is shown in Fig. 1. 

 
Fig.1. Current-potential curves for carbon steel (St 3) in an 
acidic decontaminating solution, obtained in the modes: (1) 
stationary tank at a rate of electrode rotation of 7 rpm; (2) 
external electrode with rotation; (3) external electrode 
without rotation. Composition of the solution, wt.%: H2SO4, 
40; H3PO4, 40, H2O, 20. 

 
The current – potential curve may be arbitrarily divided into 
three sections. An analysis of the results obtained showed that 
on the first section (I), dissolution of the surface layer, and hence 
decontamination, takes place, but the surface of specimens is 
etched. This decontamination mode is not recommended for 
articles or equipment of predetermined geometrical dimensions. 
There is practically no decontamination at the conditions of 
anodic polarization, which corresponds to the second section (II, 
III) of the polarization curve. The metal surface is in the passive 
state. Treatment of the metal surface, which corresponds to the 
third section (III, IIII), ensures the best decontamination 
conditions, decontamination being accompanied by polishing in 
acidic decontaminating solutions based on a phosphoric acid – 
sulfuric acid mixtures. 
The conditions and character of anodic dissolution depend on 
the nature of metal, the composition of the solution, anodic 
polarization value. Thus, to optimize the electrochemical 
radiological decontamination conditions, information on the 
electrochemical behavior of metals is required. 
In the external electrode mode, in contrast to the stationary tank 
mode, mass exchange between the electrodes is through a porous 
dielectric material saturated with decontaminating solution. 
Description of the principle of operation of such a device is 
given below. The occurrence of electrode processes in the 
systems where the electrolyte is in the porous material matrix 
differs from that in ordinary systems, where convective diffusion 
makes a considerable contribution to mass transfer. 
In view of this, current-voltage characteristics for electrodes 
made of different materials have been investigated under 
different conditions of mass transfer to the interface. Figure 2 
shows schematically electrolytic cells, in which mass transfer to 
the electrode working surface occurs under the conditions of free 
(without rotation of the electrode) and forced (with rotation of 
the electrode, show with an arrow) convection (a) and in a cell 
where convective transfer is ruled out by a porous dielectric (b). 
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For the purpose of renewing the electrolyte in the pores of the 
dielectric material, the surface of the electrode itself was able to 
rotate. 

 
Fig. 2. Arrangement of the electrodes in the case of studying 
the effect of the conditions of solution delivery to the 
electrode surface on the shape of current-potential curves: (a) 
stationary tank mode; (b) external electrode mode. Rate of 
electrode rotation: 7 rpm. 

 
Such variants of disposition of electrodes simulate 
decontamination in stationary tank and external electrode modes. 
Carbon steel (St 3), stainless steel (12Kh18N10T) and copper 
were investigated as materials that were subjected to 
electrochemical treatment. 
The results obtained (Fig.1) showed that in acidic 
decontaminating solutions, carbon steel changes to passive state 
on anodic polarization. The potential of transition to passive 
state (so-called Flade potential) is 0.0±0.05 V and depends 
neither on the mode of delivering decontaminating solution to 
the interface nor on the acid solution composition. 
In the stationary tank and external electrode modes in the case of 
forced solution convection (rate of electrode rotation: 7 rpm), the 
current density in transition to passive state is about twice higher 
than without forced solution delivery to the interface. 
In the case of forced solution convection in the porous material 
(translational motion of external electrode relative to the surface 
being decontaminated), the passivity region decreases in 
comparison with stationary tank mode, which reduces specific 
electrical energy consumption. 
Moreover, it has been noted that transition from passive state to 
transpassivation regime in the case of external electrode with its 
rotation is accompanied by the occurrence of current 
oscillations. The occurrence of unstable state at the interface 
contributes to higher rate of the decontamination process. 
In comparison with carbon steel, current-potential curves for 
stainless steel are characterized by a much larger passivity 
region (0.0 to +(1.4-1.5) V). On current-potential curves there is 
no clearly defined transpassivation region, therefore it is 
recommended to carry out radiological decontamination in this 
case at high current densities. A small shift (of up to 50 mV) 
towards more positive values on changeover to the external 
electrode mode with forced solution convection has been noted. 
In comparison with carbon steel, the current densities 
corresponding to Flade potential are almost half as high. Typical 
current-potential curves for stainless steel in acidic 
decontaminating mixtures of different composition are shown in 
Fig. 3. The numbering of the curves in the figures corresponds to 
the conditions of solution mass transfer to the interface given in 
the captions to Fig. 1. 
The results obtained give evidence that only external electrode 
mode gives rise to unstable states (current oscillations) on the 
stainless steel surface at relatively low potentials (1.5 – 1.6 V) 
and hence makes dissolution of surface layers possible at low 
current densities. 

 
Fig. 3. Current-potential curves for stainless steel 
(12Kh18N10T) in an acidic decontaminating solution. 

 
Electrochemical decontamination of radioactively 
contaminated materials 
Results of the electrochemical radiological decontamination of 
different structural materials are given in Table 1. Specimens of 
the pipeline of the primary coolant circuit (material 
12Kh18N10T stainless steel), parts of the heat-exchanger loop: 
bearing race (40YuT steel), composite: ring with press-fitted 
bronze bushing (KhN35VTYu steel, BROTs 10-2 bronze), 
fittings from the reactor room (stainless-clad carbon steel) were 
decontaminated. Besides, samples of materials removed from 
the pilot reactor during scheduled repair were decontaminated. 
These materials were 12Kh18N9T stainless steel, 09G2S steel, 
beryllium neutron displacer, rubber, polyvinyl chloride, 
porcelain (Rashek rings), ion-exchange resin. 
Metallic specimens were decontaminated in decontaminating 
solutions of the following composition (wt%): Orthophosphoric 
acid, 65; Sulfuric acid, 20; Water, 15 and Inhibiting composition 
(product of polymerization aniline with urotropine and its 
following condensation), 7.5 vol% with respect to acid mixture. 
The nonconducting materials were decontaminated both in an 
acid solution of the above composition and in a sodium sulfate 
based solution: Sodium sulfate, 1M; Trilon B, 30 g/L; Seignette 
salt, 30 g/L. 
The basic diagram of the electrolytic cell for the radiological 
decontamination of nonconducting materials in the field of 
electrical current is shown in Fig. 4. 

 
Fig. 4. Basic diagram of an electrolytic cell for the 
radiological decontamination of nonconducting materials. 

 
The investigation carried out showed that the electrochemical 
radiological decontamination of surfaces of equipment made of 
both stainless steel and low-alloy carbon steel ensures a high 
decontamination level. The exposure rate of radicontamination 
of the specimens under investigation after decontamination did 
not exceed the reference level values allowed for rooms where 
the personnel work periodically. 
The investigations carried out showed that the best effect in 
electrochemical radiological decontamination is achieved in the 
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case of uniform dissolution of the metal surface layer of 20 μm 
thickness. In some experiments, the rate of the anodic 

dissolution of the structural materials of which the basic 
equipment is made was determined (Table 2).

Table 1. 
Characteristics of radiological decontamination of various materials used in the basic equipment of nuclear reactors 

 
Radiocontamination (β decays/cm2 min) 

Material to be decontaminated 
Decontamination conditions, 

modes of radiological 
decontamination 

Before 
decontamination 

After 
decontamination 

Character of 
radiocontamination  

12Kh18N10T stainless steel (a 
part of the water pipeline of the 

primary coolant circuit)  

Acid solution, 
i = 35 А/dm2, τ = 30 min.; 

stationary tank 
5000 30 137Cs, 134Cs, 60Co, 90Sr 

12Kh18N10T stainless steel 
(reactor plug) 

Acid solution, 
i = 7 А/dm2, τ = 15 min.; 

stationary tank 
100 – 137Cs, 90Sr, 60Co, 55Fe 

St3 carbon steel (specimens of 
fittings) 

Acid solution, 
i = 35 А/dm2, τ = 40 min.; 

external electrode 
1⋅106 3⋅103 

137Cs, 90Sr, 60Co, 55Fe 
154Eu 

12Kh18N10T stainless steel 
(inner walls of the “hot” box) 

Acid solution, 
i = 8 А/dm2, τ = 3 min.; 

external electrode 
200 10 

137Cs, 134Cs, 60Co, 90Sr 
 

12Kh18N10T stainless steel 
(equipment for special water 

treatment) 

Acid solution, 
i = 10 А/dm2, τ = 4 min.; 

external electrode 
450 35 

137Cs, 134Cs, 60Co, 
90Sr, 59Fe 

40YuT steel (bearing race) 
Acid solution, 

i = 20 А/dm2, τ = 30 min.; 
stationary tank 

5000 200 
137Cs, 90Sr, 60Co, 55Fe 

154Eu 

40Kh steel (spacer sleeves)  
Acid solution, 

i = 5 А/dm2, τ = 40 min.; 
stationary tank 

2300 – 
137Cs, 134Cs, 60Co, 90Sr 

 
KhN35VT10 steel, BROTs-10-2 

bronze (Ring with press-fitted 
bronze bushing) 

Acid solution, 
i = 15 А/dm2, τ = 40 min.; 

stationary tank 
8000 10 

137Cs, 134Cs, 60Co, 90Sr 
 

Beryllium neutron displacer 
Acid solution  

I = 15А, U = 20 В,  τ = 15 хв. 
stationary tank 

650 – 
137Cs, 60Co, 154Eu, 

90Sr 

Rubber seal ring of the primary 
coolant circuit 

Neutral solution, 
I = 6 А, U = 8 V, τ = 35 min.; 

stationary tank 
450 100 

137Cs, 60Co, 154Eu, 
90Sr, 59Fe 

Porcelain (Rashek rings)  
Neutral solution, 

I = 6 А, U = 8 V, τ = 35 min.; 
stationary tank 

600 100 
137Cs, 134Cs, 60Co, 

154Eu 

Porcelain (Rashek rings)  
Acid solution solution, 

I = 15 А, U = 15 V, 
τ = 35 min.; stationary tank 

600 20 
137Cs, 134Cs, 60Co, 

154Eu 
Polyvinyl chloride Acid solution solution, 

I = 15 А, U = 26 V, 
τ = 30 min.; stationary tank 

500 50 137Cs, 134Cs, 60Co 

 
Table 2 

Dissolution rate of the metal surface layer in radiological 
decontamination 

Structural 
materials 

Current density, 
А/dm2 

Rate of dissolution of 
surface layer, µm/min. 

12Kh18N10Т 35 1,4-1,5 
–“”– 15 0,5-0,6 

Carbon Steel 40 1,5 
–“”– 25 1,4 
–“”– 10 0,7 

40Kh Steel 10 0,6 
–“”– 5 0,5 

40YuT steel 30 0,9 
–“”– 20 0,7 

KhN35VTYu 20 1,2 
–“”– 10 0,8 

Bronze 10-2 30 1,0 
–“”– 15 0,5 

 

The data are given for an acid solution, whose composition was 
specified above. 
The surface layer dissolution rate increases with current density. 
The largest values are typical of austenitic and carbon steels. 
Increasing the temperature and the presence of complex 
additives in acidic decontaminating solutions also make for 
higher surface layer dissolution rate. For example, whereas in 
the case of 12Kh18N10T stainless steel the surface layer 
dissolution rate is 0.6 μm/min at 25 °С and a current density of 
15 A/dm2, it is 0.8 μm/min at 60 °С. 

The change in the mechanical properties of surfaces 
before and after electrochemical radiological decontamination 
was studied by X-ray structural and microindenter analysis and 
optical microscopy. The electrochemical treatment was carried 
out in an acid solution at a current density of 15 A⋅dm–2 for 20 
min. Kh18N10T austenitic steel and carbon steel (St3) were 
investigated. As a result of the research carried out by us, it has 
been found that after electrochemical radiological 
decontamination, the number of microdefects, microdislocations 
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and other microformations of the second kind on the surface 
decreases (the parameter Δα/α decreases). For instance, whereas 
before treatment the parameter Δα/α for St3 was 1.2×10–3, after 
treatment it is practically not identifiable. The dislocation 
density is lower than in the standard. 
The research carried out by showed that the electrochemical 
treatment of Kh18N10T austenitic steel and St3 carbon steel 
makes for their better mechanical properties. The number of 
microformations and dislocations decreases noticeably, the 
structurally stressed state improves. 
The observed effect may be attributed to the fact that during 
electrochemical treatment, the surface layer saturated with stress 
and dislocation concentrators dissolves. On the metal surface is 
formed, under anodic polarization, a more homogeneous oxide 
film, which prevents dislocations form reaching the surface and 
makes for higher plastic resistance. 
There are grounds to believe that the improvement of structural 
and elastic characteristics after anodic electrochemical treatment 
is determined by the peculiarities of interface processes and 
formation thereby of a new surface layer. 

 
External electrode mode 
An electrode design has been developed, in which the porous 
material can be quickly replaced with the aid of a special mount 
with rope tie wich prevents the contact of the operating 
personnel with it. This is especially important in replacing 
radionuclide-saturated material. The principal scheme of the 
device is shown in Fig.5. 
External electrode consists of a telescopic bar 1, on which the 
handle 2 of a clamping device 5 is fastened, by means of which a 
porous material 7 is fastened to the operating surface of the 
electrode 6. By a special tubing 3 decontaminating solution, 
which is necessary for the electrochemical removal of 
radionuclides from the surface of the equipment being 
decontaminated, is conveyed into the porous material 7. 
Radioisotopes accumulate in this porous material, which is 
moved over the surface being treated by means of the telescopic 
bar 1. 

 
Fig.5. General view of external electrode (its operating part): 
side view (а) and front view (b) 

 
The following materials are recommended as porous material: 
polypropylene, silica or basalt multiply cloths. As a result of the 
investigations carried out it has been found that silica material in 
the form of multiply cloth shows the highest ability to retain 
decontaminating solutions. In spite of their higher mechanical 
stability, polypropylene cloths have a worse ability to retain 
decontaminating solution. Besides, silica, basalt, carbon cloths 
and fiber have a much larger sorptive capacity for radionuclides 

in comparison with polypropylene material. The specific 
solution consumption in the case of using this material is 
estimated to be 3-4 g/dm2 under the action of direct current. 
Current is supplied to the operating surface by means of a 
current lead 4. 
In the case of decontamination with direct current, the external 
electrode acts as a cathode, and the surface being 
decontaminated acts as an anode. 
The working surface area of the electrode is 1 dm2, its mass is 2 
kg. The maximum current load is 80 A, which enables 80 A/dm2 
decontamination conditions to be used. The dc power is not over 
1.5 kW. 
A universal engineering documentation has been worked out, 
which allows one to organize serial production of external 
electrodes. 

 
CONCLUSIONS 

 
− It has been found that almost all metals whose isotopes 

contaminate the surface of the basic equipment (light 
actinides, cesium, strontium, cobalt, iron, nickel, etc) have a 
more negative ionization potential than stainless and carbon 
steel, of which the overwhelming majority of basic 
equipment is made. An exception is nickel, which has a 
more positive ionization potential (+ 1.65 V) in sulfate 
solution than stainless steel. This indicates that solutions 
based on various inorganic acids and their salts can be used 
for radiological decontamination. The anodic polarization 
regions in which radiological decontamination is 
accompanied by polishing have been established. 

− Compositions of solutions for the electrochemical 
radiological decontamination of various structural materials 
have been proposed. Orthophosphoric and sulfuric acids, 
sodium sulfate, nitrite and nitrate form the basis of such 
solutions. 

− To reduce corrosion and to improve the decontaminating 
and polishing ability, complexing agents and inhibiting 
compositions are added to solutions. 

− The conditions ensuring the predetermined 
decontamination level of various structural materials have 
been determined, metal loss during decontamination has 
been estimated. 

− The investigations carried out showed that the 
electrochemical treatment of Kh18N10T austenitic steel and 
St 3 carbon steel makes for their better mechanical 
properties. The number of microdefects and dislocations is 
greatly reduced, and the structurally stressed state improves. 

− It has been found that not only metallic articles, but also 
articles made of nonconducting materials are amenable to 
electrochemical radiological decontamination. A design for 
the radiological decontamination of nonconducting 
materials in dc field has been proposed. 

− It has been shown that the use of the external electrode 
mode of electrochemical radiological decontamination 
makes it possible to greatly reduce the consumption of 
reagents and electrical energy for radiological 
decontamination. 

− Design documents for making experimental equipment for 
electrochemical radiological decontamination in two 
modes: in the stationary tank mode and in the external 
electrode mode have been worked out. 

− Experimental models of external electrodes with an 
operating surface area of 1 dm2 have been made. A design 
for the fastening of the porous material, which holds the 
decontaminating solution, to the electrode has been 
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developed, which allows one to replace it quickly and 
conveniently. Designs for the renewal of the 
decontaminating solution in the external electrode have 
been found. The designs of external electrodes developed 
permit one to work with both acidic and neutral salt 
decontaminating solutions. 

− Technological regulations for the radiological 
decontamination of various materials the stationary tank 
and external electrode modes have been worked out. 
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Abstract

This paper takes a new look at the prospects for 

developing supersonic civil airliners, considering 

global demographics, climate change issues, fuel 

prices and technological advances. Dramatic changes 
have occurred in the demographics, economics, and 

market intensity of the Eastern Hemisphere since the 

1990s. Carbon reduction imperatives provide a major 

incentive to invest in developing hydrogen-fueled 

airliners. The “point-to-point” air route architecture 

has proved viable with long range mid-size airliners. 

With a cruise Mach number of 1.4, a large number of 

destinations become viable for overland supersonic 

flight. A conceptual design process is used to 

estimate cost per seat mile for a range of 

hydrocarbon and hydrogen fuel costs. An argument 
based on the ideal shape for minimal wave drag, 

estimates the drag penalty from using hydrogen. 

Viable aircraft geometries are shown to exist, that 

match the theoretical ideal shape, showing that the 

drag estimate is achievable. Conservative design 

arguments and market estimates suggest that 

hydrogen-fueled airliners can achieve seat-mile costs 

low enough to open a large worldwide market and 

justify a viable fleet size. 

Keywords: Hydrogen supersonic airliner, wave 

drag, seat mile cost, demographics

1. Introduction

The technical and business cases for liquid 

hydrogen-fueled supersonic transport airliners (LH2 

SST) are re-examined in the light of changes that 

have occurred in demographics, fuel prices and 
greenhouse gas reduction imperatives. The paper 

lays out the cases for the existence of a much larger 

market than was seen for supersonic airliners in the 

1950s through 70s, or in recent studies in the 1990s.

It then uses conceptual design to explore the fears 

regarding the high wave drag penalty of using liquid 

hydrogen. Finally it projects the cost per seat-

distance that can be achieved using hydrogen fueled 

supersonic airliners, to close the loop on the 

argument about demand. 

The Concorde1 and the Tupolev 1442 pioneered 

supersonic airliner flight in the 1960s, but neither 

achieved anywhere near the fleet size needed to be 

viable in the marketplace. Tu-144 regular passenger 

service across the Soviet Union was cancelled after 

only 55 flights, citing safety issues. The Concorde 

was not allowed to fly overland at supersonic speed 

because of the perceived destructive effects of sonic 

boom. Of some 200 initial orders only 14 entered 

commercial service. The oil crises of the 1970s and 

80s, the Cold War and US-Europe competition 
precluded viability of either the Concorde or the 

American SST concepts. The cost of supersonic 

travel stayed beyond the means of most travelers, 

preventing the market from expanding. 

The High Speed Civil Transport (HSCT) project in 

the USA concluded3 in 1999 that the market did not 

justify development of SSTs. Experts pointed out 

that the airlines’ business model depends on 

business/first class travelers to make long-distance 

routes viable. An SST would take away these high-
paying passengers, and thus cut the low-risk profit of 

the transonic fleet while taking on a huge new risk.

This conclusion appeared to be drawn from a market 

survey that included only US trans-Atlantic and 

trans-Pacific routes. Current interest in SSTs appears 

to be limited to business jets.

Hydrogen-fueled airliners were perceived to be 

impractical for 4 reasons: 

•The presumed difficulty in handling liquid 

hydrogen safely.
•The high wave drag associated with the presumed 

large volume of liquid hydrogen.

•The high cost of producing and storing hydrogen 

in sufficient quantities. 

•The presumed energy inefficiency and carbon 

footprint of producing hydrogen starting with fossil-

driven power plants.

Against these objections, there are several newer 

developments that demand a new look at supersonic 

hydrogen-fueled airliners:

• There may be substantially more demand for 
supersonic airline travel, than considered before.
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• Security and congestion considerations have 

advanced the point-to-point airline architecture
over the hub-and-spoke architecture.

• Point-to-point trips now exceed 17 hours using 

long-range airliners, showing viable demand 

despite low payload fractions. 

• Reduced time for point-to-point travel would 
increase trip frequency per aircraft. 

• Going to Mach 1.4 may offer enough reduction 
in travel time to attract a larger market. 

• With current technology, using atmospheric 

winds and density layers, sonic boom will be 

imperceptible on the ground at up to Mach 1.4.

• The air travel industry’s mandate to cut carbon 
emissions provides a large and unique source of 

funding, to develop hydrogen-fueled aircraft. 

• In the longer term, hydrogen costs should come 

down, supply being unlimited.

2. Summary of Issues

The problem is distilled to the following questions:

• How have demographics and economic 

development altered worldwide market 

projections for supersonic transport? What are 

viable destinations, and what are the flight 

times, curfew implications and business 
implications of supersonic flight between these 

destinations?

• What is the drag implication of using hydrogen, 

given the lower fuel weight fraction? 

• What is the impact of Global Warming/ Carbon 
emission reduction initiatives on the prospects 

for hydrogen-powered flight?

• What are the noise implications of the LH2SST?

3. Growth of World Wide Air Travel

Airline travel has increased by nearly 300% since 

19804, reaching 4300 billion passenger-kilometers 

and 160 billion ton-kilometers by 2008. Deregulation 

of the US airline industry in 1978 increased the 

number of air travelers5. The world has changed 

drastically since the early 1990s. The Berlin Wall is 

down, and the European Union integrated. Russia’s
arctic airspace opened to many new air traffic 

routes6. South Africa is an open and booming 

economy and provides an intermediate stop for long-

distance flights connecting Asia and Middle East 

economies with South America. African civil air 

traffic has seen a 5.7% annual growth in the past 15 

years and expects a 7% increase in the coming 

decade. Most dramatic is the rise in the economies of 

Asia since the early 1980s, and the opening of travel 

in and to the People’s Republic of China. Viable 

business destinations and international airports 

abound now in Central and Southern India, with busy 

air connections throughout India, the Middle East, 

Sri Lanka, East Asia and Europe. The world 
economy and job market have become “globalized”. 

Along with this comes the desire of aging parents to 

visit their children and grandchildren working and 

living in distant parts of the world. A large new 

middle class has the desire, means and freedom to 

see the world, but not necessarily the stamina to 

survive flights of over 8 to 17 hours. Hence the 

potential market for supersonic travel may be far 

greater than that envisaged. Asia and the Pacific are 

at 28% of the market as of 2006. Based upon their 

rate of growth compared to the rest of the world they 

will more than likely gain ground on Europe but will 
not pass them for at least 40 years, assuming current 

growth rates4.  The “broken third leg” of market 

demand that NASA cited in closing the HSCT 

project in 1999, is no longer broken when viewed in 

today’s changed realities. The commercial air travel 

market is also expected to maintain a 4-5% a year 

increase globally, by conservative estimates, for the 

next 10 to 15 years.  This would result in the market 

for air travel doubling over this period. 

4. Fuel Prices and the Hydrogen Economy

The Hubbert Peak Oil theory7 holds that fossil fuel 

prices will rise very sharply as the increase in 

demand surpasses the increase in supplies8. Many 

experts feel that this may be an imminent event9, or 

may occur by 201810 or 203011. Currently the airline 

industry is very reliant on fossil fuels. The industry is 
under increasing pressure to reduce emissions of 

carbon dioxide, from its levels of around 300 million 

tonnes per year12. In 2009, the International Air 

Transport Association (IATA) announced sharp cuts 

in emissions. In the short term, this can only come 

from buying carbon credits on the market or funding 

“clean development” projects around the world, to 

offset the emissions. Given a nominal price of $20 

per ton of CO2 per year this means buying credits 

worth over $2B per year, into the indefinite future. 

Most hydrogen produced today comes from steam
reformation of fossil fuel. Shifting to renewable solar 

or wind sources and improving the efficiency of 

high-temperature electrolysis in new nuclear reactors 

will enable hydrogen to be produced at viable costs 

without generating greenhouse gases9.

288

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



5. Sonic Boom Considerations

Supersonic flight causes a sharp, loud and damaging 

pressure signature in the shape of an “N” wave on 

the surface below. However, if the speed of sound at 

the ground is higher than the aircraft’s speed then the 

boom is not an issue on the ground. This “threshold 
Mach number” is around 1.20 for many US cities13.

When atmospheric thermal layers and winds are 

considered, the flight Mach number can be 

substantially higher than the threshold without the 

boom exceeding permissible noise levels14. The best 

flight altitude may thus be substantially lower than 

those previously considered for supersonic flight. 

6. Preliminary Sizing and Performance

A conceptual design study incorporated the general 

requirements of flying supersonic, the fuel storage 

issue, and the performance parameters of supersonic 

cruise. A range of 5,000 statute miles was specified. 

Supersonic cruise at 45,000 ft was chosen. Following 

general design guidance15 validated against 

Concorde numbers, the aircraft was sized for 200 

passengers and 6 crew. An iterative process used the 

constraints: 

• The minimum structure fraction needed to build 
the aircraft was set at 27%. Composite structures 

demonstrated with the Boeing 787 allow this. 

• Engine technology was assumed at the level of 
the F-35 Joint Strike Fighter, reputed to have an 

engine thrust-to-weight ratio over 11.

• Thrust-specific fuel consumption was assumed to 

be 1.1 per hour, at the level assumed in the 

NASA HSCT project, at Mach 1.6 cruise. 

• The length was limited to 67 m (220 feet). 

• The comfort level of modern airline business 
class seats was assumed.

Figures are presented with British units for the 

convenience of American readers outside 

engineering, especially as related to cost metrics. 

7. Supersonic Drag Argument

The volume needed to accommodate the payload and 

fuel, with wings of reasonable thickness, was 

obtained, for both the Jet-A and LH2 cases. The 
corresponding Sears Haack shape for minimum wave 

drag was computed. The drag of an actual airliner 

can be assumed to be close to this ideal. Once the 

shape was determined, a sanity check of the layout 

confirmed that the payload, cockpit and fuel could be 

accommodated. 

Figure 1 shows that a conventional fuselage/ swept 

wing configuration (shown in Figure 2) can come to 

within 5% root-mean-square error of the Sears-

Haack without much trouble. It is comfortably 
assumed that actual aircraft designers will be able to 

smoothen the sharp features. 

Figure 2: 200-seat Sears-Haack configuration

In supersonic area ruling16, the area intersected by 

conical surfaces with the Mach angle (45.6 degrees 

or higher for the Mach 1.4 cruise case) is used to 

smooth out discontinuities that would cause shocks. 

This distribution is shown in Figure 3. It differs by a 

root mean square error of over 57% from the Sears-

Haack, suggesting substantial modification of the 
wings and redistribution of the fuel into the fuselage. 

Some corrections to the above should be considered. 

The inevitable shock from the nose will cause the 

relevant Mach number for the fuselage area ruling to 

be lower than Mach 1.4, thus causing an increase in 

the Mach cone angle to be used.  This would drive 

the ideal area distribution further towards the Sears-

Haack distribution of Figure 1. Nickolic and Jumper 

(Ref. 16) discuss the issues in comparing the results 

of different predictions with experimental results, 
and indicate substantial uncertainties, even in the 

zero-lift wave drag analysis. Determining the 

configuration for lowest achievable drag at Mach 1.4 

is a matter to be left to more detailed aerodynamic 

analysis.  

Figure 1: Area distribution of the conventional LH2 

configuration, compared to the Sears-Haack minimum 

wave drag area distribution
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The point of the above exercise is to show that a 

liquid hydrogen-fueled SST can be designed for the 

200-passenger, 8000km requirements to conform to 

the Sears-Haack area distribution. This shape is 

optimized for transonic conditions, leaving a 

substantial safety margin because the drag 

coefficient decreases at supersonic Mach number. 

This allows us to predict the highest wave drag that 

should be allowed. Issues and solutions in using 
liquid hydrogen17 have been considered elsewhere. 

8. Aerodynamics at Supersonic Cruise

Skin friction drag is calculated from the Boeing flat 

plate correlation for turbulent compressible flow18.

Reasonable choices of wing loading and spans, give 
moderate aspect ratio. With the Jet-A SST, to keep 

the structure weight fraction above 0.27, the payload 

fraction had to reduced to 9.2%. The range of 8000 

km is 20 to 25% greater than that of a Concorde. In 

contrast, the LH2 SST achieves a payload fraction of 

27.5%, even with the structure fraction increased to 

30%. Hydrogen generates about 3.8 times as much 

heat as Jet-A fuel does, even before accounting for 

the higher thermal efficiency of a hydrogen jet 

engine due to higher temperatures. 

9. Hydrogen Drag Penalty

The choice of a 4.66m (15.3ft) diameter fuselage is 

conservative, and probably provides substantial 

volume for hydrogen storage above. However, the 

additional fuel storage volume for hydrogen beyond 

that required on the Jet-A craft was found by 

iteration. The wave drag penalty of including this 

excess volume brought the total drag coefficient to 

0.0394 for the LH2 SST versus 0.027 for the Jet-A

SST. Thus the upper bound on the “hydrogen 

penalty” in drag is a 50% jump in total drag 
coefficient. However, being substantially lighter, for 

the same payload and wing loading, the total drag of 

the hydrogen SST is only 55% of that of the Jet-A. 

So there is no “hydrogen drag penalty”. Other 

designs were considered, including a Blended Wing-

Body and an Oblique Wing. These posed difficult 

challenges to the Sears-Haack based approach for 

determining a benchmark calculation. An actual SST 

design will likely use Blended Wing Body concepts 

to reduce interference drag and engine noise. Table 2 
vindicate the critics of the SST in that a conventional 

Jet-A fueled 8000km (5000mile) SST is not viable, 

regardless of noise issues. 

10. Seat-Mile Fuel Costs

Airline annual reports circa 2003 indicated that fuel 

was roughly 20% of total costs (and therefore of 

averaged cost per ticket). With a sharp increase in jet 

fuel costs, and cost-cutting in other areas, we assume 

that fuel costs are now between 30 and 40% of total 

costs. Below, we estimate only the fuel costs, and the 
carbon costs attributable to the fuel. Figure 4 

considers what happens as the cost of hydrogen fuel 

varies. This cost is expected to come down with 

improving technology, infrastructure and market 

acceptance, because hydrogen supplies are unlimited. 

It is left as the independent variable. 

The use of seat-miles and cost per gallon rather than 

their metric counterparts in Figure 4 is intended to 

make it easier for the reader used to these common 

economic parameters. The seat-mile fuel cost of the 
LH2 SST is the slanting line. The short horizontal 

lines mark various levels. The lowest is the seat-mile 

cost for a long-haul airliner of the Boeing 787 class, 

with 250 passengers carried for 8000 miles 

(12,800km), at the current Jet-A price of $2.237 per 

US gallon19 ($0.59 per litre) as of April 2010. This is 

3.12 cents per seat mile, which the LH2 SST can 

match only at a hydrogen price of $0.66 per kg.

The next level up is the seat-mile fuel cost of 7.2 

cents (4.5 cents per seat-kilometer), of the reference 

Figure 3: Mach 1.4 conical surface area distribution vs. 

Sears Haack cross section distribution

Figure 4: Fuel costs per seat mile.
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SST using Jet-A fuel, at the price level of $1/gallon 

that existed a few years ago. At $1.65 per kg of 

hydrogen, the LH2 SST would do better. At today’s 

Jet-A price of $2.237 per gallon, the Jet-A SST fuel 

cost per seat-mile is 16.1 cents, bettered by the LH2 

airliner at $3.52 per kg ($1.60 per lb) of hydrogen. 

The final level shown is for a Jet-A cost of $3 per 
gallon, where hydrogen can cost $4.84 per kg and 

still come out better. Today’s hydrogen cost from the 

steam reforming process, liquefied and transported to 

the point of use, is estimated20 to be $3.65 per lb.  

Thus the LH2 SST is already close to being cheaper 

than the Jet-A airliner at today’s prices. 

The calculation below uses the example of a 

transonic long-distance route to arrive at a reasonable 

comparison of ticket prices. The long route with its 

unique technology demands, low payload fraction 

and international issues, is best suited to capture both 
the true cost to the airline and the effect of marginal 

fuel costs, compared to the busy US-Europe routes 

where pricing may depend on many other factors. 

Assuming that seat-mile fuel cost is 40 percent of 

total airline cost (the upper bound as indicated 

above), the seat-mile ticket cost (excluding profit) 

for an “average” transonic airliner seat on the longest 

flights comes out to be around 6.24 cents. This works 

out to about $1000 for a round trip ticket for a 

25,600 km (16,000 mile) round trip, a reasonable 

result given that the Atlanta-Dubai nonstop round 
trip ticket advance-purchase internet ticket price was 

around $1100 in December 2009. The LH2 SST at 

today’s hydrogen prices would thus cost about 16.5 

cents per seat-mile in fuel, and the round trip ticket 

would cost the airline $2640, marked up to a $3000 

ticket price with economy-class service, but 

business-class seat room. It is our claim that this 

ticket price is well within the acceptable range for 

many who value the comfort and the reduction in 

flight time.

While it would be great to be able to fly supersonic 

the entire 12,800km (8000mile) distance non-stop, 

the paucity of such routes means that aircraft design 

for this application will probably await the success of 

the 8000km (5000mile) LH2 SST fleet. 

Although the long-term seat-mile cost question is 

answered in the above, the shorter-term question of 

development cost remains. Here we could consider 

the carbon cost. At $20 per ton of CO2, the transonic 

airliner adds a carbon cost of $0.00267 per seat-mile. 

A fleet of 500 LH2 200-seat airliners operating three 
8000 km flights per week would save $208 million 

per year. Looking ahead a decade, over $2B of 

carbon savings can be reasonably projected, as a 

source of development funding for the SST. 

Table 2: Parameters and results of the 3 

conceptual designs compared

Concept Jet-A

SST

LH2 

SST

Transonic 

Jet-A

Range, km 8000 8000 12800

Passengers 200 200 250

Cargo, tons 10 10 10

Payload fraction 9.2% 29% 22%

Gross weight, 

Metric tons

358 114 175

Wing Loading,

N/m^2

4978 4978 5505

Aspect Ratio 6.24 9.33 6.02

CL 0.25 0.25 0.74

Engine T/W 11 11 11

L/D 9.16 5.4 15.27

Fuel Fraction 61% 37.7% 48%

Structure Fraction 27% 30.6% 27.2%

11. Conclusions

This paper argues for a new look at hydrogen-fueled 

supersonic airliners. Dramatic changes in 

demographics, globalization of trade markets and 

employment, and the maturing of expatriate worker 
communities, and the opening of the Communist 

Bloc nations and South Africa, all imply large and 

significant changes in the market for supersonic 

transport. A technical approach using the Sears-

Haack body for minimum transonic wave drag is 

used to obtain a conservative comparison of the 

performance achievable using hydrocarbon (Jet-A_ 

and hydrogen-fueled supersonic airliners. Five main 

points are shown in this paper: 

1. Hydrocarbon-fueled SSTs are not likely to be 

viable for an 8000 km range needed to reach an 

adequate number of busy non-stop destinations. 
2. The aerodynamics of LH2 SSTs can be designed 

to be quite effective for 5000-mile range. 

3. The “hydrogen drag penalty” of carrying a large 

quantity of liquid hydrogen for intercontinental 

flights, is non-existent, as these aircraft will 

have much lower drag than comparable Jet-A

SSTs. 

4. At today’s costs of Jet-A and hydrogen, the LH2 

SST is already more cost-effective than the Jet-

A SST when carbon costs are included. 

5. At today’s costs of Jet-A and hydrogen, the 
viable ticket price on LH2 SSTs will be about 3 

times that of advance-purchase transonic long-

distance tickets. With mass-production 

efficiencies reducing hydrogen costs, it is 

realistic to expect LH2 SST ticket prices to 

come down to the level of today’s transonic 

airliner tickets.

6. The carbon savings of a fleet of 500 LH2 SSTs 

would provide over $2B in a decade, as a 

justification of investment in LH2 SSTs. 
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ABSTRACT  

 

The success rate of new strategies, products and services can 
only be increased by a consequent (pre-) orientation to the 
future markets and respectively the stakeholder’s and the 

customer’s benefit.  
This paper presents a methodology which helps predicting new 
market trends and identifying systematically the customer needs 
and shows how to define on this basis a consistent vision and 
strategy for the company (from the high-level targets to the 
lower-level strategies). 
The approach is based on the combination of different 
methodologies like the Delphi techniques and the Axiomatic 

Design aims to the systematic identification of share-
/stakeholders and customer’s benefits and requirements. 
The Axiomatic Design is the cornerstone of the proposed 
methodology and is applied in different stages of the approach: 
first, to set up specific surveying / interviewing guidelines (that 
integrate the Delphi applications), and second to drill down the 
different strategic options and to set up new strategies and 
product or service concepts with the highest probability of 
success. 

An example taken from the durable goods industry helps to 
illustrate the successful application of this approach (case 
study). 
 
Keywords: Axiomatic design, innovation, product and service 
design, corporate strategy, strategy development, customer 
value  

 

 

1. INTRODUCTION 

 
Competitive pressure in volume markets has become stronger 
because of increasing economical and technical emancipation of 
the so called low labor cost countries [1]. Due to increasing 
customer expectations and growing international competition, 
companies are forced to move faster, to offer a huge product 

variety and at the same time to reduce the product life cycles.  
The physiological (strategic) reaction of many small and middle 
sized enterprises (SME) to this development is the retreat into 
niche markets. However, lower production volumes, increasing 
complexity of the product range and shorter product life cycles 

render difficult the amortization of the investments, especially 
for SMEs. Flops on the market are hard to cope with and often 
even endanger a company’s survival. [2]. 
The success rate of new strategies, products and services can 

only be increased by a consequent (pre-) orientation to the 
future markets and the customer benefit since the benefit drives 
the buying decision!  
A company will only be able to define proper business 
strategies and to offer products or services with a better 
cost/benefit relation if the company is close enough to the 
market and to the customer and if it is capable to recognize and 
predict future markets trends and opportunities at the right time: 

not only the technological benchmark or the comparison with 
the competition are the “key factors” of success, but the more 
than ever the orientation at the (future) customers’ needs.  
This fact is proved by the fact that companies exploit ideas 
coming to a high percentage from external sources: almost 75% 
of the ideas come from market research and marketing as well 
as from other external sources, e.g. retail sector and suppliers 
[3]. It is also rather difficult to develop technologically oriented 
ideas to such an extent that it results in a tangibly noticeable 

customer benefit [2]. The past showed that in just 20% of the 
cases, this target could be achieved [4]. This indicates that the 
orientation to the customer and the really relevant issues (for the 
customer) is a basic condition for success in strategy, product or 
service development.  
First of all, there has to be differentiated between the terms 
„customer benefit” and „customer requirement”. Customer 
benefit can be defined as the quantitatively measurable and/or 

qualitatively perceived customer profit when purchasing a 
product or utilizing a service. Customer needs will be created if 
a supplier of such a product or such a service can communicate 
this benefit adequately [2]. The targeted search of ideas for 
successful products or services, and the corresponding strategies 
has to begin therefore with the identification of these customer 
benefits, and the related “benefit-driver”. The “benefit-drivers” 
are influencing-variables related with the middle- to long term 

market prediction. (e.g. at a macro-level: political, 
demographical, economical, cultural, social trends and/or 
scenarios; at a micro-level the benefits-drivers are typically 
related with technology, design, materials, product- or service 
functions, ergonomics..).  
On the other side customer requirements are particular 
characteristics and specifications of a good or service indicated 
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by a customer. They are usually identified by surveys or by 
market analyses [5]. The customer requirements are thus 

directly related to the respective customer benefit, which 
possibly could also be created by another (competitive or 
substitutive) product or service [2].  They can be also derived 
systematically from an identifiable customer benefit. The list of 
customer requirements (briefing) determines the direction of the 
product development onto which the functions and materials of 
the product are being developed. 
The prediction of new trends and future markets, the 

identification and communication of the customer benefit is 
often very difficult especially in the area of durable goods. 
Regarding the pursuit of customer benefits, the automobile 
industry, for example, discussed at length this problematic some 
years ago. A number of methods were developed for this topic, 
such as the QFD (Quality Function Deployment) or the 
Conjoint Analysis [6, 7].  
All these methods can be meaningfully applied where customer 
needs regarding an already existing product- and/or service 

concept have to be evaluated [8]. However, these methods are 
insufficient or even not deployable for novel products, services 
or product/service combinations: after all, to a large degree, it is 
about ascertaining what the customer would like, but what does 
not yet exist in this form. How should he or she then be able to 
verbalize such a requirement? Even if the alternatives are 
obvious or known (which is an important condition for the 
functioning of the Conjoint Analysis, which tries to evaluate 

preferred samples by a comparison in pairs), the comparison in 
a panel or a group of people can lead to mistakes, as the 
Arrow’s Impossibility Theorem shows [9].  
On the other side, the systematic definition of a coherent 
customer and market-oriented strategy-framework (including 
e.g. commercial-, industrial-, financial- and corporate 
guidelines) is hard to achieve but it is crucial for a company to 
have clear stated goals and visions and to perform strategy and 

tasks accordingly.  
Using a well-structured / oriented strategy, a company can 
achieve its goals faster than if the work was carried out in a less 
structured manner. According to Hacker (1998), there is a well-
established idea that the success of an enterprise depends not 
only on its strategy planning, but also on how this strategy is 
implemented, monitored, and adjusted. Sull (1999) stated that 
many good companies fail due to an inability to take the 

appropriate action, while Nordlund (1996) found out that too 
many strategies lack action plans to fulfill their high-level goals. 
Usually, the company grows based on a specific strategy but 
fails monitoring and predicting environmental changes and 
adjusting strategy.  
There are very few tools for customizing and designing a 
strategy to a company-specific and detailed level [10]. 
Among the approaches suggested in the management literature 
regarding to what should be implemented in a strategy, the most 

important ones are: Porter’s five market forces for evaluating 
market attractiveness [11] , the “generic strategies” [11], the 
value chain analysis and its nine activities for increasing 
customer value (Porter, 1985); Ansoff’s “growth strategies” 
(Ansoff, 1957, 1965); Andrew’s “SWOT Analysis” and his 
strategy emerging from the alignment between “environmental 
opportunity” and “corporate capability” (Kennth R. Andrews 
1965); the Prahald’s and Hamel’s “core competence focusing” 

(also focus on specific factor(s) that provides customer benefits, 
is(are) not easy to imitate, can be leveraged to many products 
and markets) for improving competitive advantages [12], 1990); 
Ghemawat’s way to achieve competitive advantage using 

positioning analysis, level of flexibility and sustainability by 
commitment to sticky factors (i.e. untradeable, specialized, and 

durable) [13]; Erickson’s and Shorey’s performance pursuit by 
defining a strategy for high-level stakeholders and then trim it to 
fit important business processes, organization and resources 
[14]; Kotler’s headquarters driven business units strategies [15]; 
Kerin’s “aided matrix models” to suggest generic strategies 
depending upon the level of market growth rate and relative 
market share, or market attractiveness vs. business strength 
(Kerin et al., 1990); the Peters’s and Waterman’s 7-S 

framework and the related co-dependency between strategy 
successful implementation and company’s structure, system, 
know-how, staff and values (7-S framework from Peters and 
Waterman Jr., 1982); et al. 
The strategy design and (solving-) processes suggested in 
literature are to some extent contradictory, and focus mostly on 
high-level decisions [10]. Some researchers praise the concept 
of strategic business units (e.g. Hax and Majluf, 1996), whereas 
others prefer the principle of core competences as an alternative 

(organizational) way [12]. Many of the mentioned techniques 
also stress that a strategy has to be applied at all levels of the 
company, but few of them suggest how this should be realized. 
Tools and frameworks for strategy-designing to fit companies at 
all levels are less frequent in management literature. 
The first challenge therefore lies in the identification of a 
potential area of benefit, in which benefits can be derived and 
be translated into (product- or service-) demands. The second 

one is to initiate and to manage this innovation process into a 
coherent decisional framework that consider and define the 
strategy,  according to the top-down approach of Hayes and 
Wheelwright (1984), at  the corporate, business and functional 
level (marketing, sales,  manufacturing, R&D, finance, et 
cetera).  
How to reduce / manage complexity by SME’s all-round 
strategy review? 

How to recognize in a very early stage potential risks and / or 
“tactical circular reference” (e.g.. by the product / brand 
positioning, by the sales channels, by investments policies…). 
How to formulate lower-level strategies respecting the high 
level goals, and also guarantee the link between tasks and stated 
goals and vision?  
In this paper we suggest the use of Axiomatic Design (in the 
following referred to as “AD”) as a tool for tackling the 

problems stated above. The first results of this research field, 
only focused on the product or service AD-aided development, 
were published in 2008 as CVF I Customer Value in the Focus 
Methodology [2]. The challenge of this new research chapter is 
now to define a structural framework for the market prediction, 
and the consequent definition of customer and market oriented 
corporate, business and functional strategies (Customer Value in 
the Focus II, in the following referred to as “CVF II”). 
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2. METHODS, IDEAS AND SOLUTIONS 

 

The developed and as CVF II  (Customer Value in the Focus) 

proposed methodology is a collection of guidelines studied and 
tested for the prediction of future markets and customer needs, 
and for the systematic design of new company goals and 
strategies (from the corporate strategy level to the product or 
service ones). 

Build up on a base Züst approach [19],  the purposed framework 

foresees, according to Figures 1 and 2, three main work steps: 
(1) the “Goal Seek” (Where are we and what do we want?), 
consisting in a “Situation Analysis” based on a upgraded SWOT 
methodology, and the “Target Definition” (Company’s Vision 
and Targets); (2) the “Solver” (What is the best solution?) 
consisting in two AD-Aided tasks: “Conceptualization” and 
“Concept Analysis” aims to strategy options design; and the (3) 

“Selection” (What is the best solution?), consisting in 
“Evaluation” and “Decision Making”, also a quantitative and 
qualitative statement about the designed strategy options and the 
structuring of consequent implementation work packages. 

 

Figure 1. CVF II (Customer Value in the Focus) Framework  

 

 

 

 

  

 

 

 

 

 

This framework (CVF II) combines a set of base techniques and 
methodologies in an innovative way: many of them are known 

and reviewed in the literature, such as the SWOT Analysis 
(Andrews 1965 et al.), or the Delphi forecasting techniques 
(Dalkey & Helmer, 1962, Hill & Fowles, 1975; Linstone & 
Turoff, 1975; Lock, 1987; Parente  ́& Anderson-Parente ,́ 1987; 
Stewart, 1987; Rowe, Wright & Bolger, 1991, Gordon 1994 et 
al.), dedicated to the “Situation Analysis” and other (in this 
context) rather diffused methodologies as AD (Axiomatic 
Design – Suh, 1990).  

 

Figure 2. CVF II Framework – extended view 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. CVF II - Tooling “Bill of Material” 

 

 
 

 
 
 
 
 
 
 
 
 

 

 

 

 

 

Especially the first two steps of the CVF II methodology require 
specific explanation and examples: 

 

Step 1.1: (1) Goal Seek  > (1) SA Situation Analysis  
According to Martin and Kar [16] leading to the statement of 

business mission and goals, a careful analysis of customer needs 
and expectations represents one of the critical success factors of 
the strategy development. According to Certo (1993), strategy 
development begins with environmental analysis. In this 
analysis, all external and internal factors affecting the business 
unit are considered in a medium to long term perspective. 
Socio-cultural aspects, workers skills, governmental laws, and 
environmental considerations need to be analyzed accurately. 

The Situation Analysis consists in a SWOT Analysis, upgraded 

with Delphi forecasting techniques, and applied for the 
identification and the prediction of: (a) future trends and 
customer “benefit drivers” related with market, competitive 
environment, legal – social – cultural – economical and 
technological issues; (b) customer needs, and the potential of 

new product or service concept or development directions [2].  
According to Dalkey and Helmer (1962), the Delphi technique 
is as a procedure to “obtain the most reliable consensus of 
opinion of a group of experts… by a series of intensive 
questionnaires interspersed with controlled opinion feedback”.  
In particular, the structure of the technique is intended to allow 
access to the positive attributes of interacting groups 
(knowledge from a variety of sources, creative synthesis, etc.), 

while pre-empting their negative aspects (attributable to social, 
personal and political conflicts, etc.). From a practical 
perspective, the method allows input from a larger number of 
experts geographically dispersed. 
According to Rowe and Wright [17], Delphi is not a procedure 
intended to challenge statistical or model based procedures, 
against which human judgment is generally shown to be 
inferior: it is intended in judgment and forecasting situations in 
which pure model-based statistical methods are not feasible 

because of the lack of appropriate historical / economic / 
technical data, and this where some form of human judgmental 
input is necessary (e.g. Wright, Lawrence & Collopy, 1996).  
Four key features may be regarded as necessary for defining a 
procedure as a “Delphi”. These are: anonymity, iteration, 
controlled feedback, and the statistical aggregation of group 
response. Anonymity is achieved through the use of 
questionnaires and / or anonymous interviews. The iteration of 

the questionnaire over a number of rounds, the individuals are 
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geographical

given the opportunity to change their opinions and judgment 
without fear of losing face. Between each questionnaire 

iteration, controlled feedback is provided through which the 
group members are informed of the opinions of their 
anonymous colleagues.  
An examination of recent literature, for example, reveals how 
widespread the use of Delphi is: applications in very different 
areas such as health care industry (Hudak, Brooke, Finstuen & 
Riley, 1993), marketing (Lunsford & Fussel, 1993), education 
(Olshfski & Joseph, 1991), information systems (Neiderman, 

Brancheau & Wetherbe, 1991), and transportation and 
engineering (Saito & Sinha, 1991). 

The results of this first work-step (1) “Situation Analysis” 
consist in a traditional SWOT Analysis report, combined with a 
“Trend-Radar” based on the Delphi-forecasting results (see 
Figure 4) and a core-competence profile edited according to 

Prahald and Hamel [12], namely on the results of specific 
customer surveying processes (due to the direct relation with 
customer benefit and competitive advantages position). 

 

Figure 4. Trend Radar reporting framework 

 

 

 

 

 

 

 

 

 

 

 

Step 1.2: (1) Goal Seek  > (2) TD Target Definition 

The above described Situation Analysis that includes an 
analysis of internal and external strategic factors (Step 1.1) 
affecting the organizational performance, inputs from the 
stakeholders and the market needs guide now iteratively the 
definition of the corporate goals (Step 1.2) and strategies (Step 
2.1) using AD.  
According to Suh (1990), Nordlund (1996), Engelhardt (1998), 
Lobo, Cochrand and Lima (2000) [18], Martin and Kar (2002) 
[16], Schnetzler, Sennheiser and Schönsleben (2006) et al. 

Axiomatic Design can be used as a tool for the design of non 
engineering design object, such as technology strategies, 
business plans, and organizations. 
AD differentiates four so called Design Domains: the Customer 
Domain describes the so called customer-benefit attributes 
(CAs; customer attributes), the Function Domain deducts from 
there the functional demands (FRs; functional requirements), 
the Design Domain provides Design Parameters (DPs) for the 

implementation of the FRs, whose transformation into processes 
shall be secured by the Process Variables (PVs) in the Process 
Domain [20]. The essential core of the Theory of AD is 
represented by two axioms, the Independence Axiom (1st 
axiom) and the Information Axiom (2nd axiom), which 
represent a necessary and sufficient condition for a “good” 
design of a product or a system. For this purpose, FRs and DPs 
are mathematically shown as vectors {FR} and {DP}.  

 
 
 

The Design Matrix describes the relation between the two 
vectors:  

{FR} = [DM] {DP}           (1) 
where 

       (2) 
 
 

The first axiom demands the independence of the functional 
requirements (FRs). A potentially good design exists if exactly 
one Design Parameter (DP) can be found to fulfill the allocated 

FR without influencing the other FRs. To fulfill the 
Independence Axiom, the Design Matrix must be either a 
diagonal or a triangle matrix. In the case of a diagonal matrix, it 
is called an uncoupled design. This represents the ideal case, as 
every FR can be fulfilled with exactly one DP without being in 
any interrelation whatsoever to other FRs. In triangle matrices 
there is a so called decoupled design. These functions can only 
be fulfilled independently from each other by adhering to a 
certain sequence. All other cases represent a (badly) coupled 

design [20]. 
According and expanding Engelhardt and Nordlung [10], by 
adapting AD to the strategic design, the following 
terminological parallelism (respectively in engineering and 
business applications) can be assumed: Customer Attributes 
(CAs) = Customer / Shareholders needs, Functional 
Requirements (FRs) = Goals (∑ Goals = Mission and Vision); 
Design Parameters (DPs) = Strategies; Process Variables (PVs) 

= Activities. 
The next step in strategy development is setting the directions 
that will guide the enterprise: the mission and the strategic 
objectives (FRs). 
On this base, the logical and mathematical framework of the 
Axiomatic Design Theory helps to explore and to structure 
systematically all the goals (FRs) and the strategic options 
(DPs) (e.g. at commercial, product and service level) and to 

identify, at a very early stage, possible couplings 
(inconsistencies) between the different targets and solutions. 
The passage between the function, the design and the process 
domain can very systematically be developed by the two axioms 
and the underlying methodology. In contrast, Nam P. Suh does 
not present an uniform methodological approach for the 
identification and translation of the customer attributes (CAs 
Customer or Share/ Stakeholders Needs). The analysis of the 

many examples which are meant to prove the validity of the 
axioms, does, however, show a logical pattern at the 
identification of the customer benefit attributes: from a purely 
economical point of view, the benefit is connected with a 
measurable value generation. The latter consists of a different 
perception of the value term for each user or group of users / 
shareholders.  
The shareholder of a (profit-oriented) company measures the 
benefit of a strategy drawn upon to the extent to which this 

contributes to the increase in the value of the goodwill of the 
company (at least in medium and long term). According to the 
respective point of view, the goodwill can be illustrated by the 
Economic Value Added (EVA) or by the Return on Investment 
(ROI, see Figure 5). 
Both methods illustrated are based on analytically-
mathematically connected systems of key figures, which help to 
drill the benefit “goodwill” down into the smallest units. 

The individual “leaves” of the respective key figure trees 
represent hereby ideal approaches for “benefit creating” 
strategies, products or services as partial benefits of the 
achievement of an increase in goodwill. For this purpose it is 

j

i
ij

DP

FR
DM

∂

∂
=

296

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



 

sufficient to calculate the target ”earnings before tax” as the 
difference between contribution and fixed costs.  

 
Figure 5: The Shareholder benefit logic (CAs): The ROI tree 

 
 
 
 
 

 
 
 
 
 
 
 
 

 
On the top level therefore, the “father” functional requirement 
FR-0 can be directly attributed to the shareholder benefit “profit 
maximization” and be defined as follows:    
FR-0 (Goal 0) Sustainable high profitability 
On this level, FR-0 can be directly attributed to a design 
parameter DP-0, which is illustrated as follows: 
DP-0 Define a Corporate, business and functional strategy for a 

high and sustainable profitability 
The first design round explores now according to the ROI’s 
mapped CAs (Customer, respectively Shareholders needs), the 
first level of company goals (FRs), which can be displayed as 
follows: 
FR-1 (Goal 1) Increase Sales Volumes  
FR-2 (Goal 2) Optimize the costs 
FR-3 (Goal 3) Minimize the capital employed 

By defining the Target structure on this top level other factors 
can also be considered: e.g. overall company / shareholders 
values, general purpose, existence reason, social-cultural 
principles.. . In this case the tree structure can be opportunely 
adapted. 
As shown in Figure 2 the Target Definition process (Step 1.2) 
and the Solving Process (Step 2) are iteratively combined (AD 
“Zig-Zagging” process). 
 

Figure 6: AD applied to Strategy-Design 

 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 

The significance of the requirement for a targeted strategy 
design is, however, still too weak on the top specification level. 

In line with the methodology of the Axiomatic Design, the FR – 
respectively DP- tree is to be extended onto lower levels by the 
so called “zigzagging”, as explained in the following. 

 

Step 2: (2) Solver  > (1) Conceptualization 

Strategy development based on AD starts also with setting high-
level goals, and then corresponding strategies are defined to 
achieve these goals.  
The strategic design process progresses from a system level to 
levels of more detail. High-level goals and the corresponding 
strategies are decomposed into more detailed sub-goals and 

strategies in terms of a design hierarchy. The decisions at higher 
levels affect the statement of the goals at lower levels (see 
Figure 6).  
During strategy development, a strategic design process 
includes high-level decisions that make up the corporate level 
strategy and goes on to levels with increasing details. The 
business and functional level strategies are formed in the lower 
levels of decomposition.  

At each level of the strategy development, there exist a set of 
goals. Before a certain goal is decomposed, the corresponding 
strategies must be determined. Once a business goal can be 
satisfied by a corresponding strategy, that goal can be 
decomposed into a set o sub-goals, and the zigzagging process 
is repeated iteratively. This process of mapping and zigzagging 
must continue until the design is completed. The first three 
iterations are shown in the following Figure 7. 
 
Figure 7: The first three design iterations (initialization) 

 
 
 
 
 

 
 
 
 
 
 
 
The information generated during mapping is captured in a 

strategic design matrix, which shows the relationships between 
each goal and strategy (Figure 8).  
 
 Figure 8: The first three design iterations – the design matrix 

 
 
 

 
 
 
 
 
 
 
 

 
 
 
This matrix shows a decoupled design: these goals and 
strategies can only be fulfilled independently from each other 
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by adhering to a certain sequence: in our example the “cost 
optimization” can be applied just after “volume increasing”, and 

after “market and product development”; “Financial Strategy” 
as last. 
The mapping process between the domains can also be 
expressed mathematically in terms of the characteristic vectors 
that define the design goals and the design solutions.  
Design Matrices are set up for all the goal-strategy relations at 
the different levels in each branch of the goal-strategy tree. 
Knowledge for configuring the Design Matrices comes from the 

Delphi interviews (see Step 1.1), cross functional groups, 
existing process descriptions etc. 
The strategy has to be consistent all the way from high-level 
company targets and visions (FRs), down to the operative tasks 
carried out by the employees (DPs). The company’s personality, 
culture, philosophy, organization and areas of business provide 
company-specific needs. Those needs have to be considered 
when designing (customizing) a strategy. In addition, the results 
of the SWOT simple and cross analysis (Stages 1.1) as a cluster 

of CAs, FRs, DPs and PVs, and the defined goals must also set 
priorities. After the first initializing-rounds, the next detailing 
must be effected in the light of the individual market-sector and 
application. This is now demonstrated below with a practical 
example. 

 

3. ILLUSTRATIVE EXAMPLE 

 

The company concerned is a medium sized, worldwide 
operating durable goods producer offering products and 
solutions of the highest quality.  The company is market leader 
in their sector and wants to review the own middle to long run 
targets and strategies (for the next 10 to 15 years). 

 

Step (1) 

The Situation Analysis, realized through one-rounded Delphi 

campaign (25 customer and sector’s experts worldwide 
involved – see e.g. a std. Delphi report Figure 9), combined 
with traditional internal analysis helps to identify trends and 
future scenarios, regarding the competitive situation, the 
customer needs, the products and technology development (see 
a Trend-Radar excerpt - Figure 10).  
 

Figure 9: Delphi response standard report  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure 9: Trend Radar report sample excerpt 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

All this inputs and information can be capitalized for the 
following strategy design using e.g. a SWOT-Cross analysis, 

also crossing and studying the different combinations between 
identified Strengths and Opportunities (“attack”), Strengths and 
Threats (“prevention”), Weaknesses and Threats (“defense”), 
Weaknesses and Opportunities (“improvement”). 

 

Step (2) 

In the Solving process, all the “random” CAs, FRs, DPs and 
PVs identified above (external, internal analysis, future trends / 

customer need predictions…), can be distilled together with the 
company management experience and know-how, structured 
and fulfilled using AD multi-level decomposition methodology. 

According to the first three design iteration described above 
(see Figure 8), as illustrative example, in this paper, only the 
decomposition of the FR 1 Increase the Revenues > FR 11 

Achieve the highest possible price, and FR 12 Increase the 
market shares  > is shown. 
 

Figure 10: Illustrative-Example Decomposition 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The corresponding related design matrix (Figure 11) shows a 
decoupled design, also a potentially good strategy design 
subordinated to the displayed implementation sequence.  
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Figure 11: Illustrative-Example Design Matrix 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

According with Ansoff (1957, 1965) and Becker (2001), the 

FR12 Increase the market share can be achieved only through a 
well defined strategic roadmap. Considering in fact the four 
sub-FRs, directly derived from the Ansoff’s Product-Market 
Matrix (see Figure 12), FR121 Market Penetration (MP), FR122 
Market Development (MD), FR123 Product Development (PD), 
FR124 Diversification (DIV -Horizonatal, Vertical or Lateral), 
AD helps with the evidences of the Design Matrix to 

demonstrate the better strategic way to go.  

 
Figure 12: Ansoff Product-Market Matrix  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Analyzing in detail the independency between the different FRs 
and the related DPs (see Figures 13 and 14): 

DP121(MP) affect FR122(MD) 

The implementation of a Market Penetration strategy can 
influence the Market Development Strategy, e.g. through the 
choice of marketing activities and promotion, which should be 

discussed and coordinated between MP and MD.  

DP121(MP) affect FR123(PD) 

DP122(MD) affect FR123(PD) 

MP influences the Product Development, e.g. an old product 
could be “reanimated” through a specific marketing campaign.  

DP123(PD) affect FR124(DIV) 

PD influences the Diversification, e.g. the improvement of 

current product interfaces, can simplify an horizontal 
diversification. 

  
Figure 13: Becker’s Product-Market Matrix Strategic-Roadmaps 

demonstration through Axiomatic Design (Part I) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 14: Becker’s Product-Market Matrix Strategic-Roadmaps 

demonstration through Axiomatic Design (Part II) 

 

 

 

 

 

 

 

 

 

 

 

 

 

This AD-Aided design process enables also the design of a total 
strategy with no contradictory goals. Feedback from company 
experts, strategic team-members and other stakeholders 
provides new knowledge and enables further trimming and 
redesign of the strategic output. 

 

4. RESULTS AND CONCLUSIONS 
 

Solving the equation systems expressed in the Design Matrices 
creates a process sequence that minimized unproductive 
iteration and reduces rework, thereby speeding up 
implementation. The final result can be produced in form of a 
process /or a flow chart that displays the different relations 
(time / cause-effect) between certain activities and others in 
time. 
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Since Axiomatic Design is a top-down design method, it is very 
suitable for consistently transferring high-level company goals 

and visions down to specific projects. This breakdown of 
abstract goals into more concrete ones improves company 
efficiency (Robbins, 1994). It also allows the firm to adopt more 
rapidly a new strategy by defining how low-level goals and 
strategies as well as tangible activities are related to overall 
strategic vision, which improves employee participation and 
communication. In the case of a business strategy one might 
find that the product strategy and the marketing strategy 

(strategic e.g. product segmentation: quality image vs. low cost 
performance) are fully coupled: in this cases the decoupling 
requires specific statement and strategic decision, in order to 
avoid dangerous “short-circuits”. According to Engelhardt and 
Nordlung [10] other examples of the effects of a tight coupling 
between what the company aims for and what it actually does 
could be: (1) less resources needed for achieving the goals, (2) 
selection of proper technologies for chosen markets, (3) hiring 
procedures focused on getting the employees needed for 

planned tasks, (4) motivated employees that know the reason for 
what they are doing, etc. 
AD helps the designer also to set up design equations that 
express the relationships between goals, strategies and 
activities. The framework provided by AD gains simplicity by 
having a one-to-one mapping between activities, strategies, and 
goals.  
AD proved to be a very useful tool for designing and 

customizing a technology strategy for the company. The 
approach also helped to identify strategies and activities that 
from unnecessary coupling are candidates for redesign. 

In this paper, a methodology based on the Theory of Axiomatic 
Design combined with Delphi techniques has been 

demonstrated, which supports companies in their systematic 
design of new strategies, products or services. By means of 
consequent derivation of FRs and first DP hypotheses for the 
(future) strategies, products or services from a clearly defined 
share-, stakeholder or customer benefit description, a 
framework for guided expert surveys is being developed. The 
results of the survey show a clear picture of the future market 
and customer needs. On this basis, targeted and detailed 
developments of innovative products, respectively services can 

be commenced. The successful application of the methodology 
has been demonstrated in an example from the durable goods 
industry. Future research will be focussed on the validation and 
improvement of the approach by means of its application in 
different areas. 
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ABSTRACT 

Biological aerated filter (BAF) is an attractive process 

option, particularly when low land usage is required. In 

this study, a two-stage oxic-anoxic biological aerated 

filter (OABAF) reactor system was proposed for the 

enhancement of nitrogen removal in the treatment of 

simulated leachate. Laboratory experiments were 

conducted under various operation conditions with 

different carbon-to-nitrogen ratio (C/N ratio) and 

hydraulic retention time (HRT). Results of the present 

study indicated that the OABAF process reduced 57-

66% NH4
+-N removal efficiency with 85%–93% organic 

matter removal. It was found that when coral stone was 

used as filter media, this system can achieve a 97% 

organic removal and 94% ammonia reduction of 

simulated leachate at 2.4 g/hour organic loading, and 

10.5 hrs HRT under the effective volume is 33% of the 

reactor volume; when biological plastic spores that were 

mixed with coral stone, this system can achieve a 86% 

organic removal and 62% ammonia reduction of 

simulated leachate at 18 g/hour organic loading, and 10.5 

hrs HRT under the effective volume is 55% of the 

reactor volume. From these experimental data of study, it 

was concluded that the two-stage OABAF system was 

excellent in nitrogen removal performance and can be 

applied to treat effectively the leachate generated from 

refuse transfer station or landfill.  

1. INTRODUCTION 

Hong Kong is still one of the few metropolises which 

still adopt landfill method. 100% of the waste production 

in Hong Kong was landfilled. Transfer station is adopted 

as an economic mode of transporting MSW before the 

waste is transported to the remote landfill sites. In spite 

of many advantages, the generation of highly polluted 

liquid leachates can bring contamination of groundwater 

and soil contamination during landfill usage. Year by 

year, the risk of the cumulated landfill leachate has 

become a severe environmental issue. In Hong Kong, 

leachate is treated by activated sludge process. However, 

the conventional biological treatment processes always 

cause odour problem. Under the extreme high organic 

(BOD & COD) and nitrogen (NH4-N) strengths, leachate 

removal efficiencies and operational conditions for 

treatment are usually unsatisfactory. In order to prevent 

the leachate in order pollution, it is imperative to 

improve the treated leachate in order to comply the 

effluent discharge standard to public sewers by an 

innovative method. 

The proposed two-stage OABAF reactor system may be 

a highly effective biological treatment process that is 

developed on the basic technique of combined 

conventional activated sludge process and trickling 

filters in a system. It is a continuous operation of aerated 

biofilm reactor, where the biomass films are grown on 

small carrier elements (or media) that have a higher 

density than water, and are kept in the bottom with 

wastewater streams flowing up or down the reactors. 

This study was initially carried out under a research 

project, “Pilot-scale Study on Treatment Performance of 

Leachate by Anoxic-oxic Biofiltration Reactor” in 

September 2005, and was further carried on in a one-

year master degree dissertation study in 2009. The 

research project was done in conjunction with Sun Yat-

san University in 2009. The study was aimed to 

investigate and study the treatment performance on the 

TOC and ammonia nitrogen removal efficiencies of 

simulated leachate under various operating conditions 

through experimental works where biological plastic 

spores and coral were used as bio-carrier. The 

applicabilities and limitations of the OABAF system 

were also identified. The author would like to thank The 

Hong Kong Polytechnic University for its support. 

2. MATERIALS & METHODS 

2.1 Operating principles of the two-stage OABAF 

system 

A two-stage OABAF process within both nitrification 

and denitrification steps were incorporated in the study. 

In the 1st oxic reactor, part of the carbonaceous 

substrates in the influent was adsorbed on the attached 

biomass of the media and accumulated within bacteria 

cells. Fast nitrification then occurred in this reactor and 

enabled the ammonia-poor liquid streams to go to the 

next reactor (1st anoxic column) with anoxic condition. 

The 1st anoxic reactor functioned as denitrification. 

Finally, the rest reactors in the subsequent stage (2nd oxic 

reactor and 2nd anoxic reactor) worked for purification to 

achieve a better effluent quality. The design of 

independent nitrification and denitrification can be led 

by the separation of heterotrophic bacteria and 
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autotrophic bacteria. Recycling paths from 1st oxic 

reactor to the anoxic reactors were initially proposed. 

However, it was found that a single-stage system can 

also achieve a 98.4% organic removal and 79.4% 

ammonia reduction of simulated leachate at 5.4 g/hour 

organic loading, and 7 hrs HRT. Thus, it may conclude 

that the need of extra carbon source was neglected under 

a single-stage treatment; but, further attention needs to 

be undertaken for the successful utilization of a two-

stage OABAF system.  

The simulated leachate was used as the experimental 

influent. It was basically composed of a mixed carbon 

source and nutrient (ammonium nitrogen only). The 

composition contained 22.96g/L glucose, and 3.76-

45.01g/L NH4Cl. The simulated leachate was prepared 

everyday with concentrations of 300±5 mg/L TOC and 

25-300±5mg/L ammonia nitrogen while NO2-N and 

NO3-N were negligible. Wastewater analytical tests were 

carried out to investigate the performance of organic and 

ammonium oxidations in varied concentrations of 

simulated leachate in this system.  

2.2 OABAF system setup & operation 

The study comprised two experimental phases and a 

design phase. Initial Phase received varied operating 

conditions to determine an optimum treatability to a four 

separated reactors system. Final Phase was then 

followed by using a bigger plastic reactor with different 

compartment and different bio-filter media. 

In Initial Phase: The main system composed of 

four trapezoidal plastic biofilter reactors connected in 

series. Each reactor was 31.5cm in height with an 

effective volume of 3.2L. The lengths at top and at 

bottom were 26.5cm and 24.5cm respectively. The 

widths at top and at bottom were 17.5cm and 15.5cm 

respectively. The reactors were packed with plastic 

media (which is approximately 1.5–2 mm in diameter 

and approximately 600-900 m2/m3 on an average specific 

surface area) to a depth of about 26 cm at Preparative 

Phase, and then change to coral stone at Initial Phase. 

The density of packing media was approximately 2×103

kg/m3 for plastic spore and approximately 3.6×104 kg/m3

for coral stone respectively. In oxic reactors, air was 

provided to maintain the DO concentration of 2.5±0.5 

mg/L through diffusers located at the bottom of the 

reactors. In contrast, DO was not provided in anoxic 

columns. The system was operated in two-stage cycle, 

i.e., step 1 and step 2, based on the direction of influent 

flow (see Figure 2-1). The HRT of each step was set 

under different flow rate in order to achieve the optimum 

treatment performance. The cycle operation has been 

repeated by switching influent flow. The activated 

sludge obtained from an oxic basin of Tai Po municipal 

wastewater treatment plant was used as the inoculating 

sludge in the operation.  The system was operated at 

room temperature ranging from 19 oC to 22 oC, and 

averaged 20 oC.

In Final Phase: A fibre glass tank was divided 

into four cuboids biofilter reactors by clapboard. Small 

gaps were custom made intentionally, so that the water 

stream could flow through the gaps and enter the 

following reactor. At 1st stage, each reactor was 40cm in 

height with an effective volume of 10.3L. Its length was 

40cm and the width was 21.5cm respectively. At 2nd

stage, each reactor was 40cm in height with an effective 

volume of 8.45L. Its length was 40cm and the width was 

17.6cm respectively. The reactors were packed with 

plastic media and coral stone to a depth of about 25 cm. 

The density of packing media was 3×104 kg/m3. In oxic 

reactors, air was provided to maintain the concentration 

of DO of 7.5 ± 0.5 mg/L through diffusers located at the 

bottom of the reactors. In contrast, DO was not provided 

in anoxic columns (see Figure 2-2). The HRT of each 

step was set under different flow rate in order to achieve 

the optimum treatment performance. The cycle operation 

has been repeated by switching influent flow. 

2.3 Sampling 

In Initial Phase: Samples were collected from 

four bioreactors. Water samples were collected near 

bottoms (28 cm depth) at 1st stage oxic reactor and 2nd

stage oxic reactor and at the surface (6 cm depth) at 1st

stage anoxic reactor and 2nd stage anoxic reactor. The 

samples were collected from the discharging points of 

the reactors. 

 In Final Phase: The water samples were 

collected from four bioreactors respectively. Water 

samples were collected near bottoms (20 cm depth) at 1st

stage oxic reactor and 2nd stage oxic reactor and at the 

surface (1 cm depth) at 1st stage anoxic reactor and 2nd

stage anoxic reactor. The samples were collected from 

the discharging points of the reactors. 

Figure 2-1 Schematic of a two-stage OABAF system: (1) 

1st oxic reactor; (2) 1st anoxic reactor; (3) 2nd oxic reactor; 

(4) 2nd anoxic reactor; (5) influent simulated leachate 

tank; (6) influent pump 

Figure 2-2 Schematic of a two-stage OABAF system: (1) 

1st oxic reactor; (2) 1st anoxic reactor; (3) 2nd oxic reactor; 
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(4) 2nd anoxic reactor; (5) influent simulated leachate 

tank; (6) influent pump 

3. RESULTS & DISCUSSION 

3.1 Initial Phase analysis 

The study at the Initial Phase was accomplished through 

2 steps in 26 days. At step I (from Day 1 to Day 14), the 

C/N ratio, carbon and nitrogen concentrations were kept 

constant, different HRTs were used to find out the 

optimum treatment performance. The applied flow rates 

were ranged from 0.004-0.021 l/min, corresponding to 

HRT of 4-21h, respectively. The C/N ratio at this stage 

was fixed to 12:1 and the total effective volume/total 

volume ratio was 33%. At step II (from Day 15 to Day 

26), the HRT was kept constant for 10.5 hours with the 

C/N ratio only being changed from 1:1 to 12:1. The total 

effective volume/total volume ratio remained at 33%. 

Coral stones were used as biofilter media for all the 

experimental works during the Initial Phase. Figure 3-1 

shows the variation of ammonia, TN and TOC over time 

during oxic and anoxic treatment of simulated leachate. 

The mean values of ammonia, TN and TOC removal 

efficiencies in the influent and effluent of experimental 

works are given in Table 3-1. 

Figure 3-1 Profiles of overall ammonia, TN and TOC 

removal efficiency vs. operating hours of the oxic and 

anoxic treatment of simulated leachate in Initial Phase 

Parameters Initial 
PH 7.75
Temperature (oC) 20±2
C/N ratio 12:1

HRT (hrs) 10.5
Organic loading (g/hr) 2.4
Ammonia loading (g/hr) 0.4

Influent TOC concentration 278.4

Effluent TOC concentration 8.63

Influent NH4-N concentration 25.2

Effluent NH4-N concentration 1.25
Influent NO3-N concentration 7.08

Effluent NO3-N concentration 2.29

Influent NO2-N concentration 0.004

Effluent NO2-N concentration 0.015
Organic Removal Efficiency 96.9%
Ammonia Removal Efficiency 95.0%

Total Nitrogen Removal 69.0%

Table 3-1 Influent and effluent characteristics in Initial 

Phase

The experimental results at Initial Phase showed that:

OABAF system is reliable and 

effective in removing nitrogen and organic matters 

- When the C/N ratio of the influent was 12:1, the 

ammonia nitrogen removal efficiency was 

consistently above 81% under all HRTs, and the 

final effluent ammonia nitrogen was 1.15-4.68 

mg/L. The final effluent TN concentration at all 

HRTs of step I and step II was 12.5 mg/L and 79 

mg/L on average, respectively. TOC removal 

efficiencies were in the range of 270–288ppm 

(average of 277.4ppm), which were generally high 

(up to 96.9±0.3%). During the 6 weeks operational 

period, it is found that under the total effective 

volume/total volume ratio of 33% and C/N ratio of 

12:1 condition (when HRT is 10.5 hours), the 

OABAF system achieved the optimum nitrogen 

removal performance. 92.6% of ammonia and 

60.8% of total nitrogen is removed, meanwhile, the 

overall TOC removal efficiency can also achieved 

to 96.88%.

In all cases, there is a directly 

proportional relationship between C/N ratios and 

ammonia removal efficiency - The feed ammonia 

nitrogen concentration was in the range of 24-25 

mg/L at step I and 25-335 mg/l at step II. C/N ratio 

had a significant influence on the ammonia nitrogen 

removal. When the C/N ratio of the influent was 

12:1, the ammonia nitrogen removal efficiency was 

consistently above 81% under all HRTs, and the 

final effluent ammonia nitrogen was 1.15-4.68 

mg/L. In the OABAF system, the oxic reactors 

acted as the main undertaker for ammonia nitrogen 

removal due to nitrification; its contribution to the 

ammonia nitrogen removal was about 72-96% at 

step I, however, as C/N ratio decreased, 

consequently, the removal efficiency decreased 

gradually and finally dropped to about 19% at step 

II. Correspondingly, the total removal efficiencies 
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of ammonia nitrogen were 85.2% and 71.1%, 

respectively. This is fairly easy to rationalize, as an 

increase in C/N ratios equates to a deduction in 

ammoniac toxicity and organic concentration in a 

set time period, which obviously tends to propel the 

activity of ammonia oxidizer.

There is a correlation between HRT 

and ammonia removal efficiency - An increase in 

the former always corresponding with an increase 

in the latter. This could be explained by the 

following hints; at a smaller HRT, the stronger 

hydraulic pressure triggered biomass washout. 

A similar increase in TN removal 

efficiency is also observed as the flow rate 

increases in C/N ratios and HRT in most 

experiments - The final effluent TN concentration 

at all HRTs of step I and step II was 12.5 mg/L and 

79 mg/L on average, respectively. Note here that 

most of the effluent TN was nitrate (nitrite 

concentration was almost zero) at the oxic reactors. 

In the operation of the two-stage OABAF system, 

the low effluent TN concentration would act as the 

benefit of its application compared with the 

experiment results. Comparing the average final 

effluent TN concentration of step I with that of step 

II, the final effluent TN concentration of step II was 

much lower than that of step I. This is important, as 

the main limiting factor for the oxic and anoxic 

treatments are likely to be the strengths of the 

hydraulic pressure, organic and ammonia 

concentration. This suggests that as C/N ratios and 

HRT increase, the deduction of hydraulic pressure 

and concentrations of organic and ammonia 

become a more important factor of bacteria growth.

In 1st stage, NH4-N in influent was 

converted into nitrate with over 70% on average 

when HRT is 10.5 hours. According to the nitrite 

concentration which was almost zero in the reactor, 

it can be inferred that nitrifiers in the 1st stage oxic 

reactor would dominate and nitrification was then 

enhanced. The enriched microorganism particles of 

OABAF, could contribute to the increase of 

nitrification efficiency. In this study, when C/N 

ratio is 12:1, the carbon removal efficiency is 

almost 95% in average. On the other hand, a 

decrease of the C/N ratio (Day 15 to Day 26) 

causes a significant change of TN and ammonia 

nitrogen removal parallel to the increase in TOC 

removal. So it may be concluded that a high C/N 

ratio of effluent caused predominance of nitrifying 

bacteria in growth competition between autotrophic 

and heterotrophic micro-organism population in the 

1st stage oxic reactor;

On average, 75% of influent TOC was 

bio-sorbed under the 1st stage process and the rests 

would be utilized as the substrate for denitrification 

reaction in the subsequent step. Most of ammonia 

nitrogen was not removed and the concentration of 

nitrite was almost zero. C/N ratio and HRT are the 

most critical factors controlling the distribution of 

denitrification activity. Any decreases of the HRT 

or C/N ratios leads to decrease of ammonia remove 

efficiency, and the parallel increase of organic 

removal;

The effluent concentration of nitrate 

nitrogen in 1st stage anoxic reactor was about 4.65 

mg/L on average. In contrast, almost unchanged 

effluent concentrations of TOC and NH4-N were 

observed. This was due to the biosorption of 

organic matter and NH4-N on the media occurring 

in this reactor during the operation period of the 

previous step. TOC bio-sorbed on the media would 

be utilized as the substrate for the denitrification 

reaction. Hence, effluent TOC concentrations 

decreased with time since those substrates would be 

locally limited within this reactor. This speculation 

would explain the observation that the 

denitrification performance was improved in 1st

stage anoxic reactor. A significant decrease of 

nitrate concentration and the parallel slightly 

decrease of ammonia nitrogen indicated that most 

of the nitrate had been deoxidized to nitrite. 

According to the slightly increase of nitrite 

concentration, it might evidence that a portion of 

the nitrite had been further deoxidized into biogas;

OABAF system showed quite a high 

removal for organic matters at all steps – The TOC 

removal efficiency did not change significantly 

over the range of HRTs and C/N ratios studied. This 

demonstrates that the removal of TOC in the 

biological aerated filter is mainly a physical process 

which is not significantly affected by HRTs or C/N 

ratios. The slight TOC increase at 10.5 hours and 

C/N ratios at 1:1, and the parallel decrease of 

ammonia nitrogen and total nitrogen removal 

efficiencies, also reflects a decrease of microbial 

activity. 

3.2 Final Phase analysis 

The study at the Final Phase was accomplished through 

2 steps in 15 days. At step I (from Day 1 to Day 11), the 

C/N ratio, carbon and nitrogen concentrations were kept 

constant, different HRTs were used to find out the 

optimum treatment performance. The flow rates applied 

range was from 0.04-0.08 l/min, corresponding to HRT 

of 6.3-15.6h, respectively. The C/N ratio at this stage 

was fixed to 12:1 and the total effective volume/total 

volume ratio was 55%. At step II (from Day 11 to Day 

15), the HRT was kept constant for 10.5 hours with the 

C/N ratio only being changed from 1:1 to 12:1. A 

mixture of plastic spores and coral stones were used as 

biofilter media during the experimental works. The total 

effective volume/total volume ratio remained at 55%.  
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Figure 3-2 Profiles of overall ammonia, TN and TOC removal 

efficiency vs. operating days of the oxic and anoxic treatment 

of simulated leachate in Final Phase: 1. NH4-N=23mg/L 

(C/N=12:1); 2. NH4-N=23mg/L (C/N=12:1) and HRT=10.5hrs; 

3. NH4-N=44mg/L (C/N=6:1) and HRT=10.5hrs; 4. NH4-

N=85mg/L (C/N=3:1) and HRT=10.5hrs; 5. NH4-N=303mg/L 

(C/N=1:1) and HRT=10.5hrs. 

Parameters Final
pH 7.75 
Temperature (oC) 20±2 

C/N ratio 12:1 
HRT (hrs) 10.4 
Organic loading (g/hr) 18 
Ammonia loading (g/hr) 1.5 
Influent TOC concentration 256.3

Effluent TOC concentration 30.3 

Influent NH4-N concentration 22.8 

Effluent NH4-N concentration 9.6

Influent NO3-N concentration 2.82 
Effluent NO3-N concentration 1.47 

Influent NO2-N concentration 0.005

Effluent NO2-N concentration 0.03 

Organic Removal Efficiency 94.8%
Ammonia Removal Efficiency 91.8%
Total Nitrogen Removal 82.9%

Table 3-3 Influent and effluent characteristics in Final 

Phase 

The experiments results at Final Phase have shown that:

During the 3 weeks operational period, 

it is found that under the total effective 

volume/total volume ratio is 55% and C/N ratio is 

12:1 condition, when HRT is 10.5 hours, the 

OABAF system provides the optimum nitrogen 

removal performance. 91.8% of ammonia and 

82.9% of total nitrogen is removed, meanwhile, the 

overall TOC removal efficiency can also achieved 

to 94.8%; 

A similar to Initial Phase, significant 

increases for all removal efficiencies are also 

observed as the C/N ratios and HRTs increase in 

most experiments - The average effluent 

concentration of ammonia nitrogen was 9.99 mg/L. 

Correspondingly, the removal efficiencies of 

ammonia nitrogen were 77.4%. The final effluent 

NOx-N concentration was in the range of 0-3.5 

mg/L and 1.35 mg/L on average. Note here that 

most of the effluent NOx-N was nitrate (nitrite 

concentration was almost zero). The system 

presents quite a high removal for TOC at all HRTs 

and C/N ratios. It was found that the TOC in 

effluent was in the range of 7–50ppm (average of 

27.4ppm). When increasing the C/N ratios, an 

apparent decrease of TOC and ammonia removal 

occurred; 

The lower ammonia nitrogen removal 

observed was most probably due to low C/N ratio 

inhibition. When the C/N ratios of the oxic reactors 

was changed from 12:1 to 1:1, the average effluent 

of ammonia nitrogen concentration sharply 

increased from 1 to 600 mg/L. This is because 

nitrifiers are autotrophic bacteria and heterotrophic 

bacteria have a higher specific growth rate than 

nitrifiers. When the leachate contains lots of 

nutrient, heterotrophic bacteria will reproduce very 

fast and occupy the surface of the biofilm. 

Therefore, a small population of nitrifiers could 

grow on the outer surface of biofilm, which is not 

favorable for ammonium removal. Moreover, the 

competition for oxygen between nitrifiers and 

heterotrophic bacteria became more intensive, 

because heterotrophic bacteria occupying the 

surface of biofilm could easily utilize the oxygen, 

and then cause decreased nitrification activity. The 

maximum nitrification rate of the reactor reached 

1.3 mg/L at a HRT of 15.6 hours. 

Low oxygen tension may be another 

main critical factor controlling the distribution of 

ammonia and nitrite oxidizers in environmental 

systems. 

4. CONCLUSION & 

RECOMMANDATION 

The proposed a two-stage OABAF system for 

investigating nitrogen and organic removal in the 

305

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



treatment of leachate was evaluated. Based on the 

experiment results, the following conclusions were 

drawn: 

Without any physicochemical 

pretreatment at Initial Phase, 25–30 mg/L, 40-45 

mg/L, 100-105 mg/L, and 325-335 mg/L of the raw 

NH4
+-N was decreased to less than 2 mg/L, 5.5 

mg/L, 33.6 mg/L and 83 mg/L, respectively. The 

system can achieve 68-93% NH4
+-N removal 

efficiency with 95%–97% organic matter removal. 

The optimum operating condition for 

the OABAF system in the Final Phase was found to 

be of HRT = 10.5 hours and with organic loading 

of 18 g/hour, which corresponded to an overall 

ammonia removal efficiency of 65% and organic 

matter removal efficiency of 90%. 

The OABAF system proposed in this 

study was able to effectively nitrify ammonia 

nitrogen at high C/N ratios; 

The proposed system was very 

effective on removal of organic matters at all range 

of C/N ratios and HRTs; 

Ammonia removal via nitrification and 

denitrification is feasible in the biological treatment 

of landfill leachates which are readily occurring in 

decomposed solid waste environments. Results 

suggest that nitrification and denitrification may 

occur simultaneously in one OABAF system. On 

the other hand, studies evaluating the removal of 

nitrogen in the landfill are limited. So further 

investigation is needed to determine how other 

environmental conditions (i.e., temperature and 

gas-phase oxygen concentrations) affect ammonia 

removal. 
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ABSTRACT 

Product/technology conceputalization is the most time-

consuming and influential stage in a technology or product 

research and development project. The efficient generation 

of effective product/technology alternatives is the key to 

successful product/technology conceputalization. This paper 

presents the results of a preliminary study on the 

development of the Model for Automatic Generation of 

Innovative Alternatives (MAGIA) that offers a solution of 

automatic and efficient generation of effective 

product/technology alternatives. The proposed MAGIA 

integrates several existing methods including Function 

Modeling, TRIZ, and a specific genetic algorithm called 

Genetic Operation Tree (GOT), which can manupulates on 

the function models from an initial state to generate a final 

solution of a product/technology concept. In order to test the 

feasibility of the proposed MAGIA, an existing manhoe 

construction technology is selected for case study. The 

preliminary results show promising potentials of the 

proposed MAGIA for innovation of construction 

technologies.  

1. INTRODUCTION 

Generation of innovative alternatives is a critical step in 

technology innovation. Some approaches employed patent 

databases as sources of conceptual ideas [1]; others adopted 

the TRIZ method to systematically problem solving [2]. No 

matter which approaches adopted, there has no yet automatic 

method developed for the generation of innovative 

alternatives in terms of innovation objectives such as 

improvement of performance/function and reduction of 

implementation costs. The essential barrier to the automatic 

generation of innovative alternatives resides in the 

incapability of technology modeling within the requirement 

of an optimization model. Function Model (FM) has been 

the most widely adopted technology modeling scheme in 

many popular computer aided inovation (CAI) tools such as 

Goldfire Innovator  and CREAX . The traditional 

optimization techniques, such as mathmetic 

(linear/nonlinear/inetger) programming, requires structural 

formation of the domain problem (e.g., function model). 

Non-structural optimization scheme such as Genetic 

Algorithms (GA) [3] may provide a solution to such barrier. 

In searching appropriate GA representation schemes, a 

recent work by Yeh and Lien [4] on the development of 

Operation Tree using GA has drawn our special attention. 

The combination of Operation Tree and GA gave birth to a 

new GA called Genetic Operation Tree (GOT) which 

provides a tree-like representation scheme for the problem 

domain. However, before adopting GOT to automatic FM 

generation, there are  several problems to be resolve.  

First, GOT is a tree-like representation diagram, which is 

different from the flow-charting diagrams such as FM; 

second, the objective function for product/technology needs 

to be defined, a guided search algorithm should be 

developed; third, the manupulation of GOT to generate 

practical innovative alternatives (in terms of FMs) instead of 

purely ideal concepts is challeging; forth, the 

implementation of generated FM in real world applications 

deserves equal attentions. 

The resent of the paer is dedicated to resolve the 

abovementioned problems. A Model for Automatic 

Generation of Innovative Alternatives (MAGIA) that 

307

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



combines FM, TRIZ, and GOT is proposed to manupulate 

on the function models of the problem domain from an 

initial state to generate a final solution of a 

product/technology concept. In order to test the feasibility of 

the proposed MAGIA, an existing manhoe construction 

technology is selected for case study. 

2. RELATED FIELDS  

In this section, three fields related to the development of 

MAGIA are reviewed to provide required backgrounds 

including function modelling, TRIZ, and GOT. 

1. Function Model (FM) 

A function model or functional model in systems 

engineering and software engineering is a structured 

representation of the functions, activities or processes within 

the modelled system or subject area [5]. A function model is 

a graphical representation of a product/technology function 

within a defined scope. The purposes of a function model are 

to describe the functions and processes, assist with discovery 

of information needs, help identify opportunities, and 

establish a basis for determining product and service costs 

[6]. In systems engineering and software engineering areas a 

function model is created with a functional modelling 

perspective [7]. A functional modelling perspective of FM 

concentrates on describing the dynamic process. The 

dynamic process can be a function, transformation, activity, 

action, task etc. A well-known example is data flow 

diagrams. The perspective uses four symbols to describe a 

process including [8]: (1) Process Illustrates

transformation from input to output; (2) Store Data

collection or some sort of material; (3) Flow Movement

of data or material in the process; and (4) External Entity:

External to the modeled system, but interacts with it.

Another popular perspective of FM commonly adopted for 

patent/technology modeling is the  Subject-Action-Object 

(SAO) model, where Function Models define the 

relationships between system elements in terms of the 

functions they perform [9]. In the SAO model, a function is 

"a action that directly changes or maintains a controllable or 

measurable parameter of a (material) object." The SAO 

model is depicted in Figure 1. Examples of actions are Move, 

remove, burn, weld, count, deposit, inform, rotate, hold, 

conduct, carry…etc. The SAO type FMs represent a system 

(describing the functions of a product/technology) two 

natural language templates: (1) Action-Object (AO), e.g., 

move (A) table (O); (2) Subject-Action-Object (SAO), e.g., 

conveyer (S) moves (A) table (O). A parameter is a directly 

measurable or controllable characteristic associated with a 

material object which is affected by a function. Examples of 

parameters affected by actions are length, area, volume, 

mass, density, volts, bits, joules, coulombs, temperature, 

roentgens..etc. A commonly way to identify the SAO FM 

from a product/technology is by asking the following 

questions: (1) What parameter of the object is controlled of 

changed by the action? (2) How do I measure action object? 

Subject
Object

(parameters)
Action

Figure 1 SAO function model 

In the proposed MAGIA, the SAO FMs are adopted as the 

representation scheme for the product/technology to be 

innovated. 

2. Theory of Inventive Problem Solving (TRIZ) 

The term TRIZ is the acronym for “Theory of Inventive 

Problem Solving” in Russian. TRIZ was developed by a 

Russian patent engineer Genrich Altshuller and his 

colleagues in the former USSR starting in 1946 [10]. 

Altshuller studied more than 2000,000 patents from various 

engineering areas and developed several important tools 

used for inventive problem solving, such as trend of 

evolution, contradiction matrix, physical contradiction 

resolution principles (also called inventive principles), 

substance and field analysis, and ideal final result. Among 

which, the contradiction matrix combined with 39 

engineering parameters (EPs) and 40 inventive principles 

(IPs) are most popular techniques for application of TRIZ 

[2]. A comparison between the traditional vs. TRIZ problem 

solving processes is depicted in Figure 2. In the traditional 

problem-solving, the initial problem described by engineers 

was solved by brain-storming, where there was no 

methodology for systematic mapping of problem to the 

solutions. On the contrast, TRIZ method provides a 

systematic approach to model the initial domain problem by 

39 EPs and represents the problem in conflicting EPs; then, 

the contradicting matrix is consulted and the associated IPs 

are recommended. The engineers then develop their 

solutions for the domain problem based on the IPs 

recommended by TRIZ. 

Figure 2 Traditional vs. TRIZ problem solving 

In the proposed MAGIA, TRIZ method is consulted to 

providing the recommeded IPs for evoluation of innovative 

alternatives of the target product/technology. 

3. Genetic Operation Tree (GOT) 

Genetic Algorithm (GA) was first proposed by Holland [3]. 

The GA is a stochastic optimization procedure that 

efficiently searches a very large solution space by 

manipulating a set of strings (genotypes), each of which 
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encodes a single point in the solution space. The population 

of strings is improved in a manner similar to Darwin’s 

theory of natural selection. The fittest members, measured 

by a fitness function, attract more mates and therefore 

produce a greater number of offspring who inherit the 

superior characteristics of the parents. Offsprings are 

generated by randomly combining genetic characteristics 

from pairs of parent strings with the crossover operation. 

Random mutation of offsprings occasionally provides new 

opportunities for improvement. Genetic characteristics from 

the fittest members of a population are passed from 

generation to generation. Finally, a set of nearly optimal 

solutions is produced.  

For a typical GA, there are four basic terms which need to be 

defined: (1) chromosome a string of numbers which in 

some way represent a specific component of the considered 

object or process to be optimized; (2) genotype a collection 

of all chromosomes for the considered object or process; (3) 

population a collection of genotypes; and (4) fitness 

function overall suitability of a genotype according to the 

objective of the problem to be optimized. There are four 

basic operations of a GA include: (1) fitness 

evaluation determine the fitness of the genotypes; (2) parent 

selection randomly select two genotypes as parents; (3) 

crossover exchange the strings in the chromosomes of the 

parent geneotypes; and (4) mutation mutate some strings in 

the chromosomes of the parent geneotypes [11].  

Genetic Operation Tree (GOT) is an extention of GAs, 

which applies GAs on the operation trees (OTs) as shown in 

Figure 3. The OTs are tree-like diagrams structured 

hierarchically to represent or model the domain problem. 

Figure 3 Operation Tree 

Yeh and Lien proposed a GOT to produce self-organized 

formulae for predicting the strength of High-Performance 

Concrete [4]. In their model, the OT was encoded as a 

geneotype of GA. A special computation algorithm was 

developed to perform GA operations on the OTs they 

constructed. Yeh and Lien's work was mainly focused on 

determining the strength prediction mdoel (in terms of 

mathematic formulae) for High-Performance Concrete. The 

elements of OTs were associated with the variables, 

constants, and mathematic operations. The fitness measure 

of their problem was to minimize the difference between the 

estimated and known prediction values.  

3. PROPOSED MODEL FOR AUTOMATIC 

GENERATION OF INNOVATIVE ALTERNATIVES 

(MAGIA)  

As described previously, the objective of the current 

research is to generate effective product/technology FMs 

automatically and efficiently. In order to achieve this 

objective, a prototype Model for Automatic Generation of 

Innovative Alternatives (MAGIA) is proposed, which 

combines FM, TRIZ, and GOT techniques to form an 

integrated innovative alternatives generation method. This 

section describes the proposed MAGIA model in details. 

1. Basic Model 

The SAO FM depicted in Figure 1 is adopted as the basic 

model for function modelling of the target 

product/technology for innovation. The SAO FM will be 

translated into a three-level OT similar to the one as shown 

in Figure 3, where the leaves of OT represent the elements 

(subject or object) of the SAO model and the nodes in the 

middle level represent the action that the subject performs 

on the object. The parameters are recorded as the values of 

the leaves associated with the subject and object. The 

schematic diagram of the MAGIA basic model is shown in 

Figure 4. All target products/technologies for innovating will 

be represented in forms of basic model. 

Figure 4 Basic model of MAGIA 

2. GOT Encoding 

The encoding of MAGIA OT into GOT is straightforward. 

The Subjects, Objects and Actions are substituted with 

predefined codes. The values of the elements are specific 

parameters that affect the effects of the actions. Generic 

real number strings are employed in GOT encoding of the 

MAGIA models. Figure 5 shows an example of the encoded 

genotype, where strings of Chromosome i are associated 

parameter values with the elements of the ith SAO FM in of 

the target product/technology. 

Figure 5 GOT encoding 

3. Fitness Function 

A specific fitness function based on value engineering is 

defined as the Value of the innovative alternative as in the 

following equation. 

TCP

F
V

     (1) 

In equation (1), F represents the value-adding function of the 

alternative; P is the potential problem (disliked functions) 

induced by the alternative; C is the estimated increased cost 

due to the adoption of the alternative; and T is the extra 

needed time to perform the work. 
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In real world application, it may be not easy to measure the 

values of F, P, C, T in Equation (1). In the proposed MAGIA, 

the contradition matrix of TRIZ is consulted and the domain 

experts are interviewed to provide required information of 

the abovementioned parameters in Equation (1). 

4. Operational Procedure 

A five-step operational procedure is proposed to conduct 

MAGIA as shown in Figure 6. The proposed procedure is 

described in the following: 

Problem definition Defining the domain problem; usually 

the root cause analaysis (RCA) method is employed to 

analyze and decribe the domain problem. 

Funcion modelling constructing the SAO FM of the target 

product/technology for innovation. At the same time, a 

portion of the SAO FM is selected as the scope for GOT 

evolution. 

TRIZ consulting consulting TRIZ contradition matrix to 

identify the primitive potential improvement direction: (a) as 

both the improvement and deteriorated EPs are known, the 

traditional contradiction matrix is consulted [12] and 

traditional TRIZ approach is adopted; (b) if only the 

improvement EP is known, the unitary EP approach [12] is 

adopted. 

GOT evolution encoding SAO FM into a GOT genotype 

for evolution; the GA is applied to GOT to generate 

improvement alternatives.  

Innovative alternative evaluation evaluating the fitness 

value of the generated innovative alternatives; if the fitness 

level is accepted or the preset No. of generations is reached, 

the evoluation process stops. 

Alternative implementation transforming the innovative 

alternative into practical application solutions. 

Figure 6 MAGIA operational procedure 

4. DEMONSTRATED CASE STUDY  

In this section, an existing manhole construction technology 

is selected as target for case study in order to test the 

feasibility of the proposed MAGIA. As Taiwan has become 

a developed country, many infrastructure systems are aging 

including highways, utilities (e.g., electricity, water supply, 

and gas), sewage, communication (e.g., TV, telephone) 

conduits, etc. As common conduits are rarely adopted in 

Taiwan, most of the pipeline conduits are constructed 

separately under roadways in the urban and suburban areas. 

Manholes are constructed in order to maintain the utility 

pipelines. It is found that the average lifetime of traditional 

manhole is less than two years. Such damaged manholes 

have become one of the major causes of deterioration of road 

pavement. Moreover, the deteriorated pavement surrounding 

manholes has contributed significant part of car and 

motorcycle accidents annually. According to the statistics of 

Public Construction Commission, there are about 2.95 

millions of various manholes in Taiwan [14].  As a result, 

improvement of the lifecycle of manhole can not only save 

great amount of budget for public construction but also defer 

the deterioration of road pavement and improve the safety of 

road users. It is very desirable for public road agencies to 

develop an improved manhole construction technology so 

that the lifetime of manhole is prolonged, the quality of road 

pavement surface is improved, and the lifecycle cost of 

manhole is reduced. In a previous research, an innovative 

precast method has been developed to replace the traditional 

manhole technology [13]. The innovative alternative has 

been proved to be able to extend the lifetime of manholes 

from 1.5 years to more than five years [15]. 

(1) Problem Definition 

According to a previous study [13], the major cause for 

manhole deterioration is the re-levelling of manhole covers 

due to re-pavement of road. As the limited time allowed for 

concrete curing, the structure strength of manhole is not fully 

developed before undertaking the loads of traffics. The 

structure is cracked inside the manhole and the surrounding 

soils of the base layer could flew into the manhole with 

water when it rains. As a result, the base layer of road is 

damaged and the road pavement is deteriorated. The root 

causes of manhole damaged are referred to our previous 

work [13]. From the previous study [13], the root cause for 

road pavement deterioration surrounding manhole is the 

drainage with soils flowing into manhole. Two causes 

trigger the drainage with soils are: (1) cracked manhole; and 

(2) rains (water). Furthermore, the insufficient strength is the 

main cause of cracked concrete. Since the Rains should be 

considered as super system (unchangeable), the solution to 

the problem can be solved by providing sufficient structure 

strength and blocking the channel of drainage into the 

manhole. 

 (2) Function Modelling 

In this step, the existing manhole technology is obtained via 

patent search of patent databases. After state-of-the-art 

survey the target technology “US 3773428: Adjustable 

manhole support” is considered as the target technology for 
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innovation. The target technology is considered “traditional 

manhole construction method (traditional method)” hereafter 

in this paper. There are 8 steps in the target technology: (1) 

preparation; (2) escavation; (3) surveying; (4) formwork; (5) 

concrete placement; (6) cover frame installation; (7) form 

removal; and (8) refill. The SAO FM for the traditional 

manhole construction method is shown in Figure 7. 

Figure 7 Complete FM fortraditional  manhole technology 

The FM of Figure 7 also provides information on harmful 

and useful actions between subject and object. For example, 

the "Reinforced concrete edge" (subject) performs two 

"support/break" (actions) to "Cover frame" and "Manhole 

neck" (objects). All of the actions provide both useful 

(supporting) and harmful (breaking) functions to the objects.

This portion of SAO FM is isolated for special attention and 

shown in Figure 8. The fitness function is defined as shown 

in Equation (1). By expert judgments, the values of F, P, C, 

T in Equation (1) are estimated to be 7, 10, 6, 10 (using 1~10 

scale) respectively. As a result, the fitness value of the 

traditional method is 0.36. Since the fitness value of the 

selected FM is relatively low, it needs improvement. 

Figure 8 Selected SAO FM 

(3) TRIZ consulting  

The defined problem in (1) implies that the early stage 

strength of conrete is the key to solve the problem. As a 

result, the EP to be improved is "(curing) time saving". 

However, there is no information about the deteriorated EP. 

Therefore, the unitary EP approach [9] is adopted. By 

consulting TRIZ contradiction matrix, the top four 

recommended IPs for "time saving" are IP-10 (15 times, 

13%), IP-35 (14 times, 12%), IP-18 (12 times, 10%), and IP-

28 (10 times, 8%). Such information can be used to guide 

the evolution MAGIA.  

 (4) GOT evolution 

The selected FM of Figure 8 is encoded as a specific GOT 

for evolution. Relevant parameter settings are: (a) population 

size 100; (b) cross over rate 0.9; (c) mutation rate 0.001 

(1%); (d) maximum generation 75.

It is found that the evolution stopped after the 6th geneation. 

The initial, intermediate and final states of GOT evolution 

are shown in Figure 9. 

IP 29

surround

IP 28

surround

reicforce 

concrete edge

manhole 

neck

cover frame

IP 40

surround

IP 3

surround

reicforce 

concrete edge

manhole 

neck

cover frame

IP 10

surround

IP 10

surround

reicforce 

concrete edge

manhole 

neck

cover frame

Stage I: 2nd generation

Stage II: 4
th

generation

Stage III: 6th generation

Figure 9 GOT evolution of FMs 

From Figure 9, there are three stages in the evolution: (1) 

Stage I the 2nd generation; (1) Stage II the 4th generation; 

(1) Stage III the 6th generation. After the 6th generation, the 

evolution converged to the final state shown in Figure 9. The 

FM of the generated innovative alternative is shown in 

Figure 10. 

Figure 10 FM of the generated alternative 

(5) Alternative Evaluation 

The alternative evaluation is performed sub-quantitatively 

according to the fitness function of Equation (1). The 

evaluation results are shown in Figure 11. It shows that the 

generated innovative alternative improves in all criteria. 
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Figure 11 Evaluation of the generated alternative 

(6) Alternative implementation 

In this step, implementation method for the conceptual 

innovative technology is designed. A CAI tool, Goldfire 

Innovator , is consulted with the express "How to 

increase/improve concrete initial strength?" The results are 

returned with 12 patents. Among those, 10 patents suggest 

using additives while the other two recommend precast or 

pre-stressed method. both of the recommended can be 

considered in real world application. 

5. CONCLUSIONS  

In the paper a Model for Automatic Generation of 

Innovative Alternatives (MAGIA) is proposed for automatic 

generation of product/technology concepts that was 

considered by engineers as the most time-consuming and 

costly work in a product/technology R&D project. The 

proposed MAGIA integrates several existing methods 

including Function Modeling, TRIZ, and Genetic Operation 

Tree, which utilizes the capability of self-evoluting 

capabilities of GA to generate innovative alternatives that 

improve the values of a product/technology. An existing 

manhole construction technology is selected for case study. 

The preliminary results show promising potentials of the 

proposed MAGIA for innovation of construction and other 

technologies. 

Although the prototype of MAGIA has been developed, a 

more integrated and well verified system is desired to 

implement the proposed method and assist engineers for real 

world applications. This needs further researches.  
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ABSTRACT 

 
Distance relays must estimate accurately and quickly the 

distance to the fault even in presence of highly distorted 

input signals. Several  digital filtering algorithms for 

distance relays have been proposed and some of them are 

used in practical applications. However nonlinear loads are 

becoming more and more common in electric power 

systems and that increases the corruption level of signals. 

For this reason,  the study of digital filtering techniques for 

the extraction of  fundamental components from highly 

corrupt  voltage and current waveforms is  of vital 

importance for the development of algorithms applied to the 

digital protection of transmission lines. The studied 

technique proposed in this paper is based on Walsh 

functions. 

 

Keywords: Digital Filtering, Walsh functions, Fault 

location, Power systems. 

 

 

1. INTRODUCTION 

 

Several papers have been published in recent years in 

digital protection of power systems and in particular 

in protection of transmission lines because they are 

primarily  exposed to short circuits and consequently 

present a higher probability of fault occurrence. 

Transmission lines are normally protected with 

distance relays; they estimate the impedance between 

the short circuit and the relay location using voltage 

and current signals. However during the fault 

occurrence the input signals to protective relays are 

contaminated with noise (harmonics and the 

exponentially decaying  DC component), that must be 

rejected while must be retained only signal quantities 

of interest [1]-[9]. 

The presence of harmonics and noise determines 

errors when estimating the fundamental components 

of voltage and current necessary for the apparent 

impedance calculation.  For this reason it is very 

important to implement an efficient filtering technique 

in order to extract the fundamental components of 

voltage and current and calculate precisely the 

apparent impedance. 

The present paper presents a fault location estimator, 

based on Walsh functions [10]-[13], able to extract the 

fundamental components from faulted voltage and 

current waveforms taken from a typical 345 kV 

transmission line. In this paper it has been included a 

corrective factor that improves the behavior of the 

measuring system by compensating the error source 

due to the exponentially decaying  DC component of 

the current consequent to the fault inception. 

 

2. DIGITAL FILTERING ALGORITHM 

 

The Fourier series of a periodic waveform f(t) may be  

written 

 f (t) a a cos n t b sin n t
n n0

n 1
 (1)

 

 

where a0 is the mean value and: 

 

T

0n dtt n cos f(t) 
T

2
a   (2) 

T

0n dtt nsin  f(t) 
T

2
b   (3) 

 

and  T=2 /   is the period of the fundamental 

frequency. 
 

 
Fig. 1   Walsh functions up to the eighth order 
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Walsh functions, which are shown in Fig. 1 up to 

sal8(t),  can be used as an alternative orthogonal 

family for the series representation of a periodic 

waveform according to 

 

0 n n n n

n 1

f(t) A A cal (t) B sal (t)   (4) 

 

where 

T

0 nn dt (t)cal f(t) 
T

1
A  (5) 

T

0 nn dt (t)sal f(t) 
T

1
B  (6) 

T

0 00 dt (t) walf(t) 
T

1
A  (7) 

 

The procedure for the Walsh series determination and 

the corresponding Fourier derivation is given below.  

Consider a  periodic voltage  f(t)  whose period is T at 

the fundamental frequency f =50 Hz. Signal f(t) is 

sampled with sampling frequency fs . 

The Walsh coefficients An and Bn are obtained 

according to (5), (6), (7). To yield the Fourier 

spectrum of f(t), An and Bn are first multiplied by 

Walsh-Fourier conversion matrices Fa and Fb, 

respectively, to give approximations a*, b* to the 

cosine and sine coefficients of f(t): 

 

 

a* = Fa  A  

  (8) 

b* = Fb  B 
 

 

where  
 

 

S

2

1

A

.

.

A

A

A  

S

2

1

B

.

.

B

B

B  (9) 

 

 

 

represent the cal spectrum  and  sal  spectrum of  f(t), 

respectively. 

The element of the Walsh to Fourier conversion 

matrices Fa and Fb are the Fourier coefficients of the 

Walsh functions calm(t) and salm(t), respectively. 

Thus 

 
T

n,m m
0

2
a   cal (t)  cos n

T
 (10) 

 

T

n,m m
0

2
b   sal (t)  sin n

T
 (11) 

 

 where  n is the index of row (corresponding to the 

harmonic order) and m is the index of column.  

Moreover the elements of the conversion matrix Fa 

assume the same absolute value of the conversion 

matrix Fb, but  their signs may differ.  

The conversion matrices are essentially semi-infinite; 

when applied in (8) however they are truncated to SxS 

element square matrices. Also an additional matrix 

multiplication is required which compensated for the 

Walsh spectral truncation 

 

Ka a* = a  

   (12) 

Kb b* = b  

 

where a  and  b are the desired cosine and sine 

coefficients, respectively. The simplest form of 

compensation occurs when  S = 2k -1, i.e., the highest 

harmonic order in  f(t) doesn't exceed the third, or the 

seventh, or the fifteenth, . 

Then compensation takes the form of a diagonal 

matrix, with fixed elements 

 
2

k 1

k 1sin(

 (13)  

 

where n is the harmonic order. 

Thus the fundamental waveform f1(t)  of the signal 

may be written 

f1(t) = M1 sin (2 ft + 1) (14) 

 

where 

 

 

)/b(atan

ba M

11
1

1

2
1

2
11  (15) 

 
3. PROPOSED TECHNIQUE EVALUATION 

 

In order to test the applicability of the proposed 

technique, a simulation of the transmission line in a 

faulted condition was utilized. This paper makes use 

of a digital simulation of faulted EHV transmission 

lines, whose model is described in [6] and [7].            

A 250 km transmission line model was used for 

testing the fault distance algorithm. The series 

parameters of the power system are taken from a 

typical  345 kV  transmission line; the parallel 

parameters of the line are neglected in this analysis. 
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As mentioned before, during the fault occurrence, the 

voltage and current waveforms possess the 

fundamental components with the addition of 

harmonics and, in particular the current waveform, a 

DC decaying offset.  

We consider the line in faulted condition, neglecting 

the effects of the output impedances of power 

transformers; therefore the system model is linear. 

Moreover practical considerations such as the effects 

of quantization, etc. in primary system fault data are 

also included in the analysis, so that the data obtained 

are very close to those found in practice.  

Fig. 2 shows typical voltage and short-circuit current 

waveforms.  

 
 

 
 

Fig. 2  Typical voltage and short-circuit current waveforms 

 

 

Fig. 3 shows the components of the short circuit 

current, the steady state current and the exponentially 

decaying  DC component.  

 

 

 

Fig. 3  Waveforms of the steady state current and the 

exponentially decaying  DC component 
 

The proposed procedure permits to obtain, besides the 

DC offset of the current I0, the fundamental 

components of current i1(t) and voltage v1(t), whose 

waveforms, compared with the reference ones  i1ref(t) 

and  v1ref(t), obtained by the same system model in the 

known steady state  sinusoidal  condition, are  shown  

in Fig. 4 and Fig. 5. 

 

I0 = A0 (16) 

 

i1(t) = I1 sin (2 ft + i1) (17) 

 

v1(t) = V1 sin (2 ft + v1) (18) 

  

with 

 

)/b(atan
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2
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2
i11

 (19)  
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2
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Fig. 4  DC offset of the current I0. 
 

Fig. 5  Fundamental components of the voltage and current 

waveforms and reference waveforms. 
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As we can see, the waveforms of v1(t) and v1ref(t) are 

practically overlapped, while the waveforms of  i1(t) 

and i1ref(t) are slightly different, due to the presence of  

the exponentially decaying  DC component.  

To obtain a more adequate match between  i1(t) and 

i1ref(t), two corrective factors, kA and kph, are 

introduced in order to modify both amplitude and 

phase angle, respectively, of the fundamental 

component of the current. 

Corrective factors values, for given parameters of the 

transmission line, are function of ratios  I0/I1  and /T, 

where  is the line time constant; however if /T is in 

the range from 0.65 to 0.85, kA and kph are practically 

functions only of ratio I0/I1. 

 Fig. 6  shows corrective factors kA and kph as a 

function of ratio I0/I1  and for /T in the above 

mentioned range. 

 

 
 

Fig. 6  Corrective factors kA and kph as a function of ratio 

I0/I1  and for /T in the range from 0.65 to 0.85. 

 

 

 

After rearrangement, the corrected fundamental 

component of the current i1c(t)  may be written 

  

i1c(t) = I1c sin (2 ft + i1c) (21) 

 

 

with  

 

1iphc1i

1A1c

k

Ik I
 (22) 

 

 

Fig. 7 shows the waveform of the fundamental 

component of the current i1c(t) after correction, 

compared with the reference one  i1ref(t). 

 
 
Fig. 7  Fundamental component of the current waveform 

after correction and reference waveform 
 

 

The line reactance is given by 

 

 

1
1 v1 i1c

1c

V
X = sin(

I
 (23) 

 

 

Neglecting the fault reactance with respect to the line 

reactance, the fault distance is determined by 

 
 

1X
d   

x
 (24) 

 
 

where x is the specific line reactance expressed in 

km. 

Fig. 8 shows the estimated fault distance (true distance 

100 km) as a function of the voltage phase angle v1 at 

the instant of the fault inception. 

 

 
 

Fig. 8  Estimated fault distance as a function of the voltage 

phase angle v1 (true distance 100 km) 
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Fig. 9 shows the error in the estimated fault distance 

as a function of the voltage phase angle v1. 

 

 

 
 

Fig. 9 Error in the estimated fault distance as a function of 

the voltage phase angle v1  

 

 

 

As observed from Fig. 8 and Fig. 9  the accuracy of 

the estimated  fault distance is within  0.0004 % for 

any value of  the  voltage  phase  angle v1. The  

uncertainty  interval   d is   0.4 

depend, in our analysis in which we neglected both 

the influence of the line parallel parameters both the 

current transformers, on the fault distance itself. 

 

4. CONCLUSION 

 

The paper has described an algorithm for accurately 

locating three phase faults on high voltage 

transmission lines.  

The digital filtering technique, based on Walsh 

functions, extracts the phasors of the fundamental 

components of voltage and current and calculates 

precisely the faulted line reactance and then the 

location of the fault. 

This measurement method is fast and accurate and 

it is particularly well-suited to power-frequency 

waveform measurements, because the synchronization 

of the Walsh waves with the input voltage signal, 

suitably conditioned, is not difficult.  

The sources of errors due to voltage and current 

transformers have not been included in the analysis; as 

well, it has not been taken into account the effect of 

the output impedances parameters of power 

transformers and the parallel parameters of the line in 

the current calculation. 

The method can be used for any type of fault on a 

three phase transmission line by appropriately altering 
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ABSTRACT

Biodegradable products such as fruits, vegetables and milk

have recently been studied as sustainable energy sources. In this

work, preparation and electrocatalytic reactions of nanoporous

materials in biodegradable fluids made from agricultural prod-

ucts were studied. In order to obtain high efficiency catalysts,

electrochemical etching was conducted to selectively extract

metallic elements from alloys to form porous structures. Elec-

trocatalytic properties of the porous electrodes were character-

ized. Comparative studies on the electrochemical activities of the

nanoporous metallic electrodes with bulk metallic catalysts were

performed. It is found that nanoporous structures with high elec-

troactive surface areas can be obtained through controlled elec-

trochemical etching in diluted acids. The current density at the

nanoporous electrode is three times higher than that of the bulk

electrode with the same chemical compositions. A microfuel cell

consisting of nanoporous nickel and platinum electrodes is made

and tested.

Keywords:

Microfuel cell, Electrochemical energy conversion,

Nanoporous metal, Catalysis; Electrochemical dealloying,

Biomass, Sustainable energy.

1 INTRODUCTION
Nanoporous materials have been studied for a variety of

applications, for example gas sensors [1], self-assembling tem-

plates [2, 3], hydrogen adsorbents [4, 5]. Nanoporous mate-

rials have played an important role in energy-related applica-

tions such as catalysts, and semiconductors in dye-sensitized so-

lar cells [6]. There are increasing interest in using nanoporous

materials for catalysis. For example, the photocatalytic activity

of alkaline earth metal doped nanoporous TiO2 was investigated

∗Tel: 419-530-6007; Fax: 419-530-8206; Email: yong.gan@utoledo.edu.

for the degradation of bisphenol-A [7]. The alkaline earth metals

used are magnesium and barium. The sol-gel technique was used

to dope Mg2+ and Ba2+ into the parent nanoscale TiO2. X-ray

diffraction and FTIR analysis confirmed that Ba2+ was retained

only on the surface of the TiO2 as BaCO3, while Mg2+ was kept

in the substitutional sites.

There are several kinds of nanoscale catalysts according

to the functionalities. Photocatalyst and electrocatalyst are

two commonly used types. Titanium dioxide nanoporous elec-

trodes for photocatalysis were produced by the re-anodization

method [8]. Manganese, chromium and cobalt were doped into

nanoporous anatase titanium dioxide. It is found that the pho-

tocatalytic efficiency is significantly enhanced due to the pres-

ence of Mn2+ and Cr3+ in the nanoporous TiO2 scaffold. Mn2+

is the most efficient dopant, while the incorporation of Co2+

shows the least efficiency. TiO2 supported bi-metallic catalysts

(PtRu, PtFe) were used for methanol oxidation [9]. Yang and

Xu [10] prepared nanoporous amorphous manganese oxide as an

electrocatalyst for oxygen reduction in alkaline solutions. The

amorphous manganese oxide catalyst is expected to have poten-

tial applications in metal-air batteries and low-power fuel cells.

It is found that the amorphous manganese oxide catalyzes a

two-electron reduction, converting molecular oxygen into HO2
−.

High concentration of lattice defects and active sites of the amor-

phous material are considered as the reasons for significant cat-

alytic activity. Besides metal oxides, gold nanoparticles with a

tubular structure are also used as catalysts towards the oxida-

tion and the reduction of hydrogen peroxide (H2O2) [11]. As

compared with a bulk gold electrode, the gold nanoelectrode has

much higher sensitivity.

Nanoporous carbon were prepared using silica particle as the

template [12, 13]. Such nanoporous carbon was used as electro-

chemical catalyst support for direct methanol fuel cell (DMFC)

applications. For example, a PtRu (1:1) alloy was supported on

the nanoporous carbon [13]. The structural properties of the

carbon support played an important role in the metal disper-
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sion and the performance of the DMFC. The support with large

pore size and high surface area was favorable for high dispersion

of PtRu catalyst and easy formation of the triple-phase bound-

ary. The catalysts with higher metal dispersion and structural in-

tegrity showed higher catalytic activities in the methanol electro-

oxidation and the DMFC performance test. Heterogeneous cata-

lysts for electrochemical reduction of CO2 were developed from

rhenium complexes. Such complexes were deposited onto a solid

support consisting of nanocrystalline TiO2 film on glass [14]. It

was revealed that the nanoporous nature of the TiO2 substrate

increased the number of redox sites per unit surface area.

Noble metals such as palladium and gold as nanoclusters can

be incorporated into the nanoporous domains of gel-type func-

tional resins for oxidation catalysis in liquid phases [15, 16].

The surface properties of platinum catalysts based on various

nanoporous matrices such as zeolite, silicate and niobiosilicate

were investigated [17]. The locations of Pt in the nanopores and

the interactions of metal-support were found dependent on the

chemical composition and structure of the matrices. Pt may be

electroplated onto nanoporous metals such as gold to obtained

low Pt loading electrocatalysts for proton exchange membrane

(PEM) fuel cells [18].

Nanoporous materials may be made via various methods.

Chemical etching is a easy way to make nanoporous met-

als [19-21], while co-evaporation may be used for preparation

of nanoporous metal oxides [22]. Nanoporous Au specimens

with ligament-like structures were fabricated by dealloying [19].

Smith, Maaroof and Gentle [20] prepared nanoporous gold films

through de-alloying AuAl2. The nanoporous gold has void den-

sities between 45% and 65%. Zhou, Jin and Xu [21] proposed

another way to fabricate nanoporous gold film. The starting ma-

terials are copper and gold alloys thin films obtained through

vacuum deposition. The formation of ultra-thin nanoporous gold

films from the Au-Cu alloy films involved chemical etching by

hydrochloric acid or by nitric acid.

It is well known that preparing nanoporous metals via chem-

ical etching is very difficult to control in view of the reaction

kinetics. For example, the change in the concentration of the

acids, and the temperature fluctuation in the etchant solutions

have significant effect on the ligament morphology, void density

and strength of the nanoporous metals. During the process of

pore formation, the capillary effect causes surface relaxation and

affects the dimension of the nanoporous metals [23]. Another

drawback of chemical dealloying is the environmental pollution

due to the frequent use of high concentration, volatile enchants

such as concentrated hydrochloric acid and/or nitric acid. One

of the objectives of this work is to develop a better controllable

dealloying process than chemical etching. Preliminary research

results of electrochemical dealloying in low concentration acids

to generate nanoporous nickel and gold will be presented. Elec-

trocatalytic property of the nanoporous Ni in agricultural prod-

ucts for sustainable energy applications will be evaluated.

2 MATERIALS AND EXPERIMENTAL METHODS

In this part, the materials used in the work will be described

first. Experimental setup will be introduced second. Th proce-

dures for electrochemical dealloying will be given. Finally, char-

acterization of the electrocatalytic property will be presented.

2.1 Materials

Copper-nickel wire with the diameter of 0.5 mm was pur-

chased from Alfa Aesar. The composition of the Cu-Ni wire

is Cu:Ni=55:45 wt%. Platinum with the diameter of 0.25 mm

and the purity of 99.997 wt% was also purchased from the same

supplier. Other chemicals such as hydrochloride acid, sulfuric

acid, acetone with ACS purities were ordered from Alfa Aesar.

Biodegradable materials such as tomato, milk, chocolate drink

and grape fruit juice were used in characterizing the electrocat-

alytic behavior of the nanoporous Ni.

2.2 Experimental Setup

In this work, a three electrode system was set up for both

electrochemical dealloying and electrocatalytic property charac-

terization. The three electrodes are the Ag/AgCl reference elec-

trode, the work electrode, and the platinum counter electrode.

2.3 Electrochemical Dealloying

Electrochemical etching is widely used for metallurgical

specimen preparation, surface polishing and machining. Re-

cently, this technique has been studied for selective removal of

alloy elements from metallic alloys. In this work, removal of Cu

from Cu-Ni alloy by electrochemical etching in diluted HCl and

H2SO4 was conducted following the steps as described below.

First, HCl aqueous solution with the concentration of 9 wt%

was made. The H2SO4 used has the concentration of 25 wt%.

Second, the Cu-Ni was made into a work electrode. The elec-

trode was assembled with the Ag/AgCl reference electrode, and

the platinum counter electrode in the cell containing HCl or

H2SO4 solution. Under controlled potentials generated by pos-

itive cyclic voltammetrical (CV) scan, selective dissolving of

metal elements was achieved. As a result, nanoporous Ni was

obtained. During the CV scan, changes in anodic current at the

work electrodes were recorded. Such information will be used to

explain the electrochemical dealloying mechanisms.

2.4 Electrocatalytic Property Characterization

The electrocatalytic activity of the nanoporous Ni in the

biodegradable substances of fresh tomato, milk, chocolate drink,

and grape fruit juice, respectively, was characterized by cyclic

voltammetry (CV). First, we tested the electrochemical behav-

ior of the nanoporous nickel electrode and a bulk Ni electrode

in grape fruit juice. The electroactive surface area effect of the

nanoporous Ni is revealed. Tomato was also used to form a
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cell to examine the effect of surface area on the catalytic oxi-

dization behavior of the nanoporous Ni electrode. Subsequently,

the electrocatalytic behaviors of the nanoporous Ni in the milk

and chocolate drink(milk) were characterized. During electro-

catalytic property test, the same three-electrode cell was used.

The nanoporous nickel electrode was used as the catalyst support

electrode (work electrode or anode). The platinum wire was used

as the counter electrode, and the Ag/AgCl electrode was used as

the reference electrode. The initial concentration of KCl filled

in the reference electrode is 3M. The potential of the Ag/AgCl

electrode versus the standard hydrogen electrode was calculated

to be equal to 0.199 V. The Electrochemical Analyzer was used

to provide the CV scan functions. The CV scanning range was

controlled over a wide potential range of 0.0 V ∼ 1.5 V. The ini-

tial potential was 0.0 V. The polarity was set as positive. The

scan rate was 0.1 V/s. The data acquisition interval was 0.001 V.

The quiet time was 2 s, and the sensitivity was 10−3 (A/V).

3 RESULTS AND DISCUSSION

3.1 Cyclic Voltammograms of Dealloying

The current density-potential (I-V) response associated with

the electrochemical dealloying of copper from the Cu-Ni alloy

was obtained. Fig. 1(a) is the cyclic voltammogram showing the

current density change at the Cu-Ni alloy electrode in the 25%

H2SO4 solution, while Fig. 1(b) is the relationship between the

specific current and the potential. The results in Fig. 1(a) reveals

that in the potential region of less than 0.3 V, the main reaction

is the dissolution of Ni into the electrolyte. With the increase of

potential, Ni is passivated, and the dissolving of copper becomes

the main reaction.

It is noted that which element will be removed for the CuNi

alloy through electrochemical dealloying depends on the poten-

tial level. Since Ni is less noble than Cu, in the low potential

range from 0 to 0.3 V, Ni will dissolve first. Nanoporous copper

scaffold is obtained. At higher potential levels, the newly formed

surface oxide layer of NiO (passive film) protects the Ni from

dissolution, the more noble metal, copper, is the element being

removed from the alloy. Therefore, nanoporous Ni is obtained in

the potential range from 0.3 to 1.5 V.

In the HCl electrolyte, the reaction of Ni dissolution occurs

in a wide potential range up to 0.52 V because NiO passive film

is more difficult to form in the presence of Cl−. This can be seen

from the results shown in Fig. 2(a), the cyclic voltammogram

showing the current density change at the Cu-Ni alloy electrode

in the 9% HCl. At the higher potential level greater than 0.52

V, copper dissolution becomes the main reaction. Fig. 2(b) is

the relationship between the specific current and the potential,

showing the same trend of transition from Ni dissolution to Cu

dissolution at 0.52 V.

3.2 Effect of Nanopores on Oxidation Behaviors

In order to examine the effect of nanopore on the electro-

catalytic behaviors of electrodes in biodegradable fluids, com-

parative studies on nanoporous nickel and bulk nickel were con-

ducted. The nanoporous electrode was prepared by electrochem-

ical dealloying of the CuNi alloy wire with the diameter of 0.5

mm in the HCl electrolyte as described in Section 3.1. The bulk

nickel electrode is made of a pure nickel wire with the diame-

ter of 1.0 mm. Electrochemical catalysis behaviors of both bulk

Ni and nanoporous Ni in the grape fruit juice were studied by

cyclic voltammetry and the results are shown in Figs. 3(a) and

(b). It is noted that the current density at the nanoporous elec-

trode, as shown in Fig. 3(b), is calculated based on the initial

area of the alloy before dealloying. The cyclic voltammogram

of the bulk Ni as shown in Fig. 3(a) has the reaction controlled

feature as the porous Ni electrode. However, the current density

at the nanoporous Ni is as 4 times high as that at the bulk nickel

electrode, which reveals the nanoporous electrode is more effec-

0 0.3 0.6 0.9 1.2 1.5
0

2000

4000

6000

8000

10000

(a)
Potential (V)

C
u

rr
e

n
t 

D
e

n
si

ty
 (

A
/m

2
)

0 0.3 0.6 0.9 1.2 1.5
0

20

40

60

80

100

(b)
Potential (V)

S
p

e
ci

!
c 

C
u

rr
e

n
t 

(A
/C

)

Figure 1. CYCLIC VOLTAMMOGRAMS ASSOCIATED WITH ELEC-

TROCHEMICAL DEALLOYING OF Cu-Ni IN 25% H2SO4 SOLUTION:

(a) I-V RESPONSE; (b) SPECIFIC CURRENT CHANGE.

0 0.3 0.6 0.9 1.2 1.5
0

0.4

0.8

1.2

1.6

2
x 10

4

(a)
Potential (V)

C
u

rr
e

n
t 

D
e

n
si

ty
 (

A
/m

2
)

0 0.3 0.6 0.9 1.2 1.5
0

20

40

60

80

100

(b)
Potential (V)

S
p

e
ci

!
c 

C
u

rr
e

n
t 

(A
/C

)

Figure 2. CYCLIC VOLTAMMOGRAMS ASSOCIATED WITH ELEC-

TROCHEMICAL DEALLOYING OF Cu-Ni IN 9% HCl SOLUTION: (a) I-V

RESPONSE; (b) SPECIFIC CURRENT CHANGE.
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tive than the bulk Ni in electrochemical catalytic oxidation of the

grape fruit juice.
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Figure 3. CYCLIC VOLTAMMOGRAMS OF Ni ELECTRODES IN

GRAPE FRUIT JUICE: (a) WITHOUT PORE; (b) WITH PORES.

The electrocatalytic behaviors of the above used Ni elec-

trodes without nanopores and with nanopores in fresh tomato

were studied. At the same potential, the current density at the

bulk nickel electrode shown in Fig. 4(a) is lower than that at the

nanoporous nickel electrode shown in Fig. 4(b). This trend is

the same as found in the grape fruit juice case. The oxidation

of tomato on the bulk electrode has three distinct stages as mark

by “A”, “B”, and “C” on the cyclic voltammogram of Fig. 4(a).

In stage “A” and “C”, oxidation reactions are the controlled pro-

cesses. In stage “B”, the diffusion controlled feature is shown.

At the nanoporous Ni electrode, only the reaction controlled be-

havior in the tomato juice was found, which is revealed by the

cyclic voltammetry results in Fig. 4(b).
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Figure 4. CYCLIC VOLTAMMOGRAMS OF Ni ELECTRODES IN

TOMATO: (a) WITHOUT PORE; (b) WITH PORES.

3.3 Oxidation Behaviors during the Reversed Scan

Reversed cyclic voltammetry scans were performed to show

the reversibility of the nanoporous Ni for electrochemical cat-

alytic oxidation in biodegradable fluids. Figs. 5(a) and (b) are the

cyclic voltammograms of nanoporous Ni in the chocolate drink.

The solid blue line in Fig. 5(a) reveals the electrochemical oxi-

dation features of the chocolate drink at the nanoporous Ni elec-

trode in the forward scan. The dotted red line in Fig. 5(a) shows

the electrochemical oxidation behaviors of the chocolate drink at

the nanoporous Ni electrode in the reversed scan. The oxidation

reaction controlled features as revealed in both forward scan and

backward scan are the same, which means that the reversibil-

ity is well kept. Peak “A” as shown in Fig. 5(b) represents the

start of electrochemical oxidation of the chocolate drink on the

nanoporous Ni at the potential around 0.3 V.
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Figure 5. CYCLIC VOLTAMMOGRAMS OF THE NANOPOROUS Ni

ELECTRODE IN CHOCOLATE DRINK: (a) I-V RESPONSE; (b) SPE-

CIFIC CURRENT CHANGE.

3.4 Effect of Fermentation

The grape fruit juice was sealed in a glass bottle and kept at

the room temperature for ten days. Fermentation was observed

as revealed by the following signs. The original red color is

faded and some white precipitates were found at the bottom of

the bottle. Typically, fermentation also results in the formation

of alcoholic products, which may cause change in electrochem-

ical oxidation behaviors of the fluid. To verify this, the cyclic

voltammogram of nanoporous Ni in the fermented grape fruit

juice is shown in Fig. 6. As compared with the catalytic be-

havior of nanoporous Ni in unfermented grape fruit juice shown

in Fig. 3(b), the current density in fermented fluid is about one

third higher. This indicates that fermentation facilitates the elec-

trochemical catalytic oxidation of the fluid on the porous Ni elec-

trode. Such results are helpful in recycling stale juices and drinks

for green fuel applications. To recycle these discarded fruits and

321

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



drinks and convert them into useful energy are meaningful to

save energy and clean the environment.
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Figure 6. CYCLIC VOLTAMMOGRAM OF THE NANOPOROUS Ni

ELECTRODE IN FERMENTED GRAPE FRUIT JUICE.

3.5 Voltage Generated by the Porous Ni
Finally, we made a microfuel cell consisting of a nanoporous

nickel anode, white milk solution and a platinum cathode. The

plot of voltage v.s. time is given in Figure 7. The stable output of

voltage is about 0.135 V. Obviously, in order to build a practical

power generation device, many of such cells are needed.

4 CONCLUSIONS

Electrochemical dealloying and electrocatalytic behavior of

nanoporous nickel in biodegradable fluids for green fuel appli-

cations were performed. High electroactive surface areas in

nanoporous nickel were obtained. Based on the preliminary re-

search, the following concluding remarks can be made.

Studies on electrochemical dealloying of the Cu55Ni45 al-

loy in the 25% sulphuric acid reveal that in the potential region of

less than 0.3 V, the main reaction is the dissolution of Ni into the

electrolyte. With the increase of potential, Ni is passivated, and

the dissolving of copper becomes the main reaction. Therefore,

which element is removed for the CuNi alloy through electro-

chemical dealloying is dependent on the level of the potential

used. Since Ni is less noble than Cu, in the low potential range

from 0 to 0.3 V, Ni dissolves first. Nanoporous copper scaffold

is obtained. At higher potential levels, the newly formed sur-

face oxide layer of NiO (passive film) protects the Ni from dis-

solution. The more noble metal, copper, is the element being

removed from the alloy. Nanoporous Ni is obtained in the poten-

tial range from 0.3 to 1.5 V.

In the 9% HCl electrolyte, the reaction of Ni dissolution

from the Cu-Ni alloy occurs in a wide potential range up to 0.52

V because NiO passive film is more difficult to form in the pres-

ence of Cl−. At the higher potential level greater than 0.52 V,

copper dissolution becomes the main reaction. The transition

from Ni dissolution to Cu dissolution at 0.52 V is revealed by

cyclic voltammetry.

Comparative studies on nanoporous and bulk specimens

show that a nanoporous electrode is more effective than a bulk

electrode in electrochemical catalytic oxidation of biodegradable

fluids. The cyclic voltammogram of the bulk Ni has the reaction

controlled feature. The current density at the nanoporous Ni is

as 4 times high as that at the bulk nickel electrode.

Fermentation changes the electrochemical oxidation behav-

iors of biodegradable fluids, facilitating the electrochemical cat-

alytic oxidation of the fluids on the nanoporous nickel electrode.

The cyclic voltammogram of the nanoporous Ni in the fermented

grape fruit juice shows that the current density in fermented fluid

is about one third higher than that in the unfermented fluid, which

indicates that the fermentation makes the oxidation of the fluid

on the nanoporous Ni electrode even easier. Such preliminary

results may be helpful in recycling stale fruits or drinks for green

fuel applications.
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ABSTRACT 

 
Biomass availability is rather limited in Europe and, hence, it is 

of crucial importance to determine the optimal biomass-to-

energy conversion pathway. This selection is somehow complex 

as there could be antagonistic motivations coming from 

industrial stake-holders, politicians, scientists or the society. 

Consequently, the aim of this paper is to present different 

biomass-to-biofuels alternatives that follows various economic, 

environmental and/or social drivers. Results are also compared 

with European Directives 2001/77/EC and 2009/28/EC. In 

General, maximizing bio-electricity over other biofuels turns 

out to be the best economical and environmental option. 

Combined with solar and wind energy, about 31% of the 

electricity production by 2020 could be renewable, i.e., 10 

points higher than the target of Directive 2001/77/EC. If 

biomass is conducted to SNG production, fossil natural gas 

imports could be reduced by 1.63 EJ/yr in 2020, although this 

alternative implies higher costs and less CO2 savings than the 

previous bio-electricity solution. In case of promoting Fischer-

Tropsch fuels, the share of biofuels in transport will be 9.5%, 

which is slightly below the 10% share target of Directive 

2009/28/EC. H2 is disregarded as feasible option for transport 

due to several technological barriers, although it would lead to 

substantial CO2 savings at a moderate price. Conversely, 

methanol results in the worst environmental solution as CO2 

emissions are larger than those of conventional fossil fuels. 

 

Keywords: Biofuel, biomass, gasification, efficiency, Life 

Cycle Analysis (LCA), techno-economic evaluation. 

 

1. INTRODUCTION 
 

Among all renewable technologies, biomass is the only source 

that could be used to produce biofuels for the transport sector. 

However, unlike wind or solar energy, biomass availability is 

limited and, hence, it is of crucial importance to select the most 

convenient biomass-to-biofuel conversion route. Nowadays, 2nd 

generation biofuels, and gasification technology in particular, 

are gaining interest for its implementation in the medium-term 

future due to its potentially higher efficiency and lower cost and 

CO2 emissions. In this paper we present the evaluation of five 

biofuels (i.e., Syntethic Natural Gas (SNG), methanol (MeOH), 

Fischer-Trospch fuels (F-T), H2 and electricity) for their 

introduction in the European Energy sector by 2020. The most 

convenient biomass-to-bioenergy technology will be selected 

following technological, economic and environmental drivers. 

 

In Europe, forest and agricultural residues are stochastically 

distributed, leading to definite areas where the concentration of 

biomass differs substantially among them. In some cases, those 

areas do not correspond with the established country borders 

and, hence, new “bio-borders” are suggested to maximize the 

amount of biofuels that can be later produced in Europe. This 

“re-drawing” is especially sensitive for the processes that 

require a relatively large scale in order to operate at a more 

competitive price (e.g., Fischer-Tropsch or methanol plants). 

SNG and hydrogen production are profitable at medium plant 

sizes, thus giving a combined national and “bio-borders” 

scenario. Similarly, since logistics costs have a major impact in 

electricity final price, borders follow also a combined scenario.  

Once the “bio-border” for different biofuels and biopower 

production is determined, the next step is to identify which 

alternative is the best for the European energy market. 

Answering this question is somehow complex as the society, the 

scientific community, industry, or the politicians have their own 

motivations. In this paper, biofuels or bioelectricity 

implementation within European countries is discussed under 

the several scenarios presented in Table 1. When co-firing is 

prioritized (i.e., scenarios I-A, II, VI), coal is replaced up to 

10% in weight basis. In other scenarios, less coal is replaced as 

biomass is primarily consumed for biofuels production. 

 
Table 1: Biofuels and bioelectricity scenarios, which takes into account 

preferences from industry, politicians, scientists or the society. 

Code Preference Description 

I-A 
A fraction of biomass is used for co-firing 
and the rest is send in new BIGCC(d) 

I-B 

Max. bioelectricity 

production(a) 
All biomass is used in new BIGCC 

II 

Potential biofuels 

introduction in the 

medium-term 

A fraction of biomass is used for co-firing. 

The rest is consumed in new FT plants, 

and remainings for SNG production. 

III 
Max. biofuels(b) 

share in transport 

Biomass is primarily consumed in new FT 

plants. The rest is used for SNG plants. 

IV 
Max. FT-diesel   

(Oil companies) 

Biomass is primarily consumed in new FT 

plants. The rest is used for cofiring. 

V 
Max. SNG 

production 

Biomass is primarily consumed in new 

SNG plants. The rest is used for cofiring. 

VI 
Hypothetical(c)  

max CO2 reduction 

Our initial hypothesis is that maximal CO2 

reduction is obtained when a fraction of 

biomass is used for co-firing and the rest 

for SNG plants. However, later analyses 

will confront our initial hypothesis. 

VII 
Max. Hydrogen 

production 

Biomass is primarily consumed in new H2 

plants. The rest is used for cofiring. 

VIII 
Max. MeOH 

production 

Biomass is primarily consumed in new 

MeOH plants. The rest is used for cofiring 
 

(a): According to the European Directive 2001/77/EC, about 21% of the 

electricity must be produced from renewable sources by 2010 in EU25. 
 

(b): According to the European Biofuels Directive (2003/30/EC), the 

share of biofuels in transport should achieve the target of 10% by 2020. 
 

(c): The EU countries have committed to reduce greenhouse gas 

emissions during the first Kyoto commitment period 2008-2012 by 5% 

compared to the 1990 reference year (COM 2006). 
 

(d): “New plants” refers to new BIGCC (Biomass Integrated Combined 

Cycle) plants that will operate on 100% biomass (i.e., no co-firing). 
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 Figure 1: Overview of the 5 biowaste-to-biofuels conversion routes (W and Q represent work and heat flows, respectively) [1]. 

 

 

2. BIOFUELS TECHNOLOGY SELECTION 
 

The five different biomass-to-biofuels routes have been 

modeled in Aspen Plus. The corresponding diagram block of 

each process is depicted in Figure 1. In all cases, pre-treatment 

is required to adjust particles size and moisture content to 10%. 

Gasification is the core operation unit for the 5 biofuels chains 

although the working conditions, the oxidizing agent (i.e., 

steam, air or O2) and its design are different among them. After 

gasification, biomass is converted into the so-called syngas, a 

mixture of mainly CO and H2, although other gases such as 

CO2, CH4, C2H6 or C2H4 are also produced. In subsequent units, 

undesired by-products (mainly H2S, NH3, and HCl) are removed 

in order to avoid deactivation of the catalysts used downstream, 

damage engines, boilers or turbines, as well as to minimize SOx 

and NOx formation when burning remaining unconverted gases. 

In all the production chains, H2S is removed at 55oC and 1bar in 

a MDEA scrubber system, and the solution is regenerated in a 

stripping column working at 110oC and 2 bar. MDEA is 

selected due to its low energy requirement for regeneration and 

higher selectivity over H2S compared to CO2. In fact, at this 

stage of cleaning, CO2 removal is not desired as this gas is a 

reactant for some downstream catalytic reactors. NH3 is 

removed in a subsequent unit using a H2SO4 solution. HCl and 

other halogens can be removed by injecting sodium or calcium-

based powdered absorbents into the gas streams and by 

removing them in the de-dusting stage (e.g., cyclones). After the 

cleaning stages, the H2:CO ratio is adjusted in a WGS (water-

gas-shift) reactor by adding a specific amount of superheated 

steam. Outlet gases then undergo a series of catalytic reactions 

in a specific reactor for each biofuel. Later stages of the process 

comprise upgrading and final compression in order to achieve 

the specifications imposed by the market.  

 

For the electricity generation process, syngas leaving the 

gasifier is cleaned and then send to a combine Brayton-Rankine 

cycle. A single expansion turbine is used for the Brayton cycle 

where exhaust gases are expanded from 1200oC and 15 bar to 1 

bar and ~ 605oC. This remaining hot stream is used to provide 

part of the heat required for the Rankine cycle, in which three 

steam turbines are operated with inter-heating. In this cycle, 

steam is expanded from 200 bar to ~ 0.07 bar.  

 

Moreover, for a better overall process efficiency, heat supply 

and demand are carefully matched so that more high quality 

heat is left to produced superheated steam that will be later used 

for electricity production (Rankine cycles), steam gasification, 

biowastes drying, and H2:CO adjustment in the WGS reactors. 

In particular, a considerable amount of heat is recovered after 

gasification as the syngas needs to be cooled down prior to 

cleaning and compression stages. Another source of heat is 

taken during cooling of methanation and Fischer-Trospch or 

methanol reactors. However, extra fuel is still needed to cover 

the energy demand of the biofuels plant. In previous studies, we 

have evaluated to burn either an extra amount of biomass or 
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natural gas to meet energy requirement of the plants. Our results 

show that the best configuration is to burn an extra amount of 

biomass and take electricity from the grid. 

 

 

3. OWN MULTIDIMENSIONAL “3-E” MODEL:  

INTEGRATION OF EFFICIENCY, ECONOMIC 

AND ENVIRONMENTAL PARAMETERS 
 

3.1 Model definition 
Sustainability of a process is rather difficult to evaluate and 

quantify as many factors are involved and they are also given in 

different units. For instance, environmental impact is measured 

in ppm (or gCO2eq/kg biofuel for the case of global warming 

evaluation), whereas production costs are given in €/GJbiofuel, 

and efficiency is calculated as the ratio of energy output divided 

by the energy input (i.e., MWoutput/MWinput). Hence, conversion 

factors are required if we intend to give one unique parameter in 

order to be able to communicate with scientists, legislators and 

economists at once.  

 

In our model, mass and energy balances from Aspen Plus 

simulations are used to calculate exergetic and energy efficiency 

of the 5 biofuels conversion routes (i.e., SNG, MeOH, FT, H2 

and electricity), as shown in the left-hand sequence of Figure 2. 

Aspen Plus simulations are coupled to Aspen Icarus in order to 

calculate the biofuels production price “ex-works’. This price is 

determined by fixing and investor internal rate of return (IRR) 

of 12%, and with 50% of capital leverage (i.e., 50% of the TCI 

is borrowed from banks). Final end-user price is obtained by 

adding logistic and distribution costs. Those calculations are 

iterated for different plants sizes (i.e., from 1 to 5000 MWfuel) 

and 24 European countries in order to determine the optimal 

plant scale and location for each biofuel. In the last stage, 

environmental impact of each configuration is integrated into 

the economic evaluation by calculating an ecotax value (i.e., 

€/ton CO2 that would equalize biofuels and conventional fossil 

fuel price). 

 

Figure 2: Schematic representation of our model. 

 

3.2 Model application to Europe 
The multidimensional model of previous section 3.1 is applied 

to Europe to select the best scenario of Table 1. For that 

purpose, several stages are needed (see Figure 2, right-hand 

sequence). Firstly, forestry and straw residues availability 

within 24 European countries is calculated from different values 

found in literature [2-7]. Subsequently, total biofuel and/or 

bioelectricity generation in Europe is determined by applying 

efficiency values from our model. Produced biofuels can 

substitute part of the fossil fuels consumption by 2020, although 

their share will be different for each scenario in Table 1. In any 

case, fossil energy is still needed in order to meet the energy 

demand by 2020, whose values have been stipulated in the 

report of Mantzos et al [8]. In particular, we assume that 

biofuels and bioelectricity can be introduced in 3 sectors:  

 

• Electricity production from coal (i.e., 3.77 EJ/year). This 

figure implies that about 8.34 EJ/yr of coal is consumed. 

• Natural gas consumption for several uses (e.g., electricity, 

heating, or other industrial applications), which accounts for 

25.90 EJ/year 

• Fossil fuel consumption in the road transport, which sums 

15.10 EJ/year. This figure includes public road transport, 

private cars, motorcycles, and trucks. 

 

Optimal biofuels plant scales are deducted from the iteration of 

our model in section 3.1. This parameter, together with biomass 

availability across Europe, fixes the number of plants that could 

be built in each scenario in Table 1, which in turn, allows the 

calculation of total capital investment (TCI). Following the 

profitability analysis of our model (i.e., IRR equal to 12%), final 

end-user prices for each biofuels and country are obtained. 

However, since biofuels prices are always higher than 

conventional fossil fuel prices, governmental subsidies would 

be needed to equalize prices and do not charge the final 

consumer. An alternative to public assistance is to calculate an 

ecotax (i.e., €/ton CO2), which would notably penalize fossil 

fuels as their CO2 emissions are notably higher. 

 

4. RESULTS 
 

Results are presented following the structure of previous section 

3. Hence, the first section of this paper is dedicated to the 

individual values for each biofuel, whereas the second part 

includes results of the different scenarios in Table 1. 

 

4.1 Specific biofuels efficiency, final price and ecotax 

Figure 3 depicts the final biofuel ‘end-user’ price for a specific 

country and at different plant sizes. However, it should be 

mentioned that the represented biofuels prices accounts only for 

Austria, which is in the “average” side together with Eastern 

countries. In effect, biofuels production turns out to be 

economically more competitive in Southern, Baltic countries 

and UK, biofuels, whereas it is notably more expensive in 

Northern and Scandinavian states. This Figure 3 is completed 

by representing the effect of scale on the efficiency of the 

processing plants (i.e., right y-axis).  As observed, both 

parameters are intrinsically connected as higher efficiencies are 

translated into lower Total Production Costs (TPC). Moreover, 

according to the William’s equation, TCI does not follow a 

straight line when increasing the plant size. On the contrary, it is 

represented by an exponential relationship with a scaling factor 
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in the range of 0.4 to 0.8. Conversely, logistics are directly 

dependent on the scale, whereas distribution costs are assumed 

to be constant (i.e., 3.61 €/GJSNG, 3.44 €/GJFT,  4.32 €/GJFT,  10 

€/GJH2, 0.01€/GJelec). Figure 3 also identifies the optimal plant 

scale for each biofuel. As observed, electricity and SNG 

production is more profitable at lower sizes (i.e., 100 and 200 

MWfuel respectively), followed by H2 (i.e., 500 MWH2), whereas 

MeOH and FT-fuels generation require larger plants (i.e., 1000 

MWfuel).  Comparison among biofuels reveals that SNG and 

electricity prices are on the lowest side (i.e., 19 and 23 €/GJ 

respectively for Austria). Conversely, FT-fuel, MeOH and H2 

are more expensive and yield close values (i.e., 26, 27 and 28 

€/GJ). However, it should be mentioned that H2 price is much 

higher than SNG due to its intensive distribution costs. Similar 

conclusions can be drawn in terms of exergetic efficiency. In 

effect, SNG and electricity production is more efficient (i.e., up 

to 45.5% for both biofuels), followed by MeOH and FT (i.e., up 

to 43.9%). Hydrogen efficiency (i.e., 42.5%) is notably 

penalized by the compression requirements of the pipelines 

distribution system.  Results for the rest of European countries 

follow similar trends, although, as aforementioned, quantitative 

values are different for each country. Same analysis is done for 

straw residues in Figure 4, where it is observed that prices are 

always higher due to lower efficiencies and larger pre-treatment 

and logistics costs.  
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Figure 3: Final prices and exergy efficiency for wood-based biofuels. 
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Figure 4: Final prices and exergy efficiency for straw-based biofuels. 

When biomass availability is taken into account, it is observed 

that few countries have enough biomass to feed any biofuel 

plant at its optimal production scale. This assertion is especially 

sensitive for FT and MeOH production as both biofuels require 

large amount of biomass to run plant scales of 1000 MWfuel. In 

effect only Spain, France, Italy, Austria, Germany, Poland, 

Sweden, Finland, UK, Hungary and Romania can feed either 

wood or straw-based biofuels plants using own biomass sources 

(see Figure 5 and 6). Alternatively, biomass could be also 

imported from nearby regions, as done in next section 4.2. 

However, in some cases, CO2 emissions could exceed the 

threshold of fossil fuels. 

 

  

Figure 5. The colors identify that 

at least 1 plant can be fed with 

‘national’ forest residues. 

Figure 6. The colors identify that 

at least 1 plant can be fed with 

‘national’ straw residues. 
 

For the case that biomass is not imported, relative ecotax (i.e., 

€/ton CO2) are found in the range presented in Table 2.  This 

ecotax does not correspond to the Carbon taxes that are levied 

from companies exceeding the limits of CO2 emissions.  In fact, 

is a ‘virtual’ value that we have calculated in order to charge 

CO2 emissions and equalize biofuels and fossil fuels prices. 

Hence, it should be added in top of production costs. Calculated 

ecotax values are notably high as biofuels and fossil fuels price 

difference is rather substantial. Bio-electricity production turns 

out to be an exception as, for some countries, bio-based price is 

cheaper than coal-based power price (i.e., all countries except 

Austria, Bulgary, Baltic states, Sweden, Finland and France). 

Concerning SNG production, Sweden is the only country where 

bio-based SNG is cheaper than fossil natural gas.   

 
Table 2: Ecotax ranges for wood and straw-based biofuels (€/ton CO2). 

����Biofuel / Feedstock ���� Forest wastes Straw 

Electricity 0 to 53 0 to 32 

SNG 51(*) to 208 71(*) to 373 

FT-fuels 152 to 420 114 to 640 

MeOH 198 to 675 215 to 900 

H2 9 to 181 8 to 233 

(*) Ecotax for Sweden is 0 as SNG is cheaper than fossil gas. 

 

On the other hand, the LCA analysis reveals that less CO2 is 

emitted (in terms of kg-eq CO2/GJfuel) during SNG production, 

followed by electricity and H2 generation. Notably higher CO2 

emissions are released for FT and MeOH mainly because a 

larger amount of biomass needs to be transported and biofuel 

distribution is done by means of trucks, which consume fossil 

diesel. In countries where biomass availability density is (i.e., 

kton/km2) is scarce, CO2 emissions exceed those of the 

corresponding fossil fuel. In effect, wood-based MeOH and/or 

FT production in Sweden and Finland release more CO2 than 

fossil diesel as biomass collection distances are considerable. 
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Same observation applies for straw-based MeOH and FT 

generation in Poland, Germany and Spain. This fact could be 

minimized by importing biomass from nearby regions, as 

suggested in section 4.2.   

 

4.2 Biofuels introduction into the European Energy market 
The model of Figure 2 is applied in this section to determine 

maximum bioenergy production when all available forest and 

straw residues are consumed, and following the scenarios of 

Table 1. However, values of each scenario correspond to the 

maximum theoretical production that could be achieved if all 

available biomass could be purchased. In effect, unlike solar 

and wind energy, biomass is normally owned by individuals or 

holdings, which ultimately decide its final application and price.  

 

For an optimal utilization of biomass sources in electricity 

generation, two ‘short-terms’ scenarios are analyzed. In the first 

case (i.e., scenario I-A), it is assumed that 10 wt% of the coal 

consumed in power plants is substituted by the corresponding 

amount of straw, and the remaining part together with forestry 

residues are used in potentially new BIGCC plants operating at 

the optimal scale of about ~100 MWel. Electrical efficiency (ηel) 

of co-firing plants is negatively affected by 4% when 

introducing 10 wt% of straw. Efficiencies of new bio-based 

BIGCC stations attain lower values, i..e, 42% and 36% for 

wood and straw (see Figure 3 and 4). In the second case 

(scenario ‘I-B’), biomass sources are fully consumed in 

potential new BIGCC plants. Hence, in this case,  no co-firing is 

envisaged and energy efficiencies of coal plants are not affected 

(i.e., 45.2% [8]). Table 3 presents the share of renewable 

electricity generated in these 2 scenarios. In both tables, “x” and 

“y” represent the wood and straw fraction that is used in co-

firing plants. By definition, in scenario ‘I-B’, “x” and “y” 

fractions are both 0%. In all cases, final electricity outcome 

(renewable + fossil) should at least equal 3.77 EJ/yr, which 

accounts for the predicted coal-based electricity generation by 

2020 [8]. 

 
Table 3: Share of renewable energy (i.e., bio-electricity or biofuel 

production divided per total energy(a)) for the each scenarios of Table 1. 

% renewable energy in 

Scenarios 
Biomass in 

co-firing electricity  
natural 

gas  

road 

fuel  
total 

I-A x=0,y=26% 28.9 % 0.0% 0.0% 3.0% 

I-B x=0,y=0 34.3 % 0.0% 0.0% 3.0% 

II x=0,y=26% 5.1% 0.4% 8.1% 3.4% 

III x=0,y=0 0.0% 0.3% 9.5% 3.3% 

IV x+y=5.7% 1.2 % 0.0% 9.5% 3.3% 

V x+y=1.9% 0.1 % 6.3% 0.0% 3.7% 

VI x=0,y=26% 5.1 % 5.5% 0.0% 3.7% 

VII x+y=4.6% 0.3 % 0.0% 10.3% 3.5% 

VIII x+y=6.3% 1.1 % 0.0% 5.6% 2.0% 

(a) Total energy equals to 3.77 EJ/yr of coal-based electricity, 25.9EJ/yr 

of natural gas and 15.1 of fossil road fuels by 2020 in Europe. 

 

According to results from Table 3, the share of renewable 

electricity produced from biomass (i.e., 34.3%) is the largest for 

the second scenario ‘I-B’, in which no co-firing is planned. In 

effect, notably less coal is needed to fulfill total power outcome 

of 3.77 EJ/yr. Conversely direct co-firing (i.e., ‘I-A’) has the 

limitation of 10% coal substitution by biomass. Combined with 

solar and wind energy, about 31% of the electricity production 

by 2020 could be renewable, i.e., 10 points higher than the 

target of Directive 2001/77/EC. 

 

The third scenario ‘II’ refers to maximizing the introduction of 

biomass into the energy market with minor changes in the actual 

infrastructure. In this case, about 10 wt% of coal consumed in 

existing coal-fired power plants is replaced by the 

corresponding straw amount. The remaining biomass fraction is 

then used for new bio-based FT-plants which would operate at 

the optimal scale of 1000 MWfuel. In scenarios ‘III’ and ‘IV’ 

FT-fuels production is prioritized and biomass leftovers are 

used for either SNG or cofiring respectively. As expected, 

higher biofuel share is obtained in the III and IV (i.e., 9.5%) as 

more biomass is available for FT-production. The 9.5% biofuels 

share is slightly behind the 10% European target established in 

the Directive 2009/28/EC. Maximal SNG production, at the 

optimal scale of 200 MWSNG, is obtained in scenario “VI” (i.e., 

SNG share of 6.3%). For this analysis, all available wood and 

straw residues are primarily converted into SNG plants, whereas 

the leftovers are used in co-firing stations. In the scenario ‘V’, 

preferences are exchanged and, thus, less biomass is ready for 

SNG production (i.e., SNG share of 5.5%). If H2 and MeOH 

(i.e., scenario ‘VII’ and ‘VIII’) are produced for road transport, 

the corresponding biofuels shares attain 10.3 and 5.6 % 

respectively. The share of H2 is notably high due to the expected 

better efficiencies of fuel cell cars (FCV). However, it should be 

mentioned that the introduction of H2 in the energy market is 

predicted for a long-term future. Therefore, is highly probable 

that biomass would be already consumed in other processes, 

thus, reducing the possibility of producing bio-H2. 

 

When comparing the share of renewable energy in the total 

energy (see last column in table 3), it is observed that MeOH, 

followed by maximal electricity (i.e., ‘I-A’ and ‘I-B’) and FT-

fuels production (i.e., ‘II’ to ‘IV’) lead to the lowest “total 

renewable share”, whereas SNG attain the highest value. 

However, when taking into account that a diesel-fuelled car has 

an efficiency of about 22%, and natural gas-fuelled power 

plants work at less than 60% efficiency, the conclusion is then 

different, as more “useful” renewable energy is produced in the 

‘I-A’ and ‘I-B’ cases.  On the other hand, a LCA analysis 

reveals that the maximal renewable share in scenario ‘V’ does 

not correspond to the maximal CO2 savings.  

 

Comparison of CO2 Emissions & Savings of each scenario
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Figure 6: CO2 emissions (from fossil & biofuels) and savings. 
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Average biofuel price as a function of the scenario
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Figure 7: Average fossil/biofuel prices for each scenario. 
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Figure 8: Annual extra payment (grey bars) due to biofuels and fossil 

price differences. Calculated ecotax (€/ton CO2) is given by black bars. 

 

In effect, as shown in Figure 6, bio-electricity production is a 

better alternative from an environmental point of view as ~ 361 

to 491 Mton CO2 are avoided annually. The ’V’ scenario is now 

the third best candidate with CO2 savings of 145 Mton/yr.  

Average scenarios biofuels/fossil fuel prices are also compared 

in Figure 7, where biofuel prices are assumed to be free from 

taxation. Annual extra payment, which is due to difference in 

biofuels and fossil prices, is given by grey bars in Figure 8. As 

observed, average electricity price difference is notably higher 

in the “I-B” than in the ‘I-A’ scenario. This extra costs account 

for 3-4 Billion € annually for the 24 European countries. In 

effect, bio-based electricity generation, especially when 

produced in new BIGCC plants, is more expensive than 

conventional coal power production. Black bars of Figure 8 

represent the ecotax that would equalize fossil and biofuels 

prices (in €/ton CO2). In this case, the “I-B” scenario implies 

the lowest ecotax (i.e., 7 €/ton CO2), closely followed by the “I-

A” case (i.e., 8 €/ton CO2). H2 would be the subsequent second 

best alternative although, as aforementioned, H2-fuelled FCV 

will not be commercialized in the coming 10-20 years. 

Moreover, prioritizing co-firing over extra biofuels production 

is a better solution (i.e., “II” versus ‘III’ and ’IV’ scenarios for 

FT, and “VI’ versus ‘V” for SNG). Methanol (i.e., ‘VIII’) is 

completely disregarded as not only its price is high, but also it 

pollutes more than fossil diesel due to the low efficiency of 

MeOH-fuelled FCV. 

5. CONCLUSION & DISCUSSION 

 

Individual biofuels evaluation reveals that SNG and electricity 

yield the highest exergetic efficiencies when using wood as 

feedstock (i.e., ~ 45.5%). This statement is translated into the 

lowest biofuel prices (i.e., 19-27 and 23-34 €/GJ for SNG and 

electricity respectively in Austria) and required ecotax. 

However, when the analysis is extended to consume all 

available forest and straw residues in Europe for energy 

purposes, bioelectricity production turns out to be the best 

alternative from an economic and environmental point of view. 

In effect, about 391 to 461 Mton CO2 are saved each year when 

biomass is used in either co-firing or new BIGCC plants (i.e., 

‘I-A’ scenario) or all biomass for new BIGCC plants (i.e., ‘I-

B’) respectively. The corresponding biofuels and fossil prices 

differences are also the lowest for both scenario, i.e., 3-4 Billion 

€/year respectively, with ecotax lying in the range of 7-8 €/ton 

CO2. It is also observed that co-firing is preferred over extra 

biofuels production when the aim is to increase CO2 savings. 

 

On the other hand, if bioelectricity is summed to solar and wind 

energy, about 31% of the electricity production by 2020 could 

be renewable, i.e., 10% points higher than the target of 

Directive 2001/77/EC. In case of prioritizing FT-fuels 

production (i.e., scenarios ‘III’ or ‘IV’), the share of biofuels in 

transport will be 9.5%, which is slightly below the 10% share 

target of Directive 2009/28/EC. 
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Analysis on the impacts of the transmission line capacity
expansion on clean power system development to realize

clean energy policies

Jinxu Ding and Arun Somani 1

Abstract— As global warming has become an issue that
all human beings have to address, it is time to figure out
how to reform our power system so that we can reduce
the CO2 emission meanwhile stimulating the development of
clean energy, such as wind energy. Because wind energy is
not so dispatchable as fossil energy and it is always located
in remote areas far away from high-power-demand areas, it
is necessary to set up new transmission lines to transmit
the clean power to these power-hungry areas. In this paper,
we use a modeling framework (designed by ourselves [3])
to do sensitivity analysis on the transmission line capacity
expansion. In our modeling framework, we use linear and mixed
integer linear programming to model the fossil and wind power
capacity expansion problems and also model the energy policy
(e,g, RPS). Our results show that transmission line capacity
expansion associated with wind power generation systems play
a crucial role in the process of long-term clean power system
development. It means that the capacity expansion of wind/fossil
power generation system is very sensitive to the variation of
the associated transmission line capacity expansion (TLCE).
For example, a small increasement of TLCE percentage out
of its associated wind/fossil generation systems (from 10% to
25% in North Dakota) can reduce requirements for the capacity
expansion of wind/fossil power generation systems by 69.23%
for wind power generation systems and by 84.33% for fossil
power generation systems. The quantitative results from our
model discover that the similar relationships can be found in
other states that need to be planned with renewable energy. This
discoverage can help decision makers, ISO, utility companies
to do investment, management or development for renewable
energy and to realize clean energy policies.

Keywords: Clean power system, Energy policy, RPS (Renew-

able Portfolio Standard), Transmission line capacity expansion,

Operation research, Sensitivity analysis, Green House Emission

I. Introduction

As a major component of energy industry, power gen-
eration is a primary source that produces CO2 emission. It
is right time to find out how to reduce the green house gas
emission by replacing fossil power with clean power. In the
initial phase of the replacement, it is necessary to design a
strategy about how to stimulate clean power development in
the regions with rich renewable sources, such as wind energy
in the Midwest area of America. But, without building new
transmission line systems across the area in America, it is
impossible to transmit the wind power to other regions with
the high power demand. Thus, transmission line capacity
expansion becomes a bottleneck problem that must be solved
if we want to stimulate clean power development. The similar
problem can also be found in many countries that need to
develop clean power system across a large region.

In order to understand the impacts of new transmission line

1Department of Electrical and Computer Engineering, Iowa State Uni-
versity, Ames, IA 50011, U.S.A. Email: {jxding,arun}@iastate.edu. This
work is funded by NETSCORE-21 (EFRI-RESIN: 21st Century National
Energy and Transportation Infrastructures: Balancing Sustainability, COsts,
and REsiliency) research project Award #0835989 from NSF-EFRI (Na-
tional Science Foundation - Office of Emerging Frontiers in Research and
Innnovation)

capacity expansion on the clean power development and find
solutions for the problem, we use a modeling tool designed
by ourselves [3] to do sensitivity analysis on the parameter
about transmission line capacity limitation on the whole clean
power system development. The main function of the tool
is to find solutions for strategy-level long-term investment
planning problems of energy infrastructure. The tool is
comprised of optimization models that minimize investment
cost of fossil and clean power capacity expansion meanwhile
meeting the power demand of the planned region. Because
of the fluctuation of renewable energy, it is important to
consider fossil energy as a backup to avoid possible blackout.
In our tool, we also consider using an energy storage system
(such as heat tank [4]) to store the surplus wind energy. The
stored clean energy can be released later to maintain the
balance between power demand and supply. The constraints
in the optimization models include (1) we need to satisfy
the power demand of the region; (2) we need to satisfy
some standards about the requirement of clean power market-
share percentage by some future years in the region. For
example, RPS [1] is a state-level clean power regulation that
requires the increased production of power from renewable
energy sources, such as wind, solar, biomass, and geothermal.
RPS policy generally imposes an obligation on electricity
supply companies to produce a specified fraction of their
electricity from renewable energy sources [1]. With the
above optimization objective and constraints, we can apply
some optimization techniques of operation research (e.g.
linear programming) to the above clean power development
problems.

Some similar works have been done in this area. A
related work about operation research for energy modeling is
WinDS (Wind Deployment Systems Model) [5] developed by
SEAC (Strategic Energy Analysis Center) of NREL (National
Renewable Eenergy Lab). It is a multiregional and multitime-
period linear programming model embedded with the Geo-
graphic Information System (GIS). This model focuses on
the market issues about transmission access and cost, and
the fluctuation of wind power. There are also other energy
planning models. For example, the All-Modular Industry
Growth Assessment (AMIGA) model [6] is a comprehensive
economic model of energy markets. None of the above
related works focuses on the conventional/renewable energy
infrastructutre reform and planning. Moreover, our model is
comprised of linear or mixed integer linear programming
models that can describe decision making problems in en-
ergy domain better than the above single-type optimization
models. For example, weather a region should buy clean
power from other regions or not buy can be better described
as an integer variable. The major contributions of our paper
include we use the modeling tool designed by ourselves to
do the optimization computation and present the computation
results, which discover the relationships between fossil/wind
power capacity expansion and its associated transmission
capacity expansion. We also do the sensitivity analysis for the
parameter about transmission line capacity expansion (TLCE)330

Proceedings of The 3rd International Multi-Conference on Engineering and Technological Innovation (IMETI 2010)



and discover that the capacity expansion of wind/fossil power
generation system is very sensitive to the variation of the
associated transmission line capacity expansion (TLCE). For
example, a small increasement of TLCE percentage out of its
associated wind/fossil generation systems (from 10% to 25%
in North Dakota) can reduce requirements for the capacity ex-
pansion of wind/fossil power generation systems by 69.23%
for wind power generation systems and by 84.33% for fossil
power generation systems. The quantitative results from our
model discover that the similar relationships can be found in
other states that need to be planned with renewable energy.
This discoverage can help decision makers, ISO, utility
companies to do investment, management or development
for renewable energy and to realize clean energy policies.

II. Model

In this work, we do the clean power planning for five
states (ND:North Dakota, SD:South Dakota, NE:NEbraska,
MN:MiNnesota, IA:IowA) of the Midwest area in America
because this whole region has rich wind energy [2]. We define
each state as a sub-region, which has existing fossil power ca-
pacities and some potential wind energy. For each sub-region,
we set up a HLM (hour level model) that is responsible for
doing optimization computation at hour level because the
balance between power demand and power supply must be
planned at finer temporal resolution. We also design a Y LMi

(year level model) that is responsible for doing optimization
computation for fossil or wind power capacity expansion in
region i because this kind of planning should occur at year
level. Because power demands of continuous days in a sub-
region do not have much difference, we choose m typical
days from each month of every year between 2010 and 2049.
For one year, there will be M = 12 × m typical days.
This can also keep the computation volume of each sub-
region in a reasonable range. In each typical day with 24
hours of region i, the HLMi is computed for each hour. The
computation results of HLMi mainly include power supply
from fossil power, wind power and also stored surplus power
because of the fluctuation of wind energy. The M×24 typical
day’s computation results of HLMi are accumulated together
to form the year level results, which are used to find the
percentage value of the wind power supply out of the total
power supply in the sub-region. The clean power percentage
value is used to compare with the specified percentage value
in RPSi policy of the region i. If it is less than the value
indicated by RPSi, the Y LMi is solved to find how to do the
wind power capacity expansion for the current year in region
i such that the RPSi policy can be realized. Then, the HLMi

models are solved again with the new capacity expansion
solved by Y LMi. If the RPSi is still not realized in region i,
the Y LMi model will be solved again for more clean power
capacity expansion according to the distinct constraints of
region i and then the HLMi will be solved again to check
whether RPSi policy is realized. The HLMi and Y LMi

models will not be solved for the next year until RPSi policy
is realized for the current year in region i. In this way, our
modeling framework [3] can help find out how to do fossil
and wind power planning with finer temporal resolution for a
long time period such as 40 years. In this section, we present
the nomenclature defined and the models designed for the
modeling framework.

A. Nomenclature

The following terms and symbols will be used in the design
for HLMi and Y LMi models in Section II-B and II-C.

(A1) Sets and Indices :
T the set of hours in a day from 1 to 24
t t ∈ T for hour-level model, t ∈ Y for year-level model
k a future hour, k ∈ T
Y the set of years from 2010 to 2049
y the current year, y ∈ Y
z a future year, z ∈ Y
S the set of load sub-regions in Midwest area
i a load subregion i ∈ S
j a load subregion j ∈ S

(A2) Decision variables :
CEwp

it the capacity expansion of wind power plants of
load sub-region i in period t [MW]

CEfp
it the capacity expansion of fossil power plants of

load sub-region i in period t [MW]

CEwh
it the capacity expansion of heating storage of wind

power plants of load sub-region i in period t [MW]

PSfp
it the power supply from fossil power plants of load

sub-region i in period t [MW]
PSwp

it the power supply from wind power plants of load
sub-region i in period t [MW]

PSwh
it the power supply from the energy storage of wind

power plants of load sub-region i in period t [MW]
PBit the clean power bought from other load sub-

regions (with stored surplus wind) to load region
i in period t. In YLM, it is PBiy. [MWh]

BBit the binary variable that indicates whether the load
sub-region i needs to buy power from other
regions [MWh]

Rwh the percentage of stored power released from
energy storage of wind power plants

(A3) Parameters about the cost of operation:
OCwp

iy the operation and management cost rate of a wind
power plant of load sub-region i in year y [$/MW]

OCfp
iy the operation and management cost rate of a fossil

power plant of load sub-region i in year y [$/MW]

OCh
iy the operation and management cost rate of heating

storage of load sub-region i in year y [$/MW]

(A4) Parameters about the cost of investment and
transmission:

ICwp
iy the investment cost of wind power plants of load

sub-region i in year y [$/MW]

ICfp
iy the investment cost of fossil power plants of load

sub-region i in year y [$/MW]

ICh
iy the investment cost of heating storage of load

sub-region i in year y [$/MW]
TCw

iy the cost of transmission lines corresponding to
wind power capacity expansion of load sub-region
i in year y [$/MW]

TCfp
iy the cost of transmission lines corresponding to

the fossil power capacity expansion of load sub-
region i in year y [$/MW]

(A5) Objective function variables (part 1):
PVit the total price volatility caused by the difference

between power supply and power demand in S
of load sub-region i in period t

(A6) Objective function variables (part 2):
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COit the total CO2 emission cost of load sub-region
i in period t [$]

ICit the total investment cost of wind and fossil
power plant capacity expansion of load
sub-region i in in period t [$]

OCit the total operation and management cost of
wind and fossil power plant of load sub-region
i in period t [$]

TCit the total cost of transmission lines built up for
transmitting wind power from power plants
to its closest existing power grids of load
sub-region i in in period t [$]

TFiy the transmission factor of load sub-region i in
year y. It expresses the limitation of trans-
mission systems on the wind power that can be
transmitted online in real time. TFiy ∈ (0, 1]

(A7) Parameters :
RPSit the percentage of clean power in the total

power supply of load sub-region i in period t
DRw

it the discount rate of funding invested on wind
energy development of load sub-region i in
period t

DRf
it the discount rate of funding invested on fossil

energy development of load sub-region i in
period t

PDit the power demand of load sub-region i in
period t [MWh]

COfp
it the cost of CO2 emission of fossil power

plants of sub-region i in period t [$/MW]
PNit the power that can be bought from the neigh-

bouring sub-regions of i in the period t

ECfp
iy the existing fossil power plant capacity of load

sub-region i in year y [MW]
POwp

it the output power generated by the wind tur-
bines in wind power plants .It is the minimal
value among the existing wind power plant
capacity and the total available wind power of
load sub-region i at time t

SPwh
it the surplus power stored in the energy storage

system of wind power plants of load sub-region
i in period t [MW]

ECwp
iy the existing wind power plant capacity of load

sub-region i in year y [MW]

ηh
iy the transformation effciency rate of heating

storage of load sub-region i in period t.
TWPA

it the total potential wind power that can be
captured by wind trubines of load sub-region
i in period t [MW]. In year level model,
it is TWPA

iy .

B. YLM (Year Level Model)

The Y LMi (year level model) in [3] is responsible for
doing optimization computation of wind power development
in sub-region i at year level. It is shown in the linear
programming model 1. It mainly focuses on satisfying the
clean power market share requirement of RPS [1] policy
in sub-region i by doing fossil or wind power capacity
expansion at year level. Its objective is to minimize the
cost of investment for capacity expansion, transmission line
cost, CO2 emission and operation cost. In this model, the
constraint (1b) is to guarantee the balance of power demand
and supply in sub-region i at year level. The constraints
of (1c,1d) require that the power supply from fossil/wind
power source are upperbounded by the sum of existing

fossil/wind power capacity and the capacity expansion of
fossil/wind power in year y. The constraint of (1e) requires
that the power supply from wind energy storage system is
upperbounded by the product of its storage efficiency and
the sum of existing capacity of the storage system and its
capacity expansion in year y. The constraint (1f) means that
the total existing and expanded wind capacity should not
be more than the total potential wind power available in
the year y. The constraint (1g) requires that the percentage
of clean power out of total power supply must be greater
than or equal to a specified fraction in RPS policy for sub-
region i in year y. The constraint of (1h) means that the
energy storage system capacity expansion is upperbounded
by its associated wind power capacity expansion and the
transmission line capacity. If the power supply from wind
turbines cannot be transmitted online in real-time, it will be
stored in the associated energy storage system. The constraint
(1i) means that the power supply from wind power plants
and storage systems is upperbounded by the total existing
and expanded capacity of wind power plants and storage
systems and their associated transmission line capacity. All
equations and inequations of the model 1 should hold for
∀i, j ∈ S, y ∈ Y .

min ICiy + COiy + TCiy + OCiy (1a)

s.t.

PSfp
iy + PSwp

iy + PSwh
iy + PBiy = PDiy (1b)

PSfp
iy ≤ ECfp

iy + CEfp
iy (1c)

PSwp
iy ≤ (ECwp

iy + CEwp
iy ) × TFiy (1d)

PSwh
iy ≤ ηh

iy × (ECwh
iy + CEwh

iy ) (1e)

CEwp
iy ≤ (TWPA

iy − ECwp
iy ) (1f)

(PSwp
iy + PSwh

iy + PBiy) ≥

RPSiy × (PSfp
iy + PSwp

iy + PSwh
iy ) (1g)

(ECwh
iy + CEwh

iy ) ≤

(ECwp
iy + CEwp

iy ) × (1 − TFiy) (1h)

PSwp
iy + PSwh

iy ≤

(ECwp
iy + CEwp

iy + ECwh
iy + CEwh

iy ) × TFiy (1i)

where :

COiy = COfp
iy × PSfp

iy (1j)

TC = TCw
iy × (CEwp

iy + CEwh
iy ) × TFiy

+ TCfp
iy × CEfp

iy (1k)

IC =
(ICfp

iy × CEfp
iy )

DRf
iy

+
(ICwp

iy × CEwp
iy )

DRw
iy

+
(ICwh

iy × CEwh
iy )

DRw
iy

(1l)

OC = (OCfp
iy × (ECfp

iy + CEfp
iy ))

+ (OCwp
iy × (ECwp

iy + CEwp
iy ))

+ (OCwh
iy × (ECwh

iy + CEwh
iy )) (1m)

C. HLM (Hour Level Model)

The HLM model in [3] is to minimize the imbalance
caused by the power demand variation and wind power
fluctuation and the CO2 emission caused by fossil power
generation at hour level. The HLM is a mixed integer linear332
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name state basic case case 1 case 2 case 3
TF ND 0.1 0.15 0.2 0.25

SD 0.1 0.15 0.2 0.25
NE 0.3 0.35 0.4 0.45
MN 0.2 0.25 0.3 0.35
IA 0.1 0.15 0.2 0.25

TABLE I
SUMMARY OF THE TF VALUES IN THE FOUR CASES OF SENSITIVITY

ANALYSIS

programming model because the sub-region i needs to decide
whether it needs to buy power from other sub-regions in the
case that its local power demand cannot be satisfied. The
HLM is shown in Model 2. The constraint of (2b) is to
guarantee the balance of power demand and supply in sub-
region i at hour level. The constraint of (2c) means that the
power supply from storage systems is upperbounded by the
stored wind power of last hour. It also depends on the storage
system efficiency. The constraint (2d) means that the power
that can be bought by sub-region i at hour t is upperbounded
by the total power that can be provided by other sub-regions.
The binary variable BBit is used to determine whether sub-
region i needs to buy power from other sub-regions in order
to keep power balance at hour t. The constraint of (2f) means
that the power supply from wind power depends on the
minimal value among the existing wind power capacity and
the total wind power that can be captured by wind turbines
at hour t. It is also impacted by the transmission factor.
The constraint of (2g) expresses the impact of transmission
capacity limitation on the power supply from wind power.
Here, we develop wind power with higher priority than fossil
power. In the case that power demand cannot be satisfied by
the total supply from bought power and local wind-power
generation and storage systems, the fossil power will be
used as a backup as long as the RPS policy is satisfied.
However, because the wind energy fluctuates and it needs to
be transmitted by new-built expensive transmission lines, the
transmission capacity is not necessarily equal to the related
wind power capacity expansion as long as RPS policy is
satisfied. The impact of the transmission limitation will be
analyzed in Section III. All equations and inequations of the
hour-level model 2 should hold for ∀i ∈ S, t ∈ T .

min PVit + COit (2a)

s.t.

PSfp
it + PSwp

it + PSwh
it + PBit = PDit (2b)

PSwh
it ≤ ηh

it × SPwh
i(t−1) × Rwh

it (2c)

PBit ≤ BBit × PNit (2d)

PSfp
it ≤ ECfp

it (2e)

PSwp
it ≤ min{ECwp

it , TWPA
it } × TFit (2f)

PSwp
it + PSwh

it ≤

(ECwp
it + ECwh

it ) × TFit (2g)

where :

PVit = 1 −
PSfp

it + PSwp
it + PSwh

it

PDit

(2h)

SPwh
it = POwp

it − PSwp
it (2i)

POwp
it = min{ECwp

it , TWPA
it } (2j)

COit = COfp
it × PSfp

it (2k)

III. Sensitivity Analysis

In this section, we do a sensitivity analysis on the
transmission factor TF to find out the importance of the
transmission line limitation in the process of developing
clean power systems. We analyze the impact of transmission
capacity change on the fossil and wind power capacity
expansion. The table I shows the values of TF in four cases
that are discussed in Section III. The tables of (II-VI) present
the computation results of wind, fossil power generation
capacity expansion and the associated wind energy storage
system capacity expansion from 2010 to 2049. From the
results, we can see that the capacity expansions of wind/fossil
power systems decrease as the values of TF (transmission
factor) rise from the the basic case to the case 3. For example,
in the basic case of Table II, the GRPY (the Geometric
mean of the growth Rate of wind power generation system
Per year) is 7.59% in ND from 2010 to 2049. In the case 1
of the same table, the value of GRPY becomes 6.58% as
we increase TF from 0.1 to 0.15. The reduction of GRPY
means that the requirement on the wind power generation
capacity is reduced in ND during the 40 years because
we increase the transmission line capacity associated with
wind power generation system. If TF is 0.1, there will be
at most 10% of the wind power (generated by the wind
turbines), which can be transmitted online in real time. The
left power can be stored in the associated energy storage
systems. The higher value of TF , the more wind power
generated by wind turbines can be transmitted online in real
time. Because of the high investment cost of transmission
line capacity expansion and the related high maintain cost,
we use TF as a parameter to limit the transmission line
capacity expansion as long as the RPS goals can be realized
in a state. In Table II, we can see that the value of WPCI

(the Wind Power Capacity Installed) by 2049 decreases from
13308MW in the basic case to 9214MW in the case 1 in
ND. The similar decrease can also be found in the values
of FPCI (Fossil Power Capacity Installed Capacity) and
WESI (Wind Energy Storage system Installed Capacity)
in Table II. Especially, the values of WESI also decrease
because more wind power can be transmitted online in real
time and we do not need to store them. But, they are not
0 because we still store part of surplus wind power that
cannot be transmitted online in real time in order to deal
with the wind energy fluctuation. Moreover, the values of
WPP (Wind Power Percentage) increase as the values of
TF rise from the basic case to the case 3 in Table II because
more wind power gets online in real time. The RPSi is the
required clean power fraction of the state i by year y. The
above discussions also apply to the tables of III, IV, V and
VI.

We summarize the above discussions in the figures of (1-
5) to show the impact of transmission factor (associated
with wind power generation and storage system) pertur-
bations on the fossil/wind power generation and storage
system capacity accumulatively installed in the five states
by 2049. From the results of the figures of (1-5), we can
see that the transmission line capacity limitation have a
significant effect on the capacity expansions of fossil/wind
power generation and storage systems during the period from
2010 to 2049. When more wind power can be transmitted
online in real time, the required capacity expansions of
fossil/wind power generation and storage systems decrease.
For example, in Figure 1, if we increase the transmission
factor TF from 0.1 to 0.25, the accumulatively installed
fossil power capacity in ND by 2049 can be reduced by
84.33% ((34430 − 5393)/34430 = 84.33%). The related333
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TF Year WPCI FPCI WESI WPP RPSND

[MW] [MW] [MW] % %
basic 2010 767 5289 0 4.37 1.61
case 2020 2342 5622 788 13 12.74
0.1 2030 4902 6953 2068 18.84 18.42

2040 7432 10988 6583 24.6 24.38
2049 13308 34430 11803 30 30
GRPY 7.59% 4.92% 27.18% 5.06 7.79

case 1 2010 767 5289 0 4.85 1.61
0.15 2020 1703 5289 468 13.5 12.74

2030 3367 5289 1300 19.17 18.42
2040 5104 6370 4296 26.84 24.38
2049 9214 16458 7680 30.58 30
GRPY 6.58% 2.95% 25.78% 4.83 7.79

case 2 2010 767 5289 0 5.33 1.61
0.2 2020 1391 5289 312 13.88 12.74

2030 2535 5289 884 19.31 18.42
2040 4974 6287 2103 27.22 24.38
2049 7173 8721 5504 32.1 30
GRPY 5.9% 1.29% 24.71% 4.71 7.79

case 3 2010 767 5289 0 5.92 1.61
0.25 2020 1183 5289 208 14.21 12.74

2030 2119 5289 676 20.4 18.42
2040 3991 5289 1612 28.37 24.38
2049 4095 5393 3071 33.2 30
GRPY 4.39% 0.05% 22.86% 4.52 7.79

TABLE II
THE IMPACTS OF TRANSMISSION LINE CAPACITY LIMITATION ON THE

FOSSIL AND WIND POWER CAPACITY EXPANSION IN ND

TF Year WPCI FPCI WESI WPP RPSSD

[MW] [MW] [MW] % %
basic 2010 288 2962 0 1.92 1.61
case 2020 1744 2962 728 13.15 12.74
0.1 2030 3408 2962 1560 19.08 18.42

2040 6112 4459 2912 24.79 24.39
2049 7902 7143 7005 30 30
GRPY 8.86% 2.28% 25.49% 7.3 7.79

case 1 2010 288 2962 0 2.88 1.61
0.15 2020 1224 2962 468 13.5 12.74

2030 2264 2962 988 19.74 18.42
2040 3127 2993 2658 26.07 24.39
2049 3127 2993 2658 32.52 30
GRPY 6.31% 0.03% 22.41% 6.41 7.79

case 2 2010 288 2962 0 3.84 1.61
0.2 2020 912 2962 312 13.91 12.74

2030 1744 2962 728 20.35 18.42
2040 2503 2993 2003 28.78 24.38
2049 2503 2993 2003 35.69 30
GRPY 5.7% 0.03% 21.52% 5.88 7.79

case 3 2010 288 2962 0 4.8 1.61
0.25 2020 808 2962 260 14.61 12.74

2030 1432 2962 572 21.33 18.42
2040 2087 2993 1565 29.51 24.38
2049 2087 2993 1565 37.26 30
GRPY 5.21% 0.03% 20.76% 5.4 7.79

TABLE III
THE IMPACTS OF TRANSMISSION LINE CAPACITY LIMITATION ON THE

FOSSIL AND WIND POWER CAPACITY EXPANSION IN SD

reduction on wind power capacity expansion by 2049 can be
69.23% ((13308 − 4095)/13308 = 69.23%) and the related
energy storage system installed-capacity can be reduced by
73.98% ((11803 − 3071)/11803 = 73.98%). The similar
reductions can also be found in the figures of (2-5).

IV. Conclusion

In this paper, we use the modeling tool developed
by ourselves to present the computation results about the
relationship between fossil/wind power capacity expansion
and its associated transmission line capacity expansion of
five states in Midwest of America from 2010 to 2049. Our
quantitative results show that the transmission line capacity
associated with wind power capacity expansion plays an

TF Year WPCI FPCI WESI WPP RPSNE

[MW] [MW] [MW] % %
basic 2010 153 7552 0 1.19 0.66
case 2020 777 7552 312 7.59 7.5
0.3 2030 1817 7552 832 14.85 14.81

2040 3481 7552 1664 23.42 22.62
2049 5494 8051 2670 31.5 30
GRPY 9.62% 0.16% 22.42% 8.76 10.28

case 1 2010 153 7552 0 1.39 0.66
0.35 2020 777 7552 312 8.25 7.5

2030 1713 7552 780 15.35 14.81
2040 3065 7552 1456 23.83 22.62
2049 4851 7802 2349 31.87 30
GRPY 9.27% 0.08% 22.02% 8.36 10.28

case 2 2010 153 7552 0 1.67 0.66
0.4 2020 673 7552 260 8.9 7.5

2030 1505 7552 676 16.12 14.81
2040 2753 7552 1300 24.52 22.62
2049 4417 7552 2132 33.15 30
GRPY 9.01% 0% 21.72% 7.96 10.28

case 3 2010 153 7552 0 2.58 0.66
0.45 2020 673 7552 260 9.5 7.5

2030 1401 7552 624 17.11 14.81
2040 2545 7552 1196 25.7 22.62
2049 4001 7552 1924 33.98 30
GRPY 8.73% 0% 21.4% 6.83 10.28

TABLE IV
THE IMPACTS OF TRANSMISSION LINE CAPACITY LIMITATION ON THE

FOSSIL AND WIND POWER CAPACITY EXPANSION IN NE

TF Year WPCI FPCI WESI WPP RPSMN

[MW] [MW] [MW] % %
basic 2010 1805 13905 0 4 1.41
case 2020 4612 16454 3610 16.9% 16.65
0.2 2030 8623 20249 6482 26.05 26.04

2040 11597 21303 7969 28.3 28.15
2049 14824 22935 9582 30.16 30
GRPY 5.55% 1.29% 26.48% 5.32 8.16

case 1 2010 1805 13905 0 4.8 1.41
0.25 2020 3786 15120 2788 17.8 16.65

2030 7129 17881 5046 26.26 26.04
2040 9393 18092 6177 29 28.15
2049 12010 18970 7487 30.8 30
GRPY 4.98% 0.8% 26.11% 4.88 8.16

case 2 2010 1805 13905 0 5.7 1.41
0.3 2020 4427 15186 1311 18.28 16.65

2030 7472 16933 2833 27.55 26.04
2040 9448 16933 3821 30.11 28.15
2049 11625 17284 4910 31.3 30
GRPY 4.89% 0.56% 24.35% 4.45 8.16

case 3 2010 1805 13905 0 6.31 1.41
0.35 2020 4029 14836 1112 19.01 16.65

2030 6701 16082 2448 28.89 26.04
2040 8365 16082 3280 31.02 28.15
2049 10255 16222 4225 31.92 30
GRPY 4.56% 0.4% 23.87% 4.24 8.16

TABLE V
THE IMPACTS OF TRANSMISSION LINE CAPACITY LIMITATION ON THE

FOSSIL AND WIND POWER CAPACITY EXPANSION IN MN

Fig. 1. The impact of transmission factor TF (associated with wind power
generation and stroage system) perturbations (from 0.1 to 0.25) on the fossil,
wind and storage system capacity accumulatively installed in ND by 2049
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TF Year WPCI FPCI WESI WPP RPSIA

[MW] [MW] [MW] % %
basic 2010 3053 14212 0 5.11 0.66
case 2020 3714 14248 3343 10.86 7.5
0.1 2030 6234 15936 5477 14.99 14.81

2040 11345 20007 10032 22.77 22.62
2049 17599 25326 15661 30.05 30
GRPY 4.59% 1.49% 28.1% 4.65 10.28

case 1 2010 3053 14212 0 6.6 0.66
0.15 2020 3410 14256 178 11.8 7.5

2030 4681 14384 3979 15.55 14.81
2040 7672 16126 6486 23.72 22.62
2049 12169 19584 9998 31.22 30
GRPY 3.61% 0.83% 26.64% 4.06 10.28

case 2 2010 3053 14212 0 7.2 0.66
0.2 2020 3053 14212 0 12.02 7.5

2030 4970 14256 958 16.11 14.81
2040 7469 14988 5975 24.35 22.62
2049 9368 15846 7259 32.13 30
GRPY 2.92% 0.28% 25.6% 3.91 10.28

case 3 2010 3053 14212 0 7.98 0.66
0.25 2020 3053 14212 0 12.78 7.5

2030 4301 14212 624 16.88 14.81
2040 6832 14662 1890 25.26 22.62
2049 8174 15548 5060 33.2 30
GRPY 2.56% 0.23% 24.45% 3.72 10.28

TABLE VI
THE IMPACTS OF TRANSMISSION LINE CAPACITY LIMITATION ON THE

FOSSIL AND WIND POWER CAPACITY EXPANSION IN IA

Fig. 2. The impact of transmission factor TF (associated with wind power
generation and stroage system) perturbations (from 0.1 to 0.25) on the fossil,
wind and storage system capacity accumulatively installed in SD by 2049

Fig. 3. The impact of transmission factor TF (associated with wind power
generation and stroage system) perturbations (from 0.3 to 0.45) on the fossil,
wind and storage system capacity accumulatively installed in NE by 2049

Fig. 4. The impact of transmission factor (associated with wind power
generation and stroage system) perturbations (from 0.2 to 0.35) on the fossil,
wind and storage system capacity accumulatively installed in MN by 2049

Fig. 5. The impact of transmission factor TF (associated with wind power
generation and stroage system) perturbations (from 0.1 to 0.25) on the fossil,
wind and storage system capacity accumulatively installed in IA by 2049

important role in the process of development of fossil and
wind power systems. We do a sensitivity analysis for the
transmission factor TF , which describes the transmission line
capacity limitations on the wind power systems. The quanti-
tative results show that a small perturbation on TF can have
huge impacts on the development of fossil, wind and energy
storage systems. The results in our paper have shown that the
decision makers, wind power generators, ISO, utilities and
investors should consider the economic benefits (reducing
investment on fossil and wind power generation systems) and
environmental benefits (reducing CO2 emission) of building
new transmission lines in remote areas with rich wind energy.
The primary contribution of this paper is to use optimization
techniques of operation research to do sensitivity analysis on
the impacts of the transmission line capacity limitation on
clean power system development in order to realize clean
power policy RPS.
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ABSTRACT 

Paper presents a new balancing approach presuming 

curtailment of normal-as-usual generation reserves 

(secondary and tertiary reserves). The curtailment 

diminishes the robustness of a control area to resolve the 

eventual contingencies (emergencies), i.e. increases the 

risk of transboundary transfer of imbalance to adjacent 

systems. Nevertheless, if risk increment is small, it might 

be rather a rational clue to save balancing cost in 

proportion to the curtailed schedule of reserves. 

The risk assessment procedure is presented based on 

building the contingency (state, imbalance) trees for major 

normal states of control area and evaluation of 

probabilities of transboundary imbalances. Therein the 

critical risk value is necessary to be established, as it will 

play a role of point of reference. The procedure is also 

based on building the risk function of reduced reserves. 

The function sets interdependence of reserve sizes and 

risk values. 

The idea of a new balancing approach presumes the 

replacement of curtailed secondary and tertiary reserves 

by tertiary and emergency reserves, respectively. 

Paper presents analysis of two hypothetical contingency 

trees, with gradual curtailment of generation reserves in 

the same normal state of a control area. Also two 

hypothetical cases of reserve replacement are imitated to 

demonstrate the applicability of an approach. 

 

KEY WORDS 

Imbalance, reserves, contingency, risk, probability, and 

control area 

 

1.  Introduction 
 

The balancing problem of a transmission system operator 

(TSO) is to maintain the balance of demand and supply in 

its control area. The balance is being kept when the 

forehand schedule of transboundary load flows 

(interchanges with other control areas) is observed. Thus 

the TSO shall cope with area control errors (ACE), i.e. 

with momentary deviations from this schedule 

(imbalances) [1]. To cope with ACE means to clear 

(settle, eliminate) the imbalances: to localize them within 

the control area thus preventing their spreading beyond 

the control area to adjacent and further control areas in the 

synchronous zone.  

The negative imbalances (shortages in power supply) 

mostly can be cleared with increase of fast-response 

generation, either own (in the control area in question) or 

from neighbouring areas. The TSO must schedule (book) 

the fast-response generating capacities in adequate 

amounts: overcapacities will cause overpay in favour of 

capacity providers, while undercapacities (lesser 

capacities) will be insufficient to clear certain probable 

imbalances, with resulting inadvertent and unacceptable 

spreading  to other control areas.  

The fast-response generating capacities are generation 

reserves. For the purpose of this paper, the reserves herein 

are classified into 3 major categories: secondary reserves 

(minute reserves), tertiary reserves (minute and hour 

reserves) and emergency reserves (of various timescales). 

In reality, there are a number of different names of reserve 

categories [2]. 

The balancing herein covers three reserve categories: 

balance reserves, secondary and tertiary, and emergency 

reserves. In fact, the balancing and emergency control are 

closely associated since a prolonged and progressing 

imbalance, unless cleared, might worsen an aggravated 

state and lead to emergency. 

The TSO balancing cost depends mainly on reserve 

capacity (regulation-up capacity) and balancing energy (if 

the imbalances occur and this capacity is activated for 

energy production). Whereas the size of reserve capacity 

is scheduled (booked), the less is a schedule, the less is a 

cost. Irrespective of whether the TSO pays to reserve 

providers or provides those reserves itself, the balancing 

cost finally is born by customers. Therefore the general 

interest of customers is to bring down the balancing cost. 

Usually, the regulators and competition authorities 

monitor the balancing activity of TSO. 

By now the reserves were sized pursuant to various 

considerations, and n-1 condition was prevailing. Several 

balancing mechanisms based on minimum price bids in 

balancing/reserve capacity market were proposed and 

applied. Here two recent approaches are noteworthy: 1) 

market as: 
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 pooling of reserves; 

 sharing of reserves; 

 shift  from area control to regional control [4]. 

Nonetheless, these approaches do not presume the 

revision of reserve sizes in an individual control area: 

sizes seem to be the same as before integration.  

By now the reserves also have been usually sized without 

risk assessment for the transboundary spreading of 

imbalances. It means that the relationship between risk 

value and reserve size was not analysed. In fact, the 

reserve curtailment shall negatively affect the capability 

of control area to clear the imbalance and to prevent the 

resulting spreading of imbalance (or emergency) to 

adjacent control areas. Such a negative effect seems to be 

larger if n-k contingencies are included into consideration 

(increased number of contingencies shall enlarge both 

number and size of imbalances). 

The paper presents idea to curtail the secondary and/or 

tertiary reserves and, maybe, emergency reserves 

deliberately, for cost reasons, to trade off against 

increased risk of non-cleared imbalances (and 

transboundary spreading). Such risks should be assessed 

for normal and reduced sizes of reserves. Here the 

maximum allowable risk should be set as an operational 

constraint for a specific control area. The curtailed 

reserves could be replaced by reserves of other categories. 

The following definitions and acronyms are used in the 

paper: 

curtailed reserves  reserve capacities excluded from 

initial (normal) reserve capacities 

reduced reserves  available reserves capacities after 

curtailment of reserves 

EC  emergency control 

ER  emergency reserve 

SC  secondary control  

SR  secondary reserve  

TC  tertiary control  

TR  tertiary reserve  

TSO  transmission system operator. 

 

2. Risk Assessment Procedure 

 
Imbalance occurs as a result of contingency, i.e. an 

inadvertent triggering event. Emergency herein is 

qualified as a severe contingency. 

Contingency impairs a normal state of control area and 

moves it to a disturbed state, say, alerted (with lesser 

imbalance) or aggravated (with larger imbalance) state. If 

not counteracted and compensated for within a control 

area, the imbalance goes across the borders of the area 

and affects other power systems. It is assumed that TSO 

performs the counteraction and compensation measures 

by activation of scheduled balance and emergency 

reserves. 

The risk of transboundary spreading of imbalances 

depends on 3 factors: 

 normal state X0 of control area,  

 eventual relevant contingencies, 

 capability of reserves to counteract  

contingencies and compensate for imbalances. 

Such a risk might be conceived as a probability that a 

control area in a normal state X0 will cause a 

transboundary spreading of imbalance. The assessment of 

such a risk is not an easy thing. The eventual relevant 

contingencies should be identified, filtering out those with 

fewer eventualities and less relevance.  

It is a matter of willingness and convention to set the 

interval of acceptable risk with regard to technical, 

economical considerations, system stability and other 

considerations. The upper limit of the interval shall 

correspond to the maximum allowable risk. The lower 

limit could correspond to minimum significant risk.  

Identification of contingencies is a focal point in risk 

assessment procedure. It needs the building of 

contingency tree as illustrated below.   

 

2.1 Contingency Tree in Case of Normal-as-Usual 

Reserves 

 

As TSO schedules (books) reserves for a next day cycle, 

the normal state of a control area is conceived as a day-

cycle operation plan. Such a normal state X0(i,j,k) is 

defined by  

 generation schedule (layout and pattern) i,  

 network topology j, 

 load schedule (layout and pattern) k. 

If the schedule r of balance and emergency reserves SR, 

TR and ER is included into an normal state, it might be 

denoted as X0(i,j,k,r). Once such a state is defined, its 

contingency tree shall be worked out. Concomitantly, this 

state itself is a root of a tree (see Fig.1). 

The tree consists of vertices representing specific 

contingencies (states), and branches standing for 

aggravating transitions from one state (contingency) to 

another state (with additional contingency). Contingency 

can be a multiple event (for example, consisting of two 

consecutive or simultaneous outages). 

Since a wide variety of specific contingencies and their 

chains might be forecasted for one normal state with 

parameters i,j,k,r, the TSO shall identify only relevant 

contingencies. To some extent, such identification is a 

matter of art and heuristics. But this informal component 

of identification shall be subsequently combined with 

formal component  probability calculation (or 

evaluation) for each relevant contingency. 

The illustrative example of tree building is presented in 

Fig.1.  

TSO starts with identification of n-1 contingencies X1, 

X2, X3 which come out of normal state X0(i1,j1,k1,r1). 

Vertices X1, X2, X3 represent not only contingencies, but 

also the respective disturbed states of the control area and 

even momentary imbalances of those states.  
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X0(i1,j1,k1,r1) 

X1 X2 X3 

X11 X12 X21 X22 X31 X32 

X111 X112 X121 X211 X221 X311 X321 X322 

 

transboundary-spread  imbalances  

X122 X33 

    - contingency resolved within a control area 

    - contingency causing transboundary spreading 

generation i1  

network topology j1 

load k1  

 reserve r1  

 
Fig.1. Illustrative Contingency Tree for Normal State 

X0(i1,j1,k1) of a Control Area  with Normal-as-Usual 

Reserves r1 

 

Further the TSO assigns (evaluates) probability of 

occurrence for each vertex (contingency, state, 

imbalance), e.g. p(X1), and imitates the counteraction 

measures against contingency by means of reserves r1. 

Herein the r1 stands for normal-as-usual sizes of reserves, 

i.e. the capacities of available SR, TR and ER are in 

pursuance with conventional sizing rules and suffice to 

counteract rather large disturbances. In case of success the 

momentary imbalance is cleared (compensated for) and 

transboundary transfer will not have taken place. This 

result is inscribed into a vertex by a filled ball (e.g., X1). 

If appropriate, the TSO proceeds with the same procedure 

for n-2 contingencies. As in illustrative case, it identifies 

the contingencies X11 and X12, which can occur in the 

disturbed state X1, and others (X21, X22, X31, X32 and 

X33). The new disturbed state, say X11, contains both 

contingencies  preceding X1 (still actual) and new one 

X11.  

As depicted in Fig.1, TSO figures out that there is one 

contingency X33 that will not have been resolved by 

reserves r1. It will cause transboundary spreading of 

imbalance. A blank ball of vertex X33 notes such result.

If appropriate, the TSO continues the same procedure for 

n-3 contingencies. It finds out one more contingency 

X122 that will not have been resolved by reserves r1. 

To separate the resolved and unresolved contingencies, 

two zones are overlaid on the contingency tree: 

1) CLEARED IMBALANCES; 

2) TRANSBOUNDARY-SPREAD IMBALANCES.  

Consequently a tree is configured so as to place the 

vertices of resolved contingencies into upper zone, and 

unresolved ones  into lower zone (Fig.1). 

The risk R of transboundary spreading of imbalances for 

normal state X0(i1,j1,k1,r1) is calculated as: 

 

R(i1,j1,k1,r1) = p(X122)+p(X33),   (1) 

 

where p(X122) and p(X33) are probabilities of 

contingencies (disturbed states, imbalances) p(X122), 

p(X33), respectively. 

 

2.2 Contingency Tree in Case of Reduced Reserves 

 

Further the TSO imitates curtailment of normal-as-usual 

reserves r1 and examines capabilities of the reduced 

reserves r2, r3,..,r7 to resolve the same contingencies for 

the same normal state X0(i1,j1,k1). Illustratively, it was 

found that: 

 curtailment by 10% will not diminish the capability of 

reduced reserves r2 (90%): no new one contingency 

unresolved; 

 curtailment by 20%, similarly, will not diminish the 

capability of reduced reserves r3 (80%); 

 curtailment by 30% will preclude the reduced reserves 

r4 (70%) from resolving the contingency X121; 

 curtailment by 40% (r5=60%) will not bring to a 

disability to resolve any new contingency ; 

 curtailment by 50% will preclude the reduced reserves 

r6 (50%) from resolving the contingency X12; 

 curtailment by 60% will preclude the reduced reserves 

r7 (40%) from resolving the contingencies X112, X211, 

X322. 

This deterioration of reserve capabilities from r1 (100%) 

to r7 (40%) is presented in Fig. 2. 
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Fig.2. Dependence of Unresolved Contingencies on the 

Size of Reserved Capacities for Contingency Tree in Fig.1 
 

Thus the TSO gets to know that the robustness of its 

control area is equal to the risk value R(i1,j1,k1,r1) when  

normal-as-usual reserves r1, i.e. 100 % of dedicated 

reserves, are available. 

X122 

X33 

X121 
X12 

X112 

X211 

X322 
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As demonstrated, the curtailment of reserves from 100% 

to 40% will lead to 5 new unresolved contingencies and 

will reshape the zones of cleared imbalances and 

transboundary-spread imbalances. This reshaping is 

presented in Fig.3. 

 

generation i1  

network topology j1 

load k1  

 reserve r7  

X0(i1,j1,k1,r7) 

X1 X2 X3 

X11 

X12 

X21 X22 X31 X32 

X111 X112 X121 X211 X221 X311 X321 X322 

 

transboundary-spread  imbalances 

X122 X33 

    - contingency resolved within a control area 

    - contingency causing transboundary spreading 
 

Fig.3. Illustrative Contingency Tree for Normal State 

X0(i1,j1,k1) of a Control Area  with Reduced Reserves r7 

(40% of  Normal-as-Usual Reserves)  

 

As seen from Fig.3 and Fig.1, the reshaping is significant: 

the border between zones has shifted significantly inwards 

the zone of cleared imbalances. The increased risk R of 

transboundary spreading of imbalances for normal state 

X0(i1,j1,k1,r7) will be: 

 

R(i1,j1,k1,r7) = p(X122) + p(X33) + p(X121) + p(X12) + 

p(X112) +p(X11) + p(X322).  (2) 

 

2.3. Cohesion of Reserve Size and Risk 

 

As presented in Section 2.2, the TSO gets from 

X0(i1,j1,k1,r1) to normal state X0(i1,j1,k1,r7) gradually, 

through successive reductions of r1 to  r2, r3 r7.  

Using expressions analogous to (1) or (2), operator finds 

the respective risk values for those intermediate reserve 

sizes r2 r6. Thus operator has sufficient data to draw 

up a function, which links reserves and risks (Table 1).  

Nevertheless, risk function and entire risk assessment 

would get practical applications if risk function were 

intersected by upper limit of acceptable risk. Such a limit 

would be a critical value for presuming the trade-offs 

between reserving cost and risks. In effect, without having 

critical risk as point of reference, operator can hardly 

make a decision whether reduced reserve, say, r7 is 

acceptable.  

Table 1. Illustrative Risk Function of  Reduced Reserves  

Size of 

reserve 

Risk of transboundary 

spreading of imbalances 

Comments on risk 

value 

r1=100% R(i1,j1,k1,r1) 
risk might be 

considered 

insignificant 

r2=90% R(i1,j1,k1,r2) ibidem 

r3=80% R(i1,j1,k1,r3) ibidem 

r4=70% R(i1,j1,k1,r4) 
minimum significant 

risk 

r5=60% R(i1,j1,k1,r5) ibidem 

r6=50% R(i1,j1,k1,r6) critical risk 

r7=40% R(i1,j1,k1,r7) unacceptable risk 

 

Exemplarily, for the risk function case in Table 1, the 

range of acceptable risk is assumed to extend from 

R(i1,j1,k1,r4) to critical risk R(i1,j1,k1,r6). However, R(i1,j1,k1,r7) 

exceeds critical risk and corresponds  to insufficient 

robustness of control area. 

Ideally, all normal states of control area {X0(i1,j1,k1), 

X0(i2,j2,k2)

value.  

 

3. Replacement of Curtailed Reserves 

 
The idea of risk deterioration in exchange of curtailed 

reserves, with control of risk value against critical risk, 

presumes the backup for reduced reserves and 

replacement of the curtailed reserves by other reserve 

categories. Herein there are two major types of 

replacement: 1) TR replaces the curtailed SR; 2) ER 

replaces the curtailed SR and TR. Both types are 

considered in sections 3.1 and 3.2, respectively.  

 

3.1. Replacement of Curtailed Secondary Reserve 

 

The rationale of this replacement is to curtail the SR 

schedule, e.g. for a next day cycle, in hope to replace the 

curtailed capacities by TR which is scheduled in normal-

as-usual size. Nevertheless, if the tertiary reserve must 

fulfill its function in tertiary control and cannot back up 

the reduced SR, it can be done by emergency reserve. The 

state is illustrated by hypothetical case in Fig.4.  Therein 

the situations of control area are laid out clockwise in 6 

graphs, in aggravating order.  

Situation 1 corresponds to normal balancing practice. 

Both secondary and tertiary reserves are scheduled by the 

TSO in normal-as-usual sizes. 

Situation 2 depicts transition to a new balancing approach. 

TSO curtails the SR schedule and books only minor part 

of it, while TR is scheduled as previously, but divided 

into two portions. The larger one is equal to the curtailed 

portion of SR and is dedicated for its eventual 
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replacement. Thus the TSO is saving a balancing cost 

incurred by curtailed SR. 
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 scheduled reserve 
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SC, TC, EC  secondary, tertiary, emergency control 
SR, TR, ER  secondary, tertiary, emergency reserve 

EC 

Fig.4. Operation of reserves for replacement of curtailed 

secondary reserve 

Situation 3 reflects a occurrence of contingency, for 

instance significant load deviation equal to capacity of 

normal-as-usual SR. Loosely referring to contingency tree 

in Fig.3, it might be contingency X2. The momentary 

imbalance is cleared collectively by the reduced SR and 

larger portion of TR. Hence TR is providing assistance to 

secondary control.  

Situation 4 represents an end of secondary control cycle 

and beginning of tertiary control cycle. It is assumed that 

since cause of contingency X2 persists, the entire 

imbalance must be taken over by TR. Thus TR takes upon 

itself a new part of imbalance previously cleared by 

reduced SR in situation 3. The reduced SR is released 

from counteraction to X2, so as to be prepared for 

eventual new contingency. Nevertheless, there will be no 

backup from TR for the released SR. The situation can be 

considered as alerted. 

Situation 5 introduces additional contingency, say, X21 

(Fig. 3). It might be a generation outage also as large as 

capacity of normal-as-usual SR. As in preceding situation 

3, the reduced SR is insufficient to clear the imbalance. 

The backup is provided by ER in amount of curtailed SR. 

The imbalance is cleared collectively by reduced SR and a 

portion of ER. It decreases the preparedness of ER to 

compensate for an eventual emergency. The situation is 

aggravated. 

Situation 6 represents a final and worst aggravation of 

situation 5. Following a strong contingency X211, the 

normal-as-usual emergency reserve is needed, however 

only part of it is available. The contingency X211 cannot 

be resolved due to momentary deficiency of ER, and, 

consequently, the imbalance (emergency) will spread to 

adjacent control areas. It will be make those areas to share 

the clearance of imbalance, i.e. to provide a transboundary 

assistance to the control area in question. Maybe, the area 

could resolve this contingency by undertaking intelligent 

load shedding. Anyway, the situation 6 is a serious 

violation of parallel operation rules.  

 

3.2. Replacement of Curtailed Secondary and Tertiary 

Reserves 

 

The rationale of this replacement is to curtail the TR 

schedule, additionally to curtailed SR schedule (as in 

section 3.1), for larger savings of balancing cost. Thereby 

TSO hopes to provide concurrent backup, when required, 

for reduced SR&TR from normal-as-usual ER. The 

state is illustrated by hypothetical case in Fig.5 where the 

aggravation process is split into in 4 graphs (clockwise).  

 

 

Reduced schedule of SR&TR, 

backup by ER 

Need for full SR&TR, 

replacement ER SR&TR 

Normal schedule 

of SR&TR 

2 

1 

3 

4 

 scheduled reserve 
 

 operating reserve 
 

 replacing reserve 

 

SC, TC, EC  secondary, tertiary, emergency control 

SR, TR, ER  secondary, tertiary, emergency reserve 

SR 

SC TC 

ER 

EC 

TR 

ER 

ER 

SR 

SC TC 

ER 

EC 

TR 

ER ER 

SR 

SC TC EC 

TR 

ER 

Demand for full ER, impact 

to adjacent system 

ER 

EC 

transboundary 
 

assistance  

 Fig.5. Operation of reserves for replacement of curtailed 

both secondary and tertiary reserves 

Situation 1 is the same as situation 1 in Fig.4. 

In situation 2, the TSO addresses to a new balancing 

approach and curtails both SR and TR schedules. To pass 
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through the eventual contingencies, which would require 

those missing portions of SR and TR, TSO divides the 

capacity of ER into 3 portions. 2 of them are equal to the 

curtailed portions and are dedicated for eventual 

replacements. The 3
rd

 portion is left for emergency 

control. 

The situation 3 represents occurrence of two 

contingencies in succession, both as large as the curtailed 

reserves. First one, contingency X2 (Fig.3), is resolved by 

one portion of ER in secondary control cycle and in the 

following tertiary control cycle (collectively with 

curtailed SR and curtailed TR, respectively).  Second 

contingency X21 needs the second portion of ER in order 

to be resolved in a new secondary control cycle. Thus 

both portions of ER enter into domains of secondary and 

tertiary control. In result, both imbalances X2 and X21 are 

cleared, but the robustness of control area relies further on 

the third portion of ER.  The situation is vulnerable. 

Situation 4 represents the worst development of preceding 

situation 3. Control area experiences a strong contingency 

X211, which could be resolved only with normal-as-usual 

ER, but, unfortunately, it is not available. Such deficiency 

of ER leads to transboundary imbalance, even larger as in 

previous hypothetical case (Fig.4). 

 

4.  Conclusions 
 

1. Risk assessment for major normal states of a control 

area (power systems), as proposed in the paper, yields the 

risk values (probabilities) for eventual events of 

imbalance transfer to adjacent areas (power systems). 

Here the n-k type events (contingencies) shall be included 

into consideration. 

2. The critical risk value (maximum allowable) should be 

laid down for a control area in order to distinguish 

between acceptable and unacceptable risk. Reliance on 

such a value allows the transmission system operator for 

some curtailments in schedules of normal-as-usual 

generation reserves. It brings savings in balancing cost in 

exchange to the increased but still acceptable risk of 

transboundary spreading of imbalances.  

3. Once a new balancing approach as defined in 

conclusions 1 and 2 is undertaken, the tertiary and 

emergency reserves should be shared for secondary and 

tertiary control to replace the curtailed secondary and 

tertiary reserves, respectively. 
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ABSTRACT 

Southeastern Virginia is expected to follow the national 

trend towards investment in renewable energy approaches 

as part of its electricity portfolio. The evolution in 

portfolio mix away from traditional methods, such as 

centralized nuclear and coal-fired generation, and towards 

cleaner- and renewable-source generation will impact 

public health. This research proposes a System Dynamics 

(SD) approach to better understand the intersection 

between potential near-future electric energy portfolios 

and public health. Fossil fuel-based emissions have long 

been recognized as contributing to deleterious health 

conditions and hospital admissions among adults and 

children. The inclusion of such health-related externalities 

is essential in assessing the costs of electric energy 

portfolio combinations. This research follows three steps: 

1) identification of electric energy generation sources that 

have the potential to be included within a near-future 

electric energy portfolio, 2) defining the public health 

costs associated with each of these sources, and 3) 

modeling the interactions among these energy sources and 

public health to produce a best-feasible energy portfolio 

solution. Proffered is an optimization model that 

efficiently explores the complex decision space inclusive 

of the nature of the energy sources, storage, and 

transmission, as well as the public health. 

Keywords: Electric Energy, Renewable Energy, Public 

Health, Community Health, Coal, Nuclear, Solar 

Photovoltaic, Wind, System Dynamics 

1. INTRODUCTION 

Conventional methods of electricity production derived 

from natural gas, oil, and coal, while traditionally 

abundant, reliable, and affordable, emit into our 

environment (air, water, and soil) the pollutants sulfur 

dioxide (SO2), nitrogen oxide (NOX), carbon dioxide 

(CO2), and mercury. Within the United States, the 

generation of electricity alone contributes substantially to 

the overall amount of these pollutants emitted into our 

environment [1]. Each of these pollutants has been 

recognized to have a detrimental impact on several 

dimensions of public health ranging from chronic 

conditions such as respiratory ailments (e.g., asthma), 

disease such as lung cancer, and neurological disorders 

(consumption of mercury-laden fish). 

The production cost of fossil-based generation of 

electricity has been known to fluctuate greatly over 

relatively short periods. Short-term instability and 

uncertainly in oil and natural gas prices may stem from 

geo-political machinations as well as both speculated and 

real disruptions in the supply chain. The cost of renewable 

energy production, many forms of which may be 

produced domestically if not relatively close to the point 

of consumption, may be insulated from the sever price 

swings associated with a heavy reliance on fossil fuels 

[2]. Renewable energy production methods, due to 

advances in engineering and technology, are increasingly 

becoming recognized as reliable. Yet despite recent 

efficiencies, renewable-source generated electricity is still 

at a competitive disadvantage cost-wise relative fossil-

based energy production. Many have argued, though, that 

this disadvantage stems from the fact that the market cost 

for electricity generated from fossil fuel does not take into 

account the externalities of energy production relating to 

poor air, water, and ground quality and the attendant 

public health issues [3]. That is, external to the 

compilation of the price of electricity to the consumer are 

the quality of life and medical costs imposed upon the 

communities. Internalizing these externalities into the cost 

of fossil-based electricity would, intuitively, lessen the 

price competitive advantage of fossil- over renewable-

generated electricity. Although the identification and 

quantification of these factors external to those parties 

explicitly involved in the transaction may be difficult and 

counterintuitive to established approaches, the inclusion 

of these externalities into the cost equation is necessary 

for informed policy formation [4][5][6]. Modeling an 

energy system to identify the social and environmental 

impacts of different combinations of energy generation, 
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transportation, and distribution has been identified as an 

important goal in reducing uncertainly and informing 

policy [7]. 

 

2. RESEARCH QUESTION 

Virginia as a whole, and Southeastern Virginia 

specifically, can be expected over the next several 

decades to mirror the trend, seen nationally across many 

other states, towards experimentation and application of 

innovative renewable energy approaches as part of its 

electricity portfolio. Within Southeastern Virginia, an 

evolution in portfolio mix away from traditional methods 

of generation and towards cleaner- and renewable-source 

generation can be expected to impact the externalities 

associated with public health, thus affording the region a 

‘health dividend’ [8]. What is uncertain are the various 

impacts on public health stemming from different energy 

portfolio mixes. Thus, this research presents an approach 

to model and simulate the impacts on public health for the 

likely near-future electric energy portfolios within 

Southeastern Virginia. 

3. POLICY ENVIRONMENT 

The Environmental Protection Agency’s Clean Air 

Interstate Rule (CAIR), targeting largely the eastern half 

of the United States (east of the Mississippi), compels 

states to permanently reduce NOX and SO2 emissions to 

predetermined caps by the years 2009/2010 and 2015. 

Virginia’s NOX reductions, relative 2003 levels, constitute 

roughly a 53 percent decrease by 2009 and a 61% 

decrease by 2015 (1.5m and 1.3m tons, respectively). SO2 

reductions are 45 percent by 2010 and 73 percent by 2015 

(3.6m tons and 2.5m tons, respectively). The Clean Air 

Mercury Rule (CAMR), national in scope, sets for 

petroleum-based electricity facilities allowances that may 

be bought and traded in efforts to meet targets set for 

2010 and 2018. Conceptually, Environmental Portfolio 

Standards (EPS), common in many states, set targets for 

the percentage of electricity sold within the state that must 

be produced by renewable sources. The State of Virginia 

itself has set a nonbinding Renewable Portfolio Standard 

(RPS) for utilities with the state-wide goal of 12 percent 

of energy sales to be derived from renewable energy by 

2022 (more precisely, 12 percent of 2007 base year sales 

by 2022) [9]. 

A majority of US States are now covered by 

renewable energy/electricity standard (RES). These 

standards contain targets for the proportion of a state’s 

portfolio of electricity sources that must be generated by 

means of renewable energy. A region’s evolution towards 

a more diversified portfolio of energy sources may be 

viewed as laudable due to a string of expected benefits 

derived from such evolution. These benefits may include 

less dependence on foreign oil, decreased degradation of 

the environment inclusive of global warming, and a range 

of community and environmental health issues [10, 11]. 

However, given the potential diversity in the composition 

of a region’s electric energy generation and distribution 

system, there may be great variation in the public health 

impact [3]. 

The latent renewable energy potential for a region, 

stripped of other concerns, is driven by geography. Some 

regions, due to climate, elevation, and proximity to water, 

may be relatively rich in a particular potential renewable 

energy resource and deficient in others. Some regions 

have witnessed an emphasis of interest in solar 

photovoltaic applications due to climate, while others 

with conducive topography may have a stronger suit in 

land-based wind- and hydro-generated electricity, and still 

others with proximity to oceans and bays have entertained 

offshore wind- and tidal-generated electricity. Secondary 

to geography, the focus on type of renewable energy 

source may be conditioned by current land use (e.g., 

competition with agriculture, urbanization, state and 

national parks and recreation areas, etc.), public 

acceptance of altered viewscapes (e.g., horizon containing 

wind farm turbines, transmission and distribution lines, 

etc.), and wildlife protection/conservation efforts (e.g., 

facility encroachment on protected or fragile ecosystems). 

Within Southeastern Virginia there has been, for example, 

considerable discussion of the potential for offshore wind 

initiatives within the context of the impact of altered 

viewscapes on tourism and property values. The intensity 

and direction of these secondary drivers on the 

penetration of renewable energy sources into the 

marketplace has been, and will continue to be, a product 

of balance struck within our political system. The goal 

here is not to predict which combination of energy 

sources will be employed to serve Southeastern Virginia 

but, rather, to simulate the public health impact of a 

variety of likely energy portfolios. 

4. RESEARCH APPROACH 

This research proposes a Modeling and Simulation 

(M&S) approach to investigate and better understand the 

intersection between likely near-future electric energy 

systems and public health within Southeastern Virginia. 

The optimal mix of parameters within an electric energy 

production, storage, and distribution system designed to 

maximize efficiency alone may be quite different from a 

mix that balances efficiency with public health. The three 

basic steps that gird our approach are as follows: 1) 

identify electric energy generation sources that have the 

potential to be included within a near-future electric 

energy portfolio, 2) define the public health costs 

associated with each component of the electric energy 

sources, and 3) model the interactions among the source-

components and their associated public health costs to 

produce a best-feasible energy portfolio solution. 

 

Model Parameterization: Electric Energy Portfolio 

Step one includes specification of electric energy 

generation sources and their potential to be deployed 

within the evolving portfolio. This entails considerations 

of two broad categories, the first of which is the variety of 
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potential energy sources such as nuclear, coal, oil, natural 

gas, solar photovoltaic, wind, biomass, municipal solid 

waste landfill gas, hydro, tidal, and geothermal. The 

second consideration is the magnitude or centrality of the 

energy production within any of these energy sources. A 

distributed-laden system may contain a decentralized 

network of energy production sites, as may be employed 

in a residential distributed photovoltaic (PV) energy 

arrangement or may be spatially concentrated to a utility 

scale as found in concentrated solar power (CSP). 

Conceivable, a national clean energy smart grid may 

direct energy long distances over high voltage lines from 

a renewable-rich region to the Hampton Roads urban 

area. 

 

Model Parameterization: Public Health 
Step two includes identification of public health issues 

associated with the type and placement of the components 

(inclusive of infrastructure such as transmission and 

distribution lines) that comprise the system. The design 

and construction of traditional electric energy systems has 

been heavily influenced by the desire to generate reliable, 

cost-efficient electricity, often at a distance from 

urbanized areas. The emphasis on cost efficiency led to 

reliance on energy-rich – and emission-laden – fossil fuels 

and a more centralized system of production. The public 

health impact of such an approach has been well 

documented. For example, for several decades it has been 

acknowledged that fine particle emissions generated from 

the combustion of fossil fuels in the generation of 

electricity contributes adversely to the health of our 

citizens [12]. But other forms of energy production, 

including renewable energy sources, while attractive 

relative to fossil fuels, may have definable public health 

impacts as well [13][14]. For example, the physical 

location of a biomass fuel production site, concentrated 

solar power site, or the more distributed placement of PV 

and the associated storage and transmission infrastructure 

(see Ferrey [15]) may condition property values and the 

built environment. The built environment may condition 

retail options, recreational choices, and availability of 

medical venues, all of which may be connected to 

community health. Collectively, the placement of an 

electricity network will surely impact the qualitative 

environment, viewscapes, green space, public space, 

property values, etc. [2][16]. Further, these changes in the 

landscape may have disparate impacts upon traditionally 

underserved populations. Unlike standard assessments of 

proposed portfolio mixes, our approach captures and 

quantifies the qualitative public health concepts that 

traditionally have not been considered in an evaluation of 

the optimal energy source mix within a portfolio. 

 

Capturing Complexity 

The third step in our proposed approach, the methods to 

be employed to sort through the complexities inherent in a 

system of competing interactions and feedback loops, 

relies on Systems Dynamics (SD). SD has been 

extensively used as a reliable approach that captures and 

analyzes the dynamic, complex interaction among 

dissimilar subsystems. The modeling strategy includes 

representing the structure of subsystems in terms of flows 

and stocks. As a result, components can be integrated as 

building blocks that articulate the interactions and 

dynamics among the involved subsystems. The SD 

framework acknowledges the complex interactions among 

many feedback loops, considers linear and nonlinear 

cause-and-effect, and considers the potential impact of 

effects on causes. SD transforms these components of 

causality into structured difference and differential 

equations. SD allows the revelation and quantification of 

‘unseen’ dynamics that might have a relevant effect on 

public health, the central object of our interest. 

 

Applications of System Dynamics 

SD has been used as a framework to study renewable 

energy within broader systems. By integrating dissimilar 

systems, SD has been used to analyze the effects of 

emissions on a region [17], to analyze energy use at the 

national level [18], to determine the best strategy to meet 

future energy demand while reducing CO2 emissions [19], 

to analyze highly seasonal and exponential electricity 

demand on policy making [17], to model changes of 

energy intensity in residential sectors [20], and to 

optimize existing methods of power production through 

government subsidies [21]. 

In addition, researchers have successfully included 

in SD models searching mechanisms that allow plausible 

combinations of parameters that optimize a set of goals 

[22][23][24][25][26]. Although the number of these 

simulation-based optimization studies is rather limited, 

Eksin [7] uses parametric search via genetic algorithm to 

meet multiple goals in the behavior of dynamic systems 

and Barlas [27] develop a supporting tool for pattern-

based parameter searches that can be utilized in model 

identification, validation and policy analysis stages. 

 

5. ELECTRIC ENERGY PORTFOLIO 

 

The state-wide portfolio of electricity generated sources 

includes coal-fired (38.7 percent), natural gas-fired (18.8 

percent), petroleum-fired (1 percent), nuclear (35.9 

percent), hydroelectric inclusive of pumped storage hydro 

(3.2 percent), and other renewables including geothermal, 

photovoltaic, wind, municipal solid waste biogenic, and 

biomass (2.2 percent). Exclusive of pumped storage 

hydroelectric, in total renewables account for just 3.8 

percent of the electricity generation. Currently, there is 

negligible solar and wind contribution to the power grid 

serving the greater Hampton Roads area. While the 

region’s potential for engaging renewable energy sources 

has not yet been realized, there are technological, 

geological, atmospheric, cultural, and social parameters 

that place practical limits on both the state and region’s 

capacity to evolve its energy portfolio towards renewable 

energy generation. Despite the technological advances in 
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the design and construction of wind, solar and geothermal 

systems within the past 40 years, the initial capital cost to 

purchase and install many of these systems make them, in 

the short term, less economically attractive relative 

traditional sources of power such as coal and natural gas 

[28]. Government regulation can help spur the 

development, adoption, and implementation of clean coal 

technologies, but their emissions are still greater than 

other generating technologies [29]. Despite these very real 

constraints, the size of the region’s appetite for electric 

consumption has grown by roughly 3 percent per year. 

The Virginia Energy Plan, adopted by the state in the Fall, 

2007 and extending through 2016, seeks to slow this rate 

of growth (especially through energy conservation) as 

well as increase electricity production to meet the 

expanding demand.  

  The Hampton Roads region is home to three coal-

fired plants, two natural gas plants, and one of the state’s 

two nuclear power plants (the plant, in Surry County, 

contains two reactors). Aside from nuclear, coal is the 

state’s primary resource for electricity generation. While 

the majority of Virginia’s coal resources are located in the 

Central Appalachian Basin (Dickenson, Wise, and 

Buchanan Counties), roughly one-third of the coal 

consumed for electric power generation comes from the 

nearby coal fields in West Virginia and Kentucky. In 

addition to this ‘imported’ coal, in total nearly one-fifth of 

the electricity consumed within Virginia comes from 

neighboring states. 

 

Load Production 

Electric power generation must meet the minimal, 

continuous demand (base-load production) and also meet 

the seasonal and daily cyclical demand above this 

baseline (peak-load production). Traditional coal and 

nuclear plants may not easily be turned on and off to meet 

either a surge or a decrease in demand. This necessarily 

means that peak demand must be satisfied either with 

stored electrical energy or power plants that may be 

brought on- and off-line rather quickly (e.g., gas fired 

plants or hydro pumped storage).  The production of 

peak-load electricity generally is more expensive per 

megawatt hour relative base-load production. 

 

Wind 

The efficient generation of electricity from wind requires 

sustainable winds. With the exception of ridgelines in the 

mountainous western third of the state (encompassing 

state and national parks), land-based wind generation in 

Hampton Roads is unlikely due to a wind power class of 3 

or less (< 15.7 mph). Thus, an increase in generation of 

land-based wind power would necessarily not be within, 

or immediately proximate to, the Hampton Roads region. 

Two new, large wind turbine projects may come online in 

Tazewell and Wise Counties, both located close to the 

Kentucky and Tennessee borders and far from 

transmission to the Hampton Roads region. The greatest 

demonstrated potential for wind power close to the region 

is offshore, much of it in and around the Chesapeake Bay 

and in close proximity to the Hampton Roads population 

centers. Beyond 20 miles offshore, substantial territory 

exhibits class 5 and 6 winds (>16.7 mph) [30]. Questions 

about the impact on quality of life and tourism stemming 

from diminished viewscapes as well as potential 

interference with shipping and naval testing pose 

constraints to offshore wind power generation. 

 

Photovoltaic 
The region’s solar photovoltaic potential is conditioned 

by intermittency related to weather conditions [7].  

Concentrated solar power is land-intensive, competes 

with agriculture, urban development, recreation, and 

conservation. Many of the urban areas offer potential 

commercial and industrial rooftop and parking garages 

suitable for decentralized, small scale generation. The 

more proximate nature of a distributed system allows for 

fewer miles of transmission (thus potentially reducing 

network congestion) and avoiding the need for capital 

investment in transmission infrastructure [30]. 

Nevertheless, the cost of solar photovoltaic adoption is 

intially expensive relative traditional sources of 

generation. Photovoltaic devices also have brought 

opportunities to homeowners to engage renewable energy 

at the point of consumption. The adoption of smart 

meeting (bi-directional metering) and digital, real-time 

communications among electricity suppliers and 

consumers has the potential to add capacity to the existing 

network, although directional transmission may frustrate 

this potential. While the running cost of these systems is 

quite attractive for the homeowner, the initial capital 

investment in the technology may be daunting for modest 

income households.  

 

Landfill Gas 

The state currently has 22 functioning landfill gas sites 

and 11 landfill sites that are candidates for gas production.  

Within the Hampton Roads region, there are four 

operational landfill gas sites, two of which generate 

electricity. The region has only two other landfill sites 

that are identified as untapped candidates [31]. Landfill 

gas is one of the lowest cost renewables, however the 

potential for substantial new electricity generation from 

this source is quite limited. 

 

Hydro Electric 

Electric demand within the region also may be satisfied 

from hydro electric power generation. Hydro electric 

power generation is considered a renewable resource and 

may contribute to both base- and peak-load generation. 

Although it does not meet the State’s legal definition of 

renewable energy, pumped storage hydroelectric is useful 

to meet peak-load generation. During times opposite 

peak-load production, energy from nuclear or coal plants 

is used to pump water to an upper reservoir in preparation 

for release during peak-load production. Within 

transmission distance, potential hydroelectric sites have 
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been identified that could contribute to renewable 

electricity generation for the region [32]. However, the 

expansion of existing hydro electric plants or the 

construction of new plants may face strenuous 

environmental hurdles. 

 

Biomass 

The region is also home to several energy recovery 

incineration facilities. The region’s urban areas produce 

large amounts of biomass in the form of wood residue; the 

region is inclusive of forests and agricultural activities 

that may provide additional biomass; some areas may be 

conducive to switchgrass, although large scale 

experimentation has not yet been conducted. Avoiding 

substantial additional capital investment in new facilities, 

much of this biomass has the potential to be co-fired 

within existing coal-fired power stations as is already the 

practice at power plants located near logging operations 

and sawmills. The energy density of biomass is generally 

much less relative fossil fuels and has higher 

transportation costs, however it is considered carbon-

neutral. 

 

 

6. PUBLIC HEALTH 

Evolution towards Centralized Power Generation 

The complexion of the energy system is dependent, in 

part, on advancements in technology and the public’s 

acceptance of the risks and costs associated with adopting 

the technology. The availability and access to affordable 

technology conditions public health. In less developed 

regions, fuels such as wood, charcoal, and coal may be 

used for cooking and heating within the home, 

contributing to poor indoor air quality and associated poor 

health conditions. In more developed regions where the 

combustion of fuel is centralized and the generated 

electricity is distributed, the health-related impact 

stemming from proximate biomass conversion within the 

home is reduced [33]. 

  The current system within Southeastern Virginia is 

dominated by the coal- and gas-fired generation of 

electricity at centralized locations and the high voltage 

transmission across long distances to stations where it is 

distributed at lower voltage within a localized system. 

Relative to pre-centralized energy generation, the use of 

petrochemical products and the centralized generation of 

fossil-derived electricity has contributed substantially to 

better health and increased quality of life [33][34]. In 

addition, modern industrialized nations have seen gains in 

energy efficiency (e.g., decreases in the amount of energy 

to produce a lumen of light, propel an automobile, 

transport via airplane a person or cargo across the 

continent, or heat a typical residence). However, these 

efficiencies have also coincided with the overall growth in 

both affluence and energy consumption which, in turn, 

implies increased emissions stemming from combustion 

of fossil-based fuels [35].  

 

Particulate Emissions 

Combustion produced emissions associated with 

electricity generation is a primary health concern. On 

average, the state produced 4.3 lbs of sulfur dioxide, 1.7 

lbs nitrogen oxide, and 1,254 lbs carbon dioxide per 

megawatt hour generated [31], although urban areas tend 

to have higher carbon dioxide emissions relative rural 

areas  [36]. Emissions from coal-fired power plants have 

long been recognized as contributing to the respiratory 

conditions and hospital admissions among adults and 

children [37][38][39] and premature mortality [40]. Urban 

air pollution stemming from the combustion of fossil-

based fuels is characterized by atmospheric gases and 

particulate matter. Short-term exposure to airborne 

particulate matter (PM) in our urban environments has 

been associated with adverse pulmonary health effects 

and respiratory distress [41][42][43]. The composition 

and size of this airborne matter, usually in the form of 

respirable particles in the range of 10µm or less, allows it 

to enter the respiratory system resulting in any number of 

symptoms including wheezing, coughing, infection, and 

impaired lung function. We can place an economic 

valuation (from a statistical life approach) on the 

premature mortality, illness, loss from work, and 

occupational exposure associated with the various 

combinations of electricity sources within an energy 

portfolio (e.g., [44][45]). Electricity generation from 

renewable sources has fewer detrimental health-related 

outcomes relative to traditional gas- and coal-fired plants 

due to differences in type and quantity of emissions. 

While particulate matter in the form of air pollution 

posses a particular burdensome health concern, the 

construction and maintenance of the power systems 

including the transmission and distribution systems 

impose occupational hazards [45] as well as the potential 

for accidents and terrorism [28]. 

 

7. MODELING COMPLEXITY 

Causal Diagrams 

Causal diagrams to describe complex causal systems and 

analyze the health impacts of regulatory policy 

interventions have been suggested as enabling techniques 

that may allow researchers to capture the complexities of 

a broader healthcare system [46][47][48]. Figure 1 

(below) presents the high-level organizational logic of the 

relationships among the electricity generating sources and 

public health. The Figure illustrates at the most general 

level the several positive and negative feedback loops 

comprising the system. Not illustrated within this diagram 

are further subsystem components that comprise, for 

example, the various levers exercised through government 

intervention, the development and adoption of emission 

control technology, and state dependency on imported 

energy. 

 The degree of ‘greenness’ within a portfolio is a 

function of the variety, the carbon neutrality, and the 

distributed nature of the electricity sources. An increase in 

a portfolio’s greenness contributes to a decrease in 
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emissions which, in turn, conditions the quality of 

community health. The public’s awareness of the 

connection between emissions and adverse respiratory 

conditions, for example, is a product of the presence of 

those respiratory conditions; as the quality of respiratory-

related community health makes strides, the public’s 

energy-health awareness declines and this, in turn, 

conditions public support for government interventions. 

An increase in a portfolio’s greenness – and the degree to 

which the evolution is towards a distributed system – 

necessarily alters viewscapes and places the infrastructure 

in competition with land which, in turn, conditions 

property values and contributes to our assessment of the 

built environment, the built environment having 

implications for community health and public support for 

government intervention. The portfolio’s greenness is also 

related to a decrease in reliability in the short-term and an 

increase in cost of kwh generation in the short-term, both 

of which condition public support. 

 Government attempts to control the direction and 

rapidity of the evolutional movement in the electric 

energy portfolio can take the form of subsidies or land 

trades at the municipal and county levels, price regulation 

and targets for energy source generation at the state level, 

and tax credit incentives for the development of emission 

control technology, traded energy credits, and unfunded 

clean air mandates at the national level. These 

interventions and perceptions about the government’s 

long-term commitment condition public-private 

partnerships and the private sector’s willingness to phase-

out older technology and commit capital to emerging 

renewable energy sources. 

 

 

 
 

Figure 1: High Level Representation of Feedback between Electric Energy Portfolio and Public Health 

 

 

 

8. CONCLUSIONS 

The evolution of an electricity portfolio does not take 

place within a static regional environment; it is expected 

that the region’s demand for electricity will grow over the 

coming decades, despite conservation and efficiency. 

Growth in the share of the region’s electricity generation 

stemming from renewables (and less carbon-intense 

methods) does not necessarily assure a decrease in related 

disease and chronic conditions. It is conceivable, with the 

expansion in demand, that even modest growth in 

renewable-generated electricity may cover only this 

increased demand, let alone the replacement of electricity 

generated from retiring coal-fired plants or less-emissive 
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gas-fired plants. The complexity of the system is evident: 

there is an imperative to meet exiting demand as well as 

the anticipated growth in demand, but this is within the 

constraints of the EPA’s regulations and emissions caps, 

maintaining reliable and affordable electricity, and 

improving the quality of public health. The diffusion 

across the Hampton Roads region of less carbon intense 

forms of electricity production may not solely be a matter 

of technology, but one of cautious acceptance as the 

socio-political environment weighs the competing cost-

benefit claims relating to economics and community 

health. Proffered is an optimization modeling approach 

that efficiently explores using positive and negative 

feedbacks a complex decision space that takes into 

account the variety of the energy sources, inclusive of the 

distributive nature of these sources, and public health 
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ABSTRACT

This paper analyzes the impacts of plug-in hybrid electric 
vehicle (PHEV) charging on the Ohio power system to estimate 

the net cost and emissions impacts of PHEV use. We consider 
two charging scenarios—one in which the grid operator makes 
charging decisions and another in which these decisions are 
made by individual vehicle owners and consider cases with 
PHEV penetrations of between 1% and 5%. Results show that 
PHEV use would result in a close to 70% reduction in gasoline 
consumption compared to conventional vehicles and a 50% 
reduction in driving costs. The emissions impacts are more 

mixed, with some pollutants being reduced and other increased,
due to use of coal-fired generation in Ohio.

Keywords: Plug-in Hybrid Electric Vehicle (PHEV), Grid, 
Charging, Emissions, Costs.

INTRODUCTION

Plug-In Hybrid Electric Vehicles (PHEVs) have been promoted 
as a potential technology that can reduce vehicle’s fuel 

consumption and decrease transportation-related emissions, 
overall costs, and oil dependence. This is obtained by using 
electricity as a primary source of energy to run the vehicle, 
using gasoline as a secondary backup fuel. Several studies have 
found that by using electricity, PHEVs could emit less CO2 and 
certain other pollutants over their entire fuel cycle than 
conventional vehicles (CVs) and hybrid-electric vehicles 
(HEVs) [1], [2], [3], [4], [5], [6]. This is because in many 
regions grid electricity is effectively a cleaner source of 

transportation fuel than gasoline. Furthermore, pollutants can be 
better-controlled in power generation plants and there are local 
benefits from shifting emissions away from population centers 
to point sources such as power plants. Emissions impacts of 
PHEVs will depend strongly on the generation mix present in 
the power system; clearly, a high penetration of cleaner sources 
of energy such as solar, wind, hydroelectric, or nuclear energy 
could lead to a great decrease in pollutants emissions while a 

predominance of coal as primary source of energy is less 
effective in this sense.

Stephen and Sullivan [3] estimated average PHEV-related CO2

emissions for the U.S., showing that a PHEV will emit 221 
g/km of CO2, about 51% of conventional vehicle’s emissions. 
Similar results were obtained in a study on the Colorado 
electric system, which estimates that a PHEV will emit about 

60% of the CO2 normally produced by a conventional vehicle
[2]. PHEVs could also help countries reduce oil dependence by 
decreasing gasoline consumption of vehicles running today [6],
[7]. Since electricity is less expensive than gasoline, PHEVs
could provide important operational cost savings, making them 
attractive for future buyers despite the additional initial cost
compared to CVs and HEVs [7], [8], and representing a first 
step toward future transportation electrification.

MODELING ASSUMPTIONS

This paper describes an analysis of the effect of a PHEV fleet 
on the Ohio power system. This analysis helps determine how a 
PHEV fleet would affect net emissions and costs and whether 
PHEVs would be economically attractive for new customers. 
Two different scenarios are considered: a controlled charging

scenario, which assumes that the utility co-optimizes the 
operation of generators and the charging of PHEVs to minimize 

the total cost of generation and vehicle driving; and an 
uncontrolled charging scenario in which PHEVs are recharged 
whenever they are connected to the grid (without regard to 
charging cost), and the utility must serve these loads. This 
scenario assumes that because electricity is a cheaper source of 
transportation energy, PHEV drivers will always opt to 
recharge their vehicles when they are not being driven.

PHEV data

For each set of model runs, the PHEV fleet is assumed to 
consist of a fixed number of vehicles. The total vehicle fleet 
size is taken from 2007 Ohio vehicle registration information 
reported by the U.S. Department of Transportation’s Federal 
Highway Administration [9]. Simulations are carried out with 

three different PHEV penetration levels: 1%, 3% and 5% of the 
total vehicle fleet. Vehicle driving patterns are based upon 
empirical driving data collected from a sample of drivers with 
instrumented vehicles. Figure 1 represents some statistical 
information about drivers.
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Driving data are coupled with the ADVISOR vehicle simulator 
model to estimate gasoline and electric consumption of an 
equivalent PHEV. Based on this empirical data different driver 

profiles were developed. The model assumes that the PHEV 
fleet is evenly divided into the driving profiles corresponding to 
the driving pattern data. Driving data were used to determine 
the hours in which the PHEVs are driven, the total distance 
traveled in that hour, and those in which they are grid-
connected and could recharge their batteries. In doing so, it is 
assumed that a PHEV must be parked for an entire hour to be 
considered ‘grid-connected’ in that hour.

Figure 1: Average distribution of miles driven by drivers 

during the day

Depending on the state of charge (SOC) of a PHEV’s battery, 
the vehicle will either be driven in charge-depleting (CD) 
mode, in which case the battery is the primary energy source 
and the gasoline engine is used only on a supplemental basis 

(for quick accelerations), or charge-sustaining (CS) mode, in 
which case the gasoline engine is used to maintain the same 
average SOC (driving like an HEV). The adopted control 
strategy is EV (electric vehicle) mode control—the vehicle is 
driven as an electric vehicle until the lower limit of SOC is 
reached, then the vehicle operates in CS mode as an HEV. The 
empirical driving data and ADVISOR model are used to 
estimate the average gasoline and battery energy usage for each 

PHEV driving profile in both CD and CS modes. The model 
also assumes that PHEVs always have sufficient gasoline to 
operate in either CS or CD mode. It is assumed that the charger 
has a power capacity of 1.875 kW and charging efficiency of 
90%.

Generators data

Generation costs were calculated based on estimated generator 
heat rates and fuel costs. Heat rates were estimated starting 
from historical continuous emissions monitoring system 
(CEMS) data from the U.S. Environmental Protection Agency 
(EPA) [10]. CEMS data specifies the generation and total heat 
content of fuel burned by each generator in each hour. These 
data were used to estimate:

• startup fuel burned whenever the generator is 
brought online from an offline state;

• spinning no-load fuel burned whenever the 
generator is operating, independent of its generation 
output.;

• variable fuel burned depending on the electric 
output of the generator and was assumed as a step 
function.

Figure 2 shows the actual CEMS data for one generator in our 
sample set and the estimated variable fuel cost. CEMS data 
were also used to determine the minimum power output of each 

generator (when online), ramping limits, and minimum up and 
down times when each generator is started up and shutdown. 
Fuel costs were estimated based on purchase price data reported 
in form FERC-423, as reported by the U.S. Department of 
Energy’s Energy Information Administration (EIA) [11].
Nuclear generators are assumed to be non-dispatchable and run 
at full capacity, thus their generating costs are modeled as 
constant values. Because Ohio is a part of the PJM system, the 

state may export or import energy from neighboring control 
areas, depending on the relative cost of energy that can be 
imported from or exported to the rest of the of the PJM system

Figure 2: Heat rate data of one of the generators taken from 

EPA

The price at which energy can be bought and sold will generally 
vary depending on the volume of transactions, and this is 
captured in the model by assuming that the price of energy that 
is bought and sold from the rest of the market is a function of 

the transacted quantity. Specifically, historical PJM day-ahead 
market bid [12] data were used to estimate the relationship 
between price and load. As shown in Figure 3, the energy price 
function is derived from the bids based on their merit order. 
The actual historical PJM load is used to shift the market price 
function horizontally, and the shifted function is used to 
determine the price of net energy transactions between Ohio 
and the rest of the PJM market. Market energy transactions are 

then taken into account when calculating generator’s emissions,
as explained in the next section.

Figure 3: Price of market transactions as a function of 

transacted energy
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Power system model

The analysis is based upon a unit commitment model of the 
Ohio electric power system, which is formulated as a mixed-
integer program using the AMPL and solved using the branch 
and cut algorithm in cplex 12.1. The model simulates the 
commitment and dispatch of conventional generators and 
PHEV charging behaviors. The unit commitment model has a 
one day planning horizon (typical of day-ahead electricity 

markets) with an hourly time-step for the commitment and 
dispatch variables. Each of the 365 days in the sample is 
simulated independently, except that the commitment and 
dispatch of each conventional generator and the charge level of 
each PHEV battery at the beginning of each day is fixed based 
on the ending values from the previous day’s run. Each day’s 
unit commitment is solved in two steps. First a unit 
commitment model with a two-day planning horizon and a 

four-hour timestep for the commitment variables (the dispatch 
variables still have an hourly timestep in this first commitment 
problem) is used to determine and fix the ending commitment 
and dispatch of each generator and charge level of each PHEV 
battery. After these variables are fixed, the one-day problem is 
solved with hourly timesteps for all of the variables.

PHEV charging decisions are modeled differently in the 

controlled and uncontrolled charging scenarios. In the 
controlled charging scenario, the grid operator makes all 
charging decisions and coordinates these with power system 
operations. The grid operator’s model consists of both the 
power system and PHEV models, and the grid operator’s 
objective is to minimize the sum of generation costs and the 
cost of gasoline used by the PHEVs (the cost of electricity used 
by the PHEV fleet is accounted for in the total generation 

costs). The controlled charging model also includes a constraint 
to ensure that each PHEV battery is fully recharged in time for 
the first vehicle trip of each morning. In the uncontrolled 
charging scenario, PHEV owners are assumed to make charging 
decisions on their own without any regard for the impact of 
vehicle charging on the power system.

Model simulations are used to evaluate the cost and emissions 
impacts of PHEV use. The analysis considers three different 

emissions: CO2, NOx and SO2, and considers emissions from 
two different sources: generator emissions and PHEV tailpipe 
emissions. Input-based generator emissions rates are estimated 
using 2007 CEMS data. These emissions rate estimates are 
combined with the simulated commitment and dispatch for 
Ohio generators to determine total emissions for the Ohio
generator fleet. Energy that is imported into or exported from 
Ohio will also have an emissions impact—imports will result in 

greater emissions from generators outside of Ohio, and exports 
will reduce generator emissions outside of Ohio due to the fact 
that less energy needs to be supplied by the rest of PJM market. 
These emissions are estimated based on the hourly marginal 
fuel mix data (which specifies the mix of generating 
technologies that are marginal in each hour), reported by PJM, 
and estimates (based on the CEMS data) of generator emissions 
rates for each generation technology.

Tailpipe emissions are estimated using emissions regulations 
and gasoline chemical composition. CO2 emissions are 
estimated at 8.87 kg/gallon. For SO2 emissions, we assume that 
emissions will exactly comply with EPA’s Tier2 requirement of 

0.17 g/gallon. Tier2 also requires NOx emissions to be less than 
0.07 g/mile. We assume that CVs and HEVs will be designed to 
exactly meet these requirements and PHEV emissions are 

estimated from HEV emissions based on the proportional 
reduction in gasoline consumption.

RESULTS

PHEV charging scenario will influence the power demand on 
the grid and the dispatch of generators during the day. As 
shown in Figure 4, in the controlled charging scenario, the peak 
load is typically not increased by vehicles charging, since most 
of the charging is done in the morning (to exploit the 

availability of lower-cost energy). In the uncontrolled scenario, 
by contrast, the peak load is increased since PHEVs are plugged 
in during peak hours, as shown in Figure 5.

Figure 4: Total load on the grid with a controlled charging 

strategy on August 6
th

, summer peak

Figure 5: Total load on the grid with an uncontrolled 

charging strategy on August 6
th

, summer peak

Figure 6 and Figure 7 show that controlled charging would add 
a peak of 600 MW on the grid (due to the delaying of vehicle 
charging overnight), while uncontrolled charging would yield a
less-intensive load of between 100 MW and 250 MW 
distributed during the afternoon. These differences in the PHEV 
charging load peak could have important implications for 
distribution-level constraints, since the more-concentrated 

PHEV charging that would occur with controlled charging may 
present challenges at the distribution-level for utilities and load-
serving entities. A 5% fleet penetration in the uncontrolled 
charging scenario will add about a 300 MW load in the 
afternoon, less than 1% of total load; uncontrolled charging 
could add a more considerable load if the PHEV fleet grows in 
the future.
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Figure 6: Total charging load on the grid with controlled 

charging on August 6
th

Figure 7: Total charging load on the grid with uncontrolled 

charging on August 6
th

According to the National Research Council, PHEV market 
penetrations of up to 30% of the total vehicle fleets could be 
seen by 2050 [13]. Figure 8 shows that a 30% PHEV market 
penetration charged without any control from the grid operator
would increase the Ohio system peak load by about 1.5 GW, 

shifting it later in the afternoon. This higher load could create 
problems to grid stability (assuming there is enough capacity to 
satisfy it).

Figure 8: Estimated load on the grid with 30% PHEV fleet 

penetration

Emissions impact

Results show that the high penetration of coal plants in Ohio 
leads to in an increase of total SO2 emissions, a decrease of 
total CO2 emissions, and minimal variation of NOx emissions. 
Figure 9 shows PHEV use can reduce CO2 emissions by about 
25% on an annual basis in an uncontrolled charging case, while 

benefits are negligible for the controlled charging scenario.

Figure 9: Annual per-vehicle CO2 emissions

Annual NOx emissions will increase around 5 kg in both cases 

because emissions connected to power generation are higher 
than the emissions reductions from reduced gasoline use, as 
shown in Figure 10. Figure 11 further shows that due to the 
high penetrations of coal and heavy oil as generation fuels in 
Ohio, annual per-vehicle SO2 emissions will increase by 
between 10 and 12 kg with PHEV use.

Figure 10: Annual per-vehicle NOx emissions

Figure 11: Annual per-vehicle SO2 emissions

Ownership cost

The architecture of a PHEV is differentiated from that of an 
HEV by its ability to further displace fuel usage by charging 
off-board electrical energy from the electric utility grid while 
not being driven. To accommodate the increased dependence on 
electric power while maintaining an appropriate vehicle weight, 
the PHEV uses a battery pack with a larger capacity and a 

smaller internal combustion engine and fuel tank. Also, an 
inverter-integrated charging plug is needed to connect the 
enhanced battery pack to a standard electrical socket for 
recharging purposes. Since all PHEVs produced in the future 
are expected to offer at least 220 V charging capability, the 
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estimated cost to install an additional outlet in an accessible 
location to the PHEV is included in this cost analysis.

Currently, conventional vehicles exhibit the least-expensive 
initial cost of about $21,390, which is not expected to vary 
significantly in the future (in terms of real cost, excluding 
inflation). PHEVs will experience a more dramatic cost 
reduction from current cost estimates of $51,388 to about 
$27,668. With these cost reductions, PHEVs are expected to 
have a price premium of approximately $6,200 in the future as
compared to conventional vehicles [14]. Our analysis of vehicle 

operating costs focuses on the cost of fuels—gasoline and 
electricity—used in driving PHEVs and compares this to the 
driving costs of CVs. PHEVs will clearly have lower gasoline 
costs, due to the use of electricity. The average daily trip of 
drivers considered in the model is about 38 miles and the 
PHEVs considered have an all-electric range of approximately 
22 miles if they operate using the electric vehicle control 
strategy assumed. Figure 12 shows that gasoline savings can 

reach more than 70% and one single PHEV will reduce annual 
gasoline consumption by an average of around 385 gallons 
compared to a CV.

Figure 12: Average annual per-vehicle gasoline 

consumption (gallons)

Although fuel consumption is reduced through the use of 
PHEVs, there will be an increase in electricity demand. Retail 
residential electricity rates averaged about $0.111/kWh in Ohio 
in 2007, based on values reported by the EIA [14]. While the 
cost of energy contributes to determining this retail rate, there 

are non-energy related charges, such as fixed cost recovery, 
transmission and distribution costs, and metering that are 
included as well. Our simulations show that adding the PHEV 
charging loads increases the annual cost of generation by about 
$0.0032/kWh and $0.0024/kWh in the uncontrolled and 
controlled cases, respectively. Since utilities would need to 
recover these additional generation costs, it is plausible to 
assume that retail rates would increase by this amount above 

the $0.111/kWh average. It is worth noting, however, that 
policy makers may opt to levy a different rate on PHEV
charging for a number of reasons. One is that it may be 
desirable to charge a lower rate, as an incentive or subsidy for 
adoption of PHEV technology. Indeed, in a controlled charging 
scenario, utilities may opt to give preferential rates in exchange 
for vehicle owners allowing the utility to control charging. On 
the other hand, it may also be desirable to charge higher prices 

in order to recover gasoline taxes, which are typically used for 
road construction and maintenance, which PHEV owners do not 
pay due to reduced gasoline consumption. For this reason, we 
do our cost analysis by parameterizing the cost of electricity.
Similarly, although the average retail price of gasoline in Ohio 

in 2007 was $2.27/gallon [16], gasoline prices soared to much 
higher levels in 2008. Although prices have dropped from the 
highs seen then, this is largely attributed to the recent global 

recession with many expecting prices to rebound as economic 
activity increases. 

It is worth noting that this cost analysis focuses on the 
uncontrolled charging scenario, since this is the most likely 
scenario when PHEVs first enter the vehicle fleet. Figure 13
summarizes the effect of gasoline and electricity prices on the
relative operating cost savings of PHEVs over CVs.

Figure 13: Savings in operation cost [%] of PHEV with 

respect to CV

Payback time

Payback time is an important factor in determining whether 
future consumers will decide to buy a PHEV. The basic tradeoff 
that the consumer faces is the higher upfront capital cost of a 
PHEV relative to the stream of driving cost savings due to 
reduced gasoline costs. Figure 14 and Figure 15 summarize the 

effect of gasoline and electricity prices on the payback time of a 
PHEV, relative to a CV, with a capital cost difference of $6,000 
and $10,000 between the PHEV and CV. As discussed above, 
this analysis assumes a future scenario in which mass 
production of PHEVs and their batteries (which is expected to 
be the major driver of the higher cost of PHEVs) bring the price 
difference between a PHEV and CV to these levels.

Figure 14: Payback time of a PHEV as a function of 

gasoline and electricity prices with PHEV costing an 

additional $6000 compared to a CV
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Figure 15: Payback time of a PHEV as a function of 

gasoline and electricity prices with PHEV costing an 

additional $10000 compared to a CV

CONCLUSIONS

In this study the Ohio power system has been modeled as a 
mixed integer program to analyze the impact that a PHEV fleet 
would have on it. Two different charging scenarios, a controlled 
charging and an uncontrolled one, have been modeled to 
estimate effects of the timing of PHEV charging. This analysis 
has focused on how PHEVs would affect net emissions and 

costs, and what impacts they would have on the grid load 
profile.

Results show that in the near future, the uncontrolled charging 
scenario is preferable—obtaining better gasoline saving and 
environmental impact. Furthermore, this scenario does not 
require complex communication and control systems between 
the power grid operator and vehicles to control the charging 

process. If in the future PHEVs reach a bigger market 
penetration, it will be necessary to verify if power grid capacity 
is sufficient to satisfy higher peak loads during afternoons and 
if transportation and distribution infrastructures will be able to
transport energy from power plants to where vehicles will be 
plugged-in. Results also show how PHEVs could lead to 
substantial reductions in gasoline consumption of close to 70% 
relative to CVs, providing a initial step towards transportation 

electrification. Since electricity is less expensive than gasoline,
the additional investment required to buy a PHEV could be 
repaid by great savings in operation costs. Nevertheless, federal
and state incentives could be necessary to help PHEVs gain a 
foothold in the market due to their long payback-time.

Looking at environmental impact it is clear that even with a 
high penetration of coal in the Ohio power system, it could be 
possible to decrease greenhouse gasses (CO2 emitted by a 

single vehicle in one year decreases by about 25%), as shown in 
other studies. Using cleaner sources of energy for electricity 
production will improve this benefit (for example, an analysis 
of PHEVs in Colorado showed a 40% reduction in per-vehicle 
emissions of CO2 [2]) and avoid increases in SO2 and NOx

emissions.

Future studies will have to focuses on smaller scale cases to 

verify what influence PHEVs will have on local infrastructures 
and what benefits could be achieved by vehicle to grid and 
other services. These types of services could also further 
increase the economic justification of a potential PHEV 

purchase. Other important aspects to be analyzed are how 
PHEV use can help support renewable integration and the 
effects of increased electricity demand due to PHEV charging

on electricity prices.
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Abstract

Strategic planning for energy is an area that has required 

work for at least thirty years now. This follows the oil 

recession and inflation, and served to demonstrate how 
st , and 

still are, to disruptions in a consistent supply of this 

resource. The oil shocks provided a flavour of what is to 

come in the event of a permanent decline in non-

renewable resources

where and how much of the monetary revenue, which has 

been generated in both the private and the public sector 

from the exploitation of our non-renewable resource base 

to date, has been invested in preparing for when we no 

longer have it. Technical and economic tools, measures 

and initiatives have been researched, created, assessed, 

and some of them have been implemented. However, the 

challenges with respect to non-renewable resources

depletion and unsustainable patterns of production and 

consumption persist, which is an indication that strategic 

planning for energy has not been optimal. This paper 

aims at improving strategic planning for energy by 

suggesting that it should include a psychological 

component in order to complement the technical, 

economical and geopolitical elements, which are 

insufficient to understand and integrate the behavioural 

dimension of the changes required to reach a sustainable 

energy future. Little attention has been given to the 

psychological elements so far, which makes research on 

this subject not only original but also a useful 

complement to the existing literature.

Keywords: Strategic planning for energy; Energy 

security; Sustainability; Production and 

consumption patterns; Natural resources depletion.

Strategic planning for energy: What is at stake?

process of determining 

long-term goals and then identifying the best 

(InvestorWords, 2010). During strategic planning, 

the political, technical, economic and social 

elements of an activity are supposed to be carefully 

considered and to reflect driving forces in the 

environment, for example increasing competition 

and changing demographics 

(FreeManagementLibrary, 2010). For energy, 
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strategic planning implies long-term movements 

and safeguards for involved stakeholders and 

energy systems. In other words, strategic planning 

for energy should determine long-term goals for our 

energy future as well as the most relevant approach 

to reach them, given long-term energy projections, 

patterns of production and consumption, limited 

resources, growing population, and a fragile 

environment (Edmonds et al, 1985). Energy 

(Sokolov and Beatty, 2009).

The oil shocks during the 

resulted in economic depression and inflation, 
st

in a consistent supply of, and stable market prices 

for, natural resources (in this case, oil). Changes in 

the price of oil rippled through the economy and 

increased the cost of industrial and agricultural 

processes and production, ultimately reflecting in 

increased end prices of commodities. This resulted 

in a reduction in demand for consumer products and 

the preceding industrial output, which created rising 

unemployment, increases in personal debt, and 

reductions or constraints in consumer choice with 

respect to spending habits. In terms of strategic 

planning, this would have been an ideal opportunity 

to define new goals, to develop new approaches, 

and to implement restructuring measures, including:

Educational and communication reforms, 

i.e. preparing children for a future with 

limited fossil fuel resources and creating 

public awareness about what is coming 

and how it will influence decision with 

regard to ways of living;

Fiscal reform, i.e. implementing new taxes 

to internalise the external costs associated 

with burning fossil fuels, which in turn 

make investment in research and 

development (R&D) for renewable energy 

provision and their installation more 

economically favourable;

Infrastructural reforms, i.e. improving 

existing housing stock and the design of 

any new build homes for energy 

conservation purposes.

Measures like these would have helped

isolating ourselves from interruptions in supply and 

mitigating ourselves against the affects of a 

depleting non-renewable resource stock. They 

would have begun transforming our institutions and 

engaging us individually and collectively in society, 

at a time when the wound was fresh and the motive 

to take action at its greatest. However, these 

measures were not (or not efficiently) implemented, 

although warning signals and rational for the affect 
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of long-term dependence on fossil fuels were in 

abundance. For example, Jimmy Carter, U.S. 

president at the time, was vocal and conscientious 

(Carter, 1977)
1
. Similarly, Donella Meadows and 

the Club of Rome (1972) built on earlier work by 

Thomas Malthus and explained the effects of a 

rising population and limits to growth with respect 

to pollution, waste, resource depletion and 

industrialization. Furthermore, they explained how 

this ultimately undermines the make-up of the 

future sustainability (Meadows et al., 1972).

Today, population and economic growth, 

affluence, as well as limited resources and a fragile 

environment are all integrated dynamics. Growth of 

the population and rising living standards cannot 

continue without the wealth of natural resources we 

have enjoyed to date. These challenges were 

today, but they are more complex to solve as more 

people will be affected, and we have less time and 

resources available to organise ourselves, draw up a 

sound plan of work and take action in reducing our 

energy consumption, and providing ourselves with 

alternatives. The world population has increased to 

over six billion and, if left unrestrained, it is 

projected to exceed approximately 9 billion by 2080 

(UN, 2004). At the same time as the population has 

grown, human development (life expectancy, 

education, standards of living) has increased, 

009). However, 

the production and extraction rates of oil and 

natural gas, coal, and primary mineral ores are all 

exponential and cannot be sustained. We are 

currently presented with the problem of a declining 

natural resource base coupled with lack of investor 

confidence into alternatives, and economic market 

recession, which will only deteriorate if patterns of 

unsustainable production and consumption remain 

the same (Freidman, 2008).

It is clear that the challenges with 

increased commodity price rises, inflation, and their 

effects are beginning to appear again today. It is 

occurring much more slowly this time, because it is 

not due to deliberate interruptions in supply like in 

and global production, not only of oil, but also 

natural gas, coal, as well as many other mineral ores 

(IEA, 2008; Vernon, 2007). In addition, geopolitical 

challenges surrounding the distribution of 

remaining non-renewable resources persist and 

consume significant public resources.

In sum, strategic planning for energy 

appears to have been inefficient in preparing our 

energy future to the coming challenges. 

Consequently, the aim of this position paper is to 

discuss the way to improve strategic planning for 

energy, by suggesting that it includes a 

psychological component that complements the 

technical, economical and geopolitical elements, 

which are insufficient to understand and integrate 

the behavioural dimension of the changes required 

to reach a sustainable energy future.

The balance between technological measures and 

behavioural changes

The challenges with respect to strategic planning for 

energy involve practical, technical, political, social 

and economic forces, which are intimately linked. 

They were presented to us by the book The limits to 

growth (Meadows et al., 1972) and, during the 

flavour of what can happen when resources are 

constrained. Since then, some initiatives have been 

taken in order to prepare for our energy future, 

taking into account the prospect of limited non-

renewable energy supplies as well as climate 

change. Most of them have to do with sustainable 

technologies.

Denmark is now a world leader in energy 

conservation and combined heat and power systems 

(CHP).

of its electricity demand is supplied through 

distributed grids using natural gas and/or biomass 

(straw) as the raw material in CHP plants (Lund, 

2009). This model will be useful applying 

elsewhere; it can be tailored to meet electricity and 

heat demand, and even provide export revenue, as is 

the case with supply to Germany (Hammons, 2008). 

In Sweden, 18% of the energy is produced using 

CHP and biomass gasification, which not only 

provides electricity and heat, but also biofuel 

(Börjesson, 2010). Over forty countries currently 

employ CHP, which can also be employed and 

suffers high investment costs and is not seen as 

economically attractive (Keppo, 2006). This is due 

to perverse market distortions and the absence of 

taxes, which need applying to fossil fuels to account 

for environmental degradation and health costs 

associated with their use (Knutsson, 2006), and 

which could be invested in renewable energy.

The USA and China have recently taken 

the lead over Germany and Denmark in the 

production and implementation of wind power; 

lifecycle analysis of this technology demonstrates 

an energy use pay back of less than 2% of the life of 

the turbine or about 5 months (Mostafaeipour, 

2010). Wind turbine industry has grown 

of feed in tariffs, which are an economic tool 

introduced by Germany and go some way in 

balancing the under-priced fossil fuel alternatives 

(Sijm, 2002; Mitchell, 2006). 

Solar and photovoltaic systems have 

grown in popularity in the USA, Germany and 

Japan (Makrides, 2010). The lifecycle balance, or 
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payback on energy use and embedded C02 

emissions, is within approximately four years. This 

is expected to decrease as C02 emitted during 

production of units is expected to decrease over by 

40% in the next five years and may be particularly 

conditions (Varun, 2009).

Geothermal is a resource largely used by 

China, Sweden, the USA, Turkey and Iceland 

(Lund, 2007). There are over 72 countries utilizing 

the resource for producing electricity and space 

heating or cooling and it has experienced annual 

growth in more recent years, as countries have 

conducted the necessary groundwork to quantify 

their indigenous resources in preparation for rising 

fossil fuel prices and improving economic viability 

(Lund, 2000). Large-scale electricity generating 

projects suffer high capital costs for drilling and 

exploration. However, the economics will improve, 

as fossil fuel prices rise. In addition, geothermal can 

be coupled with CHP to improve efficiencies and 

economics (Lund, 2007).

Hydropower is employed all over the 

world and will probably outlast most currently 

known energy sources (Sternberg, 2010). Small 

systems can be connected to a distributed grid for 

domestic or community scale supply of which 

Turkey serves as a good example of a country 

presently liberalising its energy markets and 

attempting to increase the share of renewable, in 

particular hydropower and the use of distributed 

systems (Bakis, 2006). Once costs for transmission 

and environmental externalities are included in 

economic analysis, capital investment is offset by 

its long life and low running costs, and it becomes

economically competitive (Lise, 2009).

For transportation, a combination of 

biofuel and electric power is viewed as a way 

forward due to the positive lifecycle results, the 

wide range of feedstocks and processes, and its 

compatibility with existing infrastructure (see 

Demirbas, 1009; Agarwal, 2006; NREL, 1998; 

Lammert, 2009)
2
.

Despite investments in renewable energy, fossil 

fuels still have an 81% share in global energy 

supply, followed by 13% in renewable energy and 

6% in nuclear (IEA, 2008). In fact, non-renewable 

resources have been too inexpensive for too long a 

time and the privately or publicly generated revenue 

has been ill invested and/or what has been invested 

has not made a significant real world difference. As 

long as renewable energy is more expensive than 

fossil fuel, the population will choose the cheapest 

option (Sovacool, 2009; Friedman, 2008), as the 

whole life cycle is not easily taken into 

consideration by public (let alone private) economic 

ll 

require incentive measures, such as taxing 

enough to prevent demand from exceeding a 

(Alcott, 2009). Taxing non-renewable energy is the 

transparent, easier to calculate and cut across the 

price signals, which people will recognise and 

respond to. Indeed, pricing signals are very 

life and understanding their attitude towards this is 

likely to be the key towards efficient strategic 

planning.

In addition to technical solutions and 

incentive measures, complementary conservation 

initiatives have been devised and promoted, which 

further require changes in our way of life. For 

example, a change to a diet containing less meat 

will lead to an immediate reduction in energy use in 

the agricultural sector. Indeed, energy is currently 

used to produce fertilizers for growing animal feed 

crops (corn, grains and soybeans), operating 

machinery, transportation, processing and 

refrigeration of which these are only several of the 

stages during intensive agricultural and cattle 

operations (Vuuren et al, 2009; Marlow et al., 2009; 

McMichael et al, 2007)
3
. Reductions in private car 

ownership and the frequency of which motor cars 

are used, as well as car-pooling, will also 

immediately reduce energy consumption 

(Gasparatos, 2009). Local employment, recreation, 

purchasing habits and less urban sprawl are other 

ways to reduce energy consumption (Gasparatos, 

2009; Holm, 2009).

The trend of heavy reliance on energy 

derived from fossil fuels cannot continue due to 

physical/geological limits on reserves, as well as to 

geopolitical and environmental constraints on their 

production or use (Hallock, 2004). Eventually, 

production and consumption (and growth) will not 

be possible once we have exhausted this natural

resource base and reached capacity for polluting our 

environment (Krysiak, 2006); this can be expected 

to deteriorate (Friedman, 2008; Conway, 2010). 

Implementing measures to limit our dependence on 

fossil fuel energy will require more than technical 

solutions. Taxing non-renewable energy and 

promoting behavioural conservation measures will 

alternatives will probably not provide us with the 

excesses, which fossil fuels have to date, which is 

another reason why changing our behaviour is 

important. 

The psychological component of strategic 

planning for energy

Measures to improve how efficiently we 

use resources have been implemented on an 

ongoing basis, and are usually put into context with 
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reducing C02 emissions, energy security and 

meeting government targets (Barret et al, 2008). 

However, these measures have not succeeded in 

reducing energy consumption and the motives do 

not appear to have had much of an effect. In some 

cases, they even lead to increases (Holm, 2009; 

Brannlund et al., 2007). Improvements in efficiency 

been undermined by growth in population, increases 

in affluence or living standards and globalized 

trade. This trend has been evident since 1980 

(Khazzoom, 1980). It shows no sign of changing 

and it will likely continue if left unchecked 

(Brannlund et al, 2007). 

Energy conservation, renewable expansion 

and changes in production and consumption 

patterns have been prescribed in the literature and 

public policy discourse for a long while and it is 

prescribed in studies for future forecasts (Dti, 

2007). However, little has changed. In fact, very 

few people have immediate and pressing motives to 

undertake one or many of the initiatives aimed at 

reducing energy use, and therefore change their 

behaviour, habits, routines and way of life. Linden 

et al. (2006) state that policies to improve energy 

efficiency at home are designed top down, and 

seldom inspire long term reconsideration of 

that we achieve this, so as to avoid undermining 

progress and successfully obtain buy-in from the 

public. In other words, implementing reforms 

towards more sustainable energy future requires 

prompting behavioural changes. Therefore, in 

addition to considering whether we have the time, 

money, and natural resources for investing in the 

development, production, installation and 

construction of the necessary infrastructure and 

conservation initiatives for a different type of 

energy system, we must consider the psychological 

impact and what is required of people who will 

actually be obliged to live in these new systems.

In addition, research on this subject has 

shown the limitations of using traditional 

approaches to understand and unravel the complex 

interactions between the social reality and natural 

phenomena. We think that the explanation of the 

failure to solve the global energy crisis and to move 

towards more sustainable use of energy is also to be 

searched in the way research programmes are 

conceived and, in turn, serve as a basis for action 

and strategic planning. Critical and constructivist 

approaches have brought new elements to the 

understanding of the interactions between political, 

economic and social systems in relation to the 

environment. Political Ecology has particularly 

shown its usefulness in highlighting the politics 

behind environmental decision-making and in 

drawing attention to inequality issues (Bryant & 

Bailey). We think that psychological elements have 

to be integrated as well, to understand both the way 

the human/natural system is conceived and the 

adjustments people are ready to make. More works 

need to be done to complement research on these 

aspects (see notably Devine-Wright, 2006; Owens 

& Driffill, 2008).

What adjustment will the population need 

Will they receive help or support? What happens if 

they do not change? How long will it take them? 

These questions need exploring. Attempting to 

transition from a lifestyle, which the past two to 

three generations of people have become familiar 

with and used to, to one, which they have never 

experienced before and probably find difficult to 

imagine, is challenging. Unless it is done in a 

coordinated fashion by well-informed people with 

at least loosely planned schedule of work, conflict, 

resentment, fear and apprehension of the unknown 

may all serve to undermine any attempts at making 

a feasible plan and range of solutions. Change does 

not always happen easily and may not be very 

comfortable to begin with due to deeply engrained 

habits, and it is very important that any changes 

required be set in unambiguous context (Marechal, 

2010). The context in which change is set will 

i

affect different members of society in different 

ways, potentially marginalising poorer or weaker 

parts of society (Barrett et al, 2008). The burden 

may disproportionally fall upon certain groups 

(Carlsson-Kanyama, 2007). All of these elements 

will be important in determining individual and 

collective behaviours, adjustment of habits and 

approaches to change, and therefore, the result of 

the transition away from a fossil based energy 

system. 

This issue becomes ever more pressing 

when we consider that, in addition to changing 

quickest) aspire to live like this, while the 

development regime is modelled on the 

unsustainable practices of the North. Their way of 

life will also be required to change, which may be 

more difficult now that they have developed or are 

developing a taste for this way of life consumerism.

In conclusion, our position paper has 

shown that behavioural changes are required along 

with technical solutions if we want to prepare for a 

future with limited fossil fuel energy. Implementing 

behavioural changes reflects back into strategic 

planning for energy (notably R&D) and our 

institutions (for example education). Thus, to 

improve strategic planning for energy, we propose 

to include a psychological component along with 

the economic, technical and geopolitical ones. By 

doing so, strategic planners will be able to take 
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while drawing strategies and policies for our energy 

future. There is here, potential for a fruitful and 

exciting seam of research and we encourage 

researchers on energy issues, from any 

disciplines, to integrate psychological and 

behavioural elements into their framework of 

analysis.
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Endnotes

1 In 1956, M. King Hubbert, a geoscientist working at the 

Shell oil corporation, predicted that the US oil production 

peak would be in 1970 followed by a global oil production 

peak in 1995 (Hubbert, 1956). His first estimate was 

remarkably accurate and the second was only delayed by 

the oil crisis and Gulf war until 2005.
2 The use of these renewable energy sources may not be 

without negative impacts on the environment, though (Li, 

2005).
3 In fact, the intensity with which energy has been used 

has coincided with a rise in standards of living, which 

generally have diets containing more meat, and increases 

in population, and it is a trend that cannot continue. 

Alternative diets can provide the necessary daily calorific 

intake (Pimentel, 2010), and a transition from centralized 

monoculture practices and globalized trade, to 

decentralized operations and the re-integration of crop 

and livestock activities (FAO, 2006) will reduce overall 

energy consumption and the impact agriculture has in 

other areas.
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