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Foreword

Engineering activities are based on the development of new Knowledge (Scientia), new
'made things' (Techné), and/or new ways of working and doing (Praxis). Scientia,
Techné, and Praxis are three important dimensions of a comprehensive conception of
Engineering as a whole. Engineering, as Scientia, is mostly developed in academia; as
Techné, is practiced in industry generating technological innovations; and as Praxis, 1s
carried out in technical and non-technical organizations, supporting managerial activities
and technical procedures, via methodical and methodological design and implementation.
This is why Engineering provides one of the most solid academic and professional
substrata for bridging among universities, industries and governments.

Publications and conferences related to Engineering are usually oriented to one of its
three dimensions. While this is an adequate thing to do when disciplinary focus is sought,
it does not represent Engineering as a whole and it misses the very important synergic
relationships among the three kinds of engineering activities mentioned above. This is
why a group of scholars, professionals, and consultants, in the field of engineering,
considered the possibility of organizing a conference where presentations would not be
reduced to one specific Engineering dimension, but would foster the participation of
academics, practitioners, and managers in the three dimensions of Engineering, in the
same conference, so they can synergistically interact with each other. A consequence of
this purpose is the organization of The 4th International Multi-Conference on
Engineering and Technological Innovation: IMETI 2011, where submissions were
accepted for the presentation of:

¢ New knowledge (Engineering as scientia);

e New products and services, i.e. technological innovations (Engineering as
techné);

e New technical and managerial methods and methodologies (Engineering as
praxis);

¢ New meta-engineering (Engineering of Engineering activities) knowledge,
innovations, and methodologies.

The 8" International Conference on Cybernetics and Information Technologies, Systems
and Applications (CITSA 2011) and The 9™ International Conference on Computing,
Communications and Control Technologies (CCCT 2011) have been organized in the
context of IMETI 2011, because both are mainly oriented to Engineering and
Technology. Both of them are International Multi-Conferences organized with the
purpose of providing a communicational forum to researchers, engineers, practitioners,
developers, consultants, and end-users of computerized, communications, and/or control
systems and technologies in the private and the public sectors. This multi-disciplinary
forum provides the opportunity to share experience and knowledge by facilitating



discussions on current and future research and innovation. Participants can explore the
implications of relationships between new developments and their applications to
organizations and society at-large.

One of the primary objectives of CITSA 2011, CCCT 2011 and, in general, IMETI 2011
is to promote and encourage interdisciplinary cross-fertilization and knowledge
communication. They encourage systemic thinking and practice, including the analogical
thinking that characterizes the Systems Approach, which is, in most cases, the required
path to logical thinking, scientific hypothesis formulation, and new design and innovation
in engineering.

CITSA 2011 and CCCT 2011 are spin-offs from the International Conference on
Information Systems, Analysis and Synthesis (ISAS), and the World Multi-Conference
on Systemics, Cybernetics and Informatics (WMSCI) which are yearly events that have
been held in the last 17 years as a forum for Information Systems researchers,
practitioners, consultants, and users who have been interchanging ideas, research results,
and innovations in the area of Information Systems. Analytical as well as synthetical
thinking represent the conceptual and methodological infrastructures that support the
papers presented in ISAS conferences. Synthetical thinking supported papers in the
Information Systems area, as well as in its relationships (analogies, "epistemic things",
"technical synthetical objects", hybrid systems, cross-fertilization, etc.) with other areas.
The Organizing Committees of IMETI/CITSA/CCCT 2011 invited authors to submit
original works, analogy-based hypothesis, innovations, experience-based reflections and
concepts, specific problems requiring solutions, case studies, and position papers that
explore the relationships among the disciplines of computers, communications and
control, and the social and industrial applications within these fields.

On behalf of the Organizing Committee, I extend our heartfelt thanks to:

1. the 636 members of the three Program Committees from 63 countries;

2. the 402 additional reviewers, from 62 countries, for their double-blind peer
reviews;

3. the 277 reviewers, from 51 countries, for their efforts in making the non-blind
peer reviews. (Some reviewers supported both: non-blind and double-blind
reviewing for different submissions)

A total of 1431 reviews made by 679 reviewers (who made at least one review)
contributed to the quality achieved in IMETI 2011. This means an average of 6.75
reviews per submission (212 submissions were received). Each registered author could
get information about: 1) the average of the reviewers’ evaluations according to 8
criteria, and the average of a global evaluation of his/her submission;, and 2) the
comments and constructive feedback made by the reviewers, who recommended the
acceptance of his/her submission, so the author would be able to improve the final
version of the paper.



In the organizational process of IMETI 2011 (including CITSA 2011 and CCCT 2011,
EEEP 2011, EEET 2011, and OEPT 2011) about 212 papers/abstracts were submitted.
These pre-conference proceedings include about 88 papers, from 28 countries, that were
accepted for presentation. We extend our thanks to the invited sessions organizers for
collecting, reviewing, and selecting the papers that will be presented in their respective
sessions. The submissions were reviewed as carefully as time permitted; it is expected
that most of them will probably appear in a more polished and complete form in scientific
journals.

This information about IMETI 2011 is summarized in the following table, along with the
other collocated conferences:

# of ﬁr?;traveilzvgzs # of reviews Average of Average of # of papers subr:/:isosfions
Conference submissions least one made reviews per reviews per included in the included in the
received review reviewer submission proceedings pnl)Jcee dings
WMSCI 2011 391 1350 2461 1.82 6.29 193 49.36%
IMETI 2011 212 679 1431 2.11 6.75 88 41.51%
IMSCI 2011 276 856 2104 2.46 7.62 124 44.93%
CISCI 2011 388 973 2359 2.42 6.08 173 44.59%
TOTAL 1267 3858 8355 217 6.59 578 45.62%

We are also grateful to the co-editors of these proceedings for the hard work, energy, and
eagerness they displayed preparing their respective sessions. We express our intense
gratitude to Professor William Lesso for his wise and opportune tutoring, for his eternal
energy, integrity, and continuous support and advice as Honorary President of WMSCI
2011 and its collocated conferences, as well as for being a very caring old friend and
intellectual father to many of us. We also extend our gratitude to Professor Belkis
Sanchez, who brilliantly managed the organizing process. Special thanks to Dr. C. Dale
Zinn for chairing CCCT 2011 Program Committee (PC) and for co-chairing IMETI 2011
PC, to Professor Hsing-Wei Chu for co-chairing the IMETI 2011 PC and being General
Co-Chair of CCCT 2011; to Professor Michael Savoie for being Co-General Chair of
CCCT 2011 and CITSA 2011; to Professor José Ferrer for chairing th CITSA 2011
Organizing Committee; to professors Andrés Tremante and Belkis Sdnchez for co-
chairing the IMETI 2011 Organizing committee.

We also extend our gratitude to Drs., Louis H. Kauffman, Leonid Perlovsky, Stuart A.
Umpleby, Thomas Marlowe, Ranulph Glanville, Karl H. Miiller, Shigehiro Hashimoto,
T. Grandon Gill, Alec Yasinsac, Marta White Szabo, Jeremy Horne, Mario Norbis, Ham
Chan, Felix Soto-Toro, Susu Nousala, and Dipl.-Math Norbert Jastroch, for accepting to
address the audience of the General Joint Plenary Sessions with keynote conferences.

Many thanks to Professors Friedrich Welsch, Thierry Lefevre, José Vicente Carrasquero,
Angel Oropeza, and Freddy Malpica for chairing and supporting the organization of the




focus symposia and conferences in the context of, or collocated with, IMETI 2011. We
also wish to thank all the authors for the quality of their papers.

We extend our gratitude as well to Maria Sanchez, Juan Manuel Pineda, Leonisol
Callaos, Dalia Sanchez, Keyla Guedez, Nidimar Diaz, Marcela Bricefio, Cindi Padilla
Louis Barnes, Sean Barnes, Marisela Jiménez, Noraima Castellano, Abrahan Marin, and
Freddy Callaos for their knowledgeable effort in supporting the organizational process
producing the hard copy and CD versions of the proceedings, developing and maintaining
the software supporting the interactions of the authors with the reviewing process and the
Organizing Committee, as well as for their support in the help desk and in the
promotional process.

Professor Nagib C. Callaos,
IMETI 2011 General Chair
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ABSTRACT

This study presents an algorithm developed for the assessment
and updating estimates of the parameters in mathematical
models of device or system ageing process (that is characterized
by an increasing failure rate) with respect to prior information
and obtained observations (failure data). The proposed
algorithm is based on modified application of Bayesian
approach (BA). The paper presents some methods for
forecasting the remaining lifetime with respect to the allowed
risk margins using the obtained updated mathematical model of
increasing failure rate. The developed methodology is used for
the modeling of technical disturbances in energy security
analysis model [1].

Keywords: ageing, increasing failure rate, Bayesian approach.

1. INTRODUCTION

Security of energy supply has recently gained importance on the
policy agenda due to the growing dependence of industrialized
economies on energy consumption and the increased frequency
of supply disruption. Security of energy supply is a very
important field of national security in every country. It includes
mining, conversion and transportation of primary energy
sources, generation, distribution and supply of energy,
functioning of infrastructure, secure life of society from
technical, economical, socio-political and environmental point
of view. Energy security level [2] is measured by a system of
indicators. According to this system, the results of each scenario
simulation are transferred into numerical value of security level.
Security measure is integral and covers the most important
technical, economical, environmental and political criteria of
energy supply [2]. This research work is focused on assessing
the reliability of technical systems in face of ageing phenomena.

Reliability or efficiency of the system can change (i.e.
be decreasing) because of its ageing. The ageing of the system,
which could be understood as a general process in which the
characteristics of components, systems and structures
("devices") gradually change with time or use, eventually leads
to degradation of materials subjected to service conditions and
could cause a reduction in component and systems safety
margins. Usually some devices or systems can work safely for a
longer time than it is denoted in the technical specifications.
Moreover, the replacement of devices (or some separate parts)
is expensive, costly (in meaning of the time) or could be related

to certain risk. In engineering management it is important to
determine the maximum remaining lifetime with the allowed
risk level.

The process of system ageing can be defined by various
characteristics that depend on time (i.e. use, or other factors).
The paper analyzes the case when ageing process is
characterized by an increasing failure rate that depends on time.
For the solution of the discussed problems the following tasks
are going to be analyzed:

e  Estimation of the moment at which the ageing process
starts (or determining that ageing process has already
started).

e  Development of an algorithm for obtaining and
updating the estimates of parameters in the
mathematical models of ageing process with respect
to prior information and new observations.

e  Forecast of safety duration of the system operation
and the remaining lifetime. For instance,
determination of point and interval estimates of the
critical time moment in respect of the allowed critical
value of increasing failure rate.

In the paper, a scheme of modified application of Bayesian
approach (BA) that is suitable for updating random parameters
estimates in the mathematical model of non-stationary processes
as ageing is presented.

2. SYSTEM AGEING PROCESS
CHARACTERIZED BY INCREASING
FAILURE RATE

Device / system operation time can be divided into three parts
(Figure 1): burn-in period (when failure rate is decreasing);
period of useful life (characterized by constant failure rate); and
wear-out (or so called ageing) period (when failure rate is
increasing): at the time moment t, it starts, the critical value of
failure rate marked A, is reached at the time moment t,.

Burn-in period

Decreasing failure rate Ageing period
(wear-out period)
Increasing failure rate

Failure rate

Useful file (normal life)
Low "constant” failure rate

1
1
1
1
1
|

&

I
.
. L1
Time 0 o

Figure 1. The bathtub curve. Hypothetic failure rate versus time.
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It is evident that the dependability of the considered system /
device / software is decreasing in the third ageing period
because of more and more frequent failures. So it is important to
determine whether the ageing period has started for the
analyzed system / device; to develop a mathematical model for
the system / device ageing period that enables making point and
interval forecasts of the remaining lifetime of the device (i.e.
failure rate does not exceed the allowed critical value A, ).

The estimation of the moment at which the ageing process
starts

There are some tests for determining whether discrete events in
a process have a trend: Laplace test or so called centroid test
[6], inversion test [4, 8], two-cells test [3].

Failure rate trend updating

Assume that the system ageing process has already started, and
it is characterized by an increasing failure rate. Sometimes the
approximate failure rate dependence on time (or other factors)
for the particular groups of devices is known in advance.
However, prior information can lead to some uncertainties, thus
the parameters of this dependence are assumed as random
variables.

Lifetime distribution of the considering system is
selected according to the form of failure rate trend. Usually the
applied lifetime distributions are characterized by increasing
failure rate (i.e. “1”), or bath-tube (i.e. “U”) shape failure rate
function: Weibull, Birnbaum-Saunders (1); Generalized
Modified Weibull Exponentiated Weibull, Additive Weibull,
Modified Weibull, Modified Weibull Extension (1 and U), etc.

In reliability / dependability analysis of technical device,
technical systems, or even software, one of the most popular
distribution of failure data is Poisson distribution (with
parameter A). This distribution can be used in case of non-
constant failure rate: except that in Poisson model, parameter A
is replaced with A(t), i.e. function of time t, or any other that
depends on one (or more) factor(s). In this case it is defined as a
mathematically simple model of lifetime. Apart from that, the
trend curve of increasing failure rate could be any in respect of
the analyzed system or device.

The next step is to evaluate the parameters in lifetime
distribution. The maximum likelihood estimation (MLE) is
quite popular statistical method used for providing estimates for
the model parameters. The limitation of this method is that there
is no possibility to use prior information about random
parameters; its estimates are obtained using only statistical data.
If the distributions of the model parameters are known, they are
involved into the model through the law of total probability; in
this case the obtained model is complex, and it usage is quite
complicated.

The method that allows involving statistical data and
prior information about distributions and estimates of random
parameters is Bayesian approach; using this method the
obtained posterior distribution (parameters estimates as well)
could be updated by new available statistical data.

Modified application of Bayesian approach:
Commonly Bayesian approach is applied to update the
estimated parameters of stationary process when more statistical
information becomes available. In case of non-stationary
processes analysis, the available statistical data can not be used
to update the characteristics of the previous period, because it
represents the other state of the system. For analyzing non-
stationary process the required information is the following:

e distribution of statistical data;
e form of the trend of system dynamics describing
characteristic ¢ (as a function of some factors

Fy, ...,F, and parameters 6y, ..., 6s f(0y, ..., 65
Fy, ..., F), for example, it is exponential, polynomial,
linear, etc. The expected value of random non-
stationary characteristic ¢ satisfies the requirement

Ef: f(ela LR 051 Fla sees FI’) (1)

Note that parameters of distribution of statistical data /
observations are expressed in respect of eq. (1) must be
satisfied. BA is applied to update random unknown
parameters 6., ..., 6; of the function defined by eq. (1).

In respect of the uncertainty of prior information, the
measurement of noise and the parameters 6, ..., 6, of the
considered model could be assumed as random independent
variables with priori known distributions (otherwise non-
informative, for instance, uniform distribution can be used as
prior; note that their prior pdfs are pi(x), I =1, ..., s).

Assuming that the distribution of statistical data y;,
i=1,...,m, is also known, i.e. the likelihood function L(-)
satisfies egn (1), the posterior multidimensional density
function is obtained by the application of Bayesian formula for
this information

D0 s X | Vi Y1) = @)
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Ry Rgi=l
i=2,...,m, R, —range (set of all possible values) of parameter
o, I= 1,...,s.

Some complications arise in practical computation of
the integral that appears in the denominator of Bayes formula.
Some simplifications for this problem are possible (of instance,
using conjugated pairs of prior density function and likelihood
function = avoidance of numerical calculation of integral gives
convenient application of BA). Depending on the likelihood
function, some prior distributions can always lead to the
posterior distribution, which has the same functional form as the
prior distribution, for instance, Normal likelihood leads to the
conjugate posterior Normal distribution. This statistical property
is related to the so-called conjugate pair of prior distribution and
likelihood [5]. Using the conjugate pairs, the mean and variance
as well as other parameters can be easily estimated for the
posterior distribution. Using a conjugate pair of likelihood and
prior numerical errorless and convenient algorithms for
updating, the distributions can be developed [7].

Bayesian point estimate (expected value of posterior
distribution) of parameter 6, is

G = [ [ X0 @K X s X | Yoo ¥ )Xyl X, @)

R R Rg
i=2,...,n

The asymptotic of Bayesian point estimate: The main
criterion for evaluating the uncertainty of the Bayesian estimate
is the analysis of its variance. In general, it is difficult to
research it because the variance is expressed as an integral.
Only some cases of the convergence of Bayesian estimates are
presented (when conjugate pairs [3] are used). For instance, in
case of the prior Gamma pdf and Poisson likelihood, the
expected value and variance are

n n
bJer:yi b b+-z,1:yi E1
Einza—”z—a:n ,Varin:a—g:—( B =—T
n n a+n) a+n
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1
If EA, — const VarA, — 0; rate of convergence — — , here
n—o n—o n

n — amount of statistical data.

Note that in all cases of conjugate pairs, the variance of
Bayesian point estimate is decreasing with convergence rate not
lower than 1/n. The common convergence of Bayesian point
estimate, that is accuracy of updated estimate of random
parameter, is still an open problem (if in all cases the variance
of updated estimate is decreasing).

Bayesian interval estimate: In systems reliability
analysis, the estimates of model parameters are not always
sufficient: it is necessary to obtain their confidence intervals
(with a given confidence level) as well. It is necessary to
construct a modified asymmetric confidence interval, if the
beginning (or the ending) of this interval has a higher
importance for reliability analysis. For instance, asymmetric
interval is a useful interval estimate for A.. The definition of
this kind of interval is as follows:

Definition 1. Asymmetric confidence interval of the unknown
true value of @ for a given significance level « is credible

interval [X, X,] that satisfies these equalities
P(x<0<x)=1-«a,
P(@<x)=ca, P(@>X,)=@0-c)a, 0<c<1.

For instance, the asymmetric confidence interval of Normal
random variable (i.e. N(x, 0)) is
[1 = Ueoroy 0+ U - gq-0], here u. — quantile of standard Normall
distribution.
Performing the uncertainty analysis it is important to construct
the narrowest confidence interval of the considered random
parameter. For instance, if the random parameter is the moment
at which the system ageing starts, its formal definition may be
set as follows:
Definition 2. Credible interval of the unknown true value of 6,
for a given significance level a, is the narrowest confidence
interval [%y; X, + AX] :
X, =argmin Ax , when Ax is defined
X0
P(Xg<0<X+AX)=1-c.
Note. Credible interval posterior (obtained by BA) pdf is used
for the calculation.
Quite often complex calculations of the credible intervals limit
their applicability in practice (for instance, in real time decision
based algorithms that must be convenient, i.e. not requiring so
much time for performing the calculations.

Some aspects of BA application:

e Behavior of the model (for instance, linear or
exponential, etc.) does not change when applying BA.
BA updates just estimate the parameters in the chosen
model.

e BA allows updating the estimates of all parameters in
the model with a single new obtained observation.

e  This method does not demand to collect observations.
Information about the observation is incorporated into
the distributions of model random parameters through
the likelihood function.

Modified application of BA for NHPP (non-
homogenous Poisson process) data: Assume that device
failure number per time unit (marked as k) follows Poison
distribution with a time dependent parameter 1 = A(i, 6), i is
interpreted as time, and parameter € is random variable with
known pdf p(x). Then the posterior pdf is obtained using the
observations of the system failure data and Bayesian approach

JOREIOR
i=1

pP(X| Ky Kp) = (4)

o n . :
[ p@)-TTAGu)5e*“du
0 i=1

Case 1. Assume that the failure rate trend is linear, i.e.
A(i, ) = 6 -i, the conjugate prior pdf of random parameter 6 is
Gamma Ga(a, b). Posterior pdf is Gamma Ga(a,, b,) as well,

n
with parameters a, =a+1+2+..+n, b, =b+> k; . Bayesian
i=1
point estimate of random parameter 6
n
b+ k;
i=1

=— i 5
" a+l+2+..4n ©)
with variance
n
b+>k;
; ' (6)

Varg, =———————.
(@a+1+2+...4+n)

In case of n+1" observation k,.; the parameters of a new
posterior pdf could be easily recalculated a,.; = a, + (n + 1) and
b1 = by, + Kk, + 1 estimate of 9 as well.

Case 2 (numerical example). Assume that failure rate trend is
exponential, i.e. A(i,6,,6,)=6,e%", and prior pdf of random
parameter 6, is exponential with parameter 4. Bayesian point

estimate of random parameter 6, is (note: parameter 6, is
assumed to be known)

© x[u+zn:i-ki] .e,glznlex.i

[x-et i dx

0, = g " N
® x{,wzi«kij -6 e
fet = S =odx
0

, with variance

. R x[,u+ii-k,] ﬂglzn:ex'i
[(x=0y)% et * Je = dx
Varg,, =2 - -
. x{wZi»kiJ —@Zex'i
= Je = dx

[e

0
A numerical experiment was performed to illustrate the
convergence (see Figure 2) of Bayesian point estimate to true

value. Failure number k;, i = 1, ..., 12, in the i interval of time
is simulated by Poison distribution with parameter
[(i):elegz" (6, = 5, 6, = 0,2). The numerical experiment
parameter 6, is assumed as random variable (case 1: with a prior
non-informative distribution, i.e. its density function is constant;
case 2: with a prior informative distribution). For the case 2, an
exponential distribution with parameter 4 = 3 was chosen as a
prior known informative distribution.

An alternative method for the estimation of the parameter in the
model with known trend function is least square method.
According to the obtained results, the sum of errors squares of
BA (with non-informative prior distribution) is approximately
12% bigger than BA (with prior exponential distribution); the
sum of errors squares of LSM is approximately twice bigger
than BA (with prior exponential distribution). Obviously if a set
of observations is quite big, all methods give quite precise
estimates of the parameters. BA power, i.e. the combination of
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prior information and observations (likelihood as well) is the
case of just few observations (i.e. in the beginning).
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A— with exponential distribution as prior pdf (dash line)
+ — with non-informative prior pdf (solid line)
— — true value of parameter 6, = 0,2.

Figure 2. Bayesian point estimates of 6, (n=1, ..., 12).

Random parameter in the trend of failure rate is replaced with
the updated Bayesian point estimate (expected value). In the
future analysis, it could be used to develop a mathematical
method for the assessment of the moment at which the
increasing failure rate would exceed the allowed failure rate.

Forecast of the remaining lifetime in respect of increasing
failure rate

In the common case, an assumption is made that trend function
of increasing failure rate depends on s parameters

A=At,6,..,6,), )

critical value A, of increasing failure rate is defined (in
technical specifications or determined by experts) for analyzed
device or system; its corresponding time moment t. —
remaining lifetime.

This section analyses the problem of evaluating the remaining
lifetime of a device and proposes two algorithms.

. The expected value of the remaining lifetime t, can be
estimated solving the equation

Aer :i(tkrfélnl"" ésn) ) (8)

here ém — Bayesian point estimate of parameter 8, ,i =1, ..., s,
obtained by formula (3).
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Figure 3. Increasing failure rate in the period of ageing.

Failure rate

Time

I1. a) Failure rate A(t) (defined by (7) equation) is a function of
random variable(s) 6y, ..., 6, its probability density function
(pdf) is obtained using the posterior pdfs of 4, i =1, ..., s, and
transformation formulas (some cases are presented in Table 1).

Table 1. Probability density functions f(y | k; , ..., k,) of failure
rate A(t).
Expression of A(t) Random

Pdf of failure rate A(t)

(t—time) parameter (t—time)
1
At) = 6 0 f(y) =1 D(%)
At) = 0,e™" 11 (Iny
(note: 6, s % =5y Pl e
known) ! !

Note: p(-) = p(X, Ky , ..., kn) — posterior pdf of random parameter
defined by formula (4).

For the given fixed time moment t* the probability that the
increasing failure rate would not exceed the critical value A,
could be easily calculated

Aer
Py <A [t=t")= [ f(y[t=t")dy. ©)
0

I1. b) On other hand, it is relevant to evaluate the remaining
lifetime of the analyzed device or system with respect to the
allowed risk level expressed by the critical value of failure rate.
The mean value of the remaining lifetime is not precise enough.
In fact, the lifetime t, is a function of random variable(s) 6, ...,
6; defined by equation (implicit form)

Ao = ﬂ“(tcrvglv---v Hs) . (10)

Pdf of t., is obtained using the posterior pdfs of 6, i = 1, ..., s,
and transformation formulas (some cases are presented in Table
2).

Table 2. Probability density functions g(z | k; , ..., ky) of the
remaining lifetime t,.

Trend Lifetime t., as
function function of S
(1) random Pdf of remaining lifetime t.,
(t—time) variable
At) =06t 1
random tor =—= 9(z) = %’ p[&j
o z z

parameter 9
Alt) = 6%

random Ay |1 g(z):mﬁipm&i

to =In =5 |— 6, |22 6, )z

parameter 6, “cr 1)z 1
(note: 6, i i a)e

note: 6, is

known)

Note: p(-) = p(x, k¢ , ..., ky) — posterior pdf of random parameter
defined by formula (4).

Pdf g(z) that contains information about the observations and
prior distributions of random parameters gives point and
interval estimates of lifetime t,. In the point of interval
estimate, the construction of asymmetric (with more attention
given to the beginning, see Figure 3) or credible interval has
more advantages than classical confidence interval with equal-
tails. For instance, credible interval is the shortest of all
confidence intervals and contains more probable value of the
remaining lifetime.

3. RESULTS AND CONCLUSIONS

The algorithm for the estimation of the time moment, at which
the ageing process of device or system starts, was developed (it
was based on testing of parametric hypothesis with respect to
failure data).
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The paper presented the algorithm for obtaining (and updating)
the estimates of random parameters in the mathematical models
of characteristics that describe system, device or substance
ageing: the behavior (trend function dependent on some factors
and parameter(s)) of the analyzed characteristics is priory prior
known. The proposed algorithm is based on the modified
application of Bayesian approach. In the paper, the illustration
of the developed algorithm applicability was presented by a
numerical experiment: in case when ageing process is
characterized by an increasing failure rate with prior known
trend; the convergence of Bayesian point estimate of the
parameter of failure rate trend function was demonstrated; the
obtained results were compared with the ones calculated using
least squares method (LSM): the sum of errors squares of LSM
was approximately twice bigger than the sum of errors squares
of BA.

The algorithms for the assessment point and interval estimates
of the device or system remaining lifetime (i.e. forecast of
safety duration of the device or system operation) were
presented in case when the allowed risk level was determined
using critical value of increasing failure rate.

The developed methodology is used for technical disturbances
modeling in energy security analysis model.
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DNA separation by size is required for a wide
variety of applications including DNA sequencing,
genotyping, mutation analysis, STR forensic analysis,
and diagnosis of disease. Separation is usually achieved
by electrophoretic transport of charged biomolecules
through a sieving media such as gel', polymer solution™”,
or microfabricated sieves®. Since separation effectiveness
of sieving media based techniques is determined by the
size of the sieve relative to the size of the DNA
fragments to be sorted, sieving media based techniques
are generally effective in a limited range of DNA sizes.
Therefore, it is necessary to prepare separate sieving
matrices for each DNA size range of interest.

Recently, it was experimentally demonstrated that
DNA molecules can be separated by size by
electrophoretic  transport across a planar or a
nanopatterned substrate®®’. This approach is different
from other commonly employed approaches in that it
does not utilize a sieving medium but rather relies on
frictional interactions of the DNA molecules with the
surface. As a consequence, it does not have the
constraints of sieving media based techniques and can be
applied for simultaneous separation of DNA fragments
ranging in size from hundreds of basepairs to several
megabase pairs.

DNA separation mechanisms on surfaces are not
fully understood. While the power law behavior of the
DNA mobility with the DNA size has been
experimentally demonstrated, understanding the cause of
this behavior remained an intriguing and unsolved
problem. We present a bead-spring model utilizing a
minimal set of parameters that provides insight into the
mechanisms of DNA separation on surfaces®. Our results
elucidate the experimentally observed power law trend of

the DNA mobility with the DNA size N (4~ N “):.

Previous attempts to explain DNA dynamics on the
surface assumed that separation is caused by different
degrees of adsorption of short and long DNA fragments.
In our model we assumed that DNA fragments have the
same degrees of adsorption regardless of their sizes and
separation results due to excitation of propagating wave
modes®.

Our simulations show that for electric fields just
slightly exceeding the minimal field required to start
motion, the DNA mobility is approximately inversely
proportional to its size (the scaling exponent a is very
close to 1). For larger values of the electric field, the
DNA mobility scales as N* with 0 < ¢ < 1. In addition,
the mobility trend shows an oscillatory behavior. At large
values of the electric field, the DNA mobility becomes
size independent (0=0).
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ABSTRACT

Nowadays, the quality and food safety assurance is
a prerequisite from which we cannot escape. Many
documents in matters of food law and recent facts,
like several scandals, confirm this.

For this purposes, the implementation of evolved
and low-cost tracing and tracking systems based
on micro-electronic and miniaturized devices,
wich are able to identify the food products, to
track the travelled routes and to oversee their
preservation conditions, could be proposed.

In this context, the aim of this paper is to
investigate the possibility to improve food quality
and safety, focusing on the study and the
application of a smart label equipped with
innovative sensors, hardware and software, useful
for the measurement and the control of
environmental parameters for the shelf-life of
foodstuffs and for their identification by the radio
frequency technology (active RFId).

The laboratory experiments, with test of the
proposed microsystem on measuring temperature
and light intensity with the accuracy of 0.5 °C and
6 W/m” respectively, confirm how this integrated
multi-sensor technology can be considered for the
improvement of food quality and safety. The
experimental models suggest the storage and
transmission possibility of such data in case of
need, by the use of the proposed smart RFId label.
Actually, tests on ham and bread products are in
progress, and preliminary results gave the positive
opinion that there are possibilities of improvement
and the study of the productive chains.

Keywords: RFID, smart label, food quality, food
safety, traceability.

1. INTRODUCTION

Today, as underlined by the last scandals and
facts, the food safety assurance, considered as “the
prevention of illnesses resulting from the
consumption of contaminated food” [1] is a
prerequisite from which we cannot escape. In
confirmation of this, there are several documents
in matters of food law, since the European
legislation: first of all the “Food Safety White
Book” [2], then the European Commission
Regulation 178/2002 [3] about food safety, which
instituted the European Food Safety Authority
(EFSA), then the European set of laws about
hygiene of 2004 (Regulation CE n. 852, 853, 854,
882/2004 and Directive CE 2002/99), and finally
the voluntary ISO 22000:2005 concerning food
safety management systems [4, 5-8].

The importance of this topic is widespread in all
the world. In the USA the Food and Drug
Administration (FDA) has recently developed a
comprehensive Food Protection Plan and a set of
food safety laws to address the changes in food
sources, production, and consumption [9]. Many
are the studies of food safety assurance systems in
regions like China [10], Australia and New
Zealand [11]. These kinds of studies are extended
also on many developing countries [12-13].
Nevertheless, despite the several mandatory and
voluntary measures for food safety, some
difficulties still exist in realizing such efforts, as,
for example, the lack of a common language able
to allow the diffusion and sharing of information
at all the levels of the food chain.

This situation leads up the operators to the choice
from several useful systems to track the product in
the internal process. Sometimes these systems are
not each-other fully compatible.

A smart identification system, should also be a
helpful instrument for prevention toward the food
hazards, because it allows to make focused recalls,
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with the goal to fix the issue just on the suspected
items [14].

Compared with a massive recall, the possibility to
have a right definition of the batches brings some
advantages, like a save of time, energy and
resources that mean a lower economic impact and
a higher probability to realize an effective recall.
In recent years, consumers have been frequently
exposed to food alerts (from adulterations and
sophistications to contamination of pesticides and
dioxin, till the recent danger of the Escherichia
Coli case in Germany) that could have had a more
reduced impact, if Tracking and Tracing (T&T)
and safety tools had worked more effectively [9].
During the development of the investigation,
concerning quality and safety control, hardware
instruments and innovative applications were
evaluated (e.g. RFID - Radio Frequency
Identification — tags over integrated multi-sensory
data). These will be able to get and record
information related to environmental parameters,
such as for example time, temperature and
humidity of the packaged atmosphere, useful to
control the chemical composition changes that
influence the hygienic, nutritional and sensory
characteristics of foodstuffs.

Literature shows the importance of Innovative
hardware tools for the improving of food quality
and safety [15-18].

Among this tools, RFID (Radio Frequency
Identification) are transponders able to recognize
in the distance objects, animals and people by the
use of radio waves. In recent years, this mature
technology has received significant coverage,
mainly because of the considerable use of this
technology made by private companies such as
Wal-Mart (USA), Tesco (UK), by the Department
of Defence (USA) and proposed by the Food and
Drug Administration (FDA) [19].

In the literature, many potential benefits from the
utilization of RFID tags are described [20].

Among the tools that promise to help food safety
and quality, we can find the “active” and
“intelligent” packaging. The active packaging is
defined by The European Parliament and The
Council of the European Union, [21-22] as
packaging that “deliberately incorporate ‘active’
components intended to be released into the food
or to absorb substances from the food” and
changes the condition of the packed food to extend
shelf-life or to improve safety or sensory
properties, while maintaining the quality of
packaged food. Examples of active packaging are
the O, scavengers, the humidity or SO, emitters,
the ethylene or CO, scavengers and emitters and
the films with antimicrobial activity [23]. Instead,
intelligent packaging has been defined as “articles
are designed to monitor the condition of the food”,

as stated by Kerry et al. [23], “packaging systems
which monitor the condition of packaged foods to
give information about their quality during
transport and storage”. In this category are
included the Time Temperature Indicators (TTI),
the indicators of oxygen, the CO, indicators and
the microbial growth indicators [23].

TTIs are presented as labels on the food
packaging. They are easy to understand by the
consumer and have a large use for packaging of
fresh milk, frozen fish, meat and seafood [24].
Nevertheless, nanotechnology is the science
dealing with particles of size from 1 to 100 nm. It
is an interesting approach that in recent times is
having a strong development and attention. These
containers are more resistant to tears and shocks,
or more impermeable against gases, such as water
vapour, or oxygen and UV radiation [25].
Literature shows that, in the area of food safety,
with particular need for T&T, the interviewed
actors are current and prove susceptible to RFID
technology. In some cases the actors are already
studying applications of this technology on food
production [26].

Another significant aspect is the ability to transfer
to the consumer the benefits above mentioned,
because customers are able to associate with
relative ease using sensors / tags to a guarantee of
safety and better quality of the marketed product
[18,28].

2. OBJECTIVES

In the actual context, characterized by a high
attention on food quality and safety [29], it is
interesting to explore the applicability of the above
presented innovative technologies for the food
safety and quality. There is a greater sensitivity
toward the innovative sensors able to track quality
indices of the shelf life such as temperature, pH,
humidity inside the packaging, and, for particular
preparations such as intermediate humidity bakery
packed products (snacks), even the ethanol
concentration in the atmosphere inside the
package.

In fact, the implementation of microelectronic
systems for tracing food products through low-cost
miniaturized devices is quite important. These
devices shall be able to identify the product, track
its path along the complete food distribution chain,
and monitor the environmental conditions to
which the product is subject over time, in order to
verify that the preservation prescriptions are
respected, for example, to define a dynamic
expiration date and avoid the distribution of
degraded products [29-30].

In this context, the first step toward the
implementation of the smart label is an integrated
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micro-system which includes sensors and very low
power circuits (sensor interface circuits and A/D
converter). Humidity, temperature and light
intensity represent the most interesting quantities
to qualify the preservation environment of food
products, as well as those that realistically can be
measured with a low-cost and low power
integrated circuit [31].

The goal of this study was to investigate the
possibility to improve food quality and safety,
focusing on the study and the application of a
smart label equipped with innovative sensors,
hardware and software, useful for the
measurement and the control of environmental
parameters for the shelf-life of foodstuffs and for
their identification by the radio frequency
technology (active RFId).

With this aim, laboratory tests were carried out, in
order to analyze the hardware and software
technology useful for this project. The results of
these activities are here reported.

3. RESULTS

The fabricated chip, whose microphotograph is
shown in Fig. 1, occupies an area equal to 4 mm’
including I/O pads.

Sens Humidity Cap
(with polymide)

Temperature Sensor \
v |

Light Sensor

Ref Humidity Cap
(passivated)

Fig.1: Microphotograph of the developed integrated device.

The humidity sensor is realized using an
interdigitated capacitor coated with polyimide,
whose dielectric permittivity changes with the
relative humidity (RH) [32-33]. The light intensity
sensor consists of an integrated reverse-biased
photodiode, which delivers a current proportional
to the incident light intensity.
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Fig.2: Block diagram of the presented smart label system
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Range, resolution -1°C+75°C,0.2°C

Maximum current consumption 30 A

Light intensitv sensor

Range, resolution 1000 W-+m?, 2 W=m?

Maximum current consumption 30 uA
A/D converter
Input range peak-peak differential 1V
Resolution 10 bits
Maximum current consumption 20 nA
RFID transceiver
Operating frequency 13.56 MHz
Standard ISO 15693
Maximum current consumption 150 uA
Rectifving antenna
Output voltage, current @ recharging 3.3V.100 uA
Output voltage, current @ transmission 1.8 V. 150 nA
Power management
Regulated output voltage 1.8V
Output current 200 nA

Tab. 1: Specifications of the proposed smart label

In tab. 1 the specifications of the smart label are
reported. The large temperature range resolution
(-1 = 75 °C) allows the device to be suitable for
measurement of different food productions. Other
specifications are in previous work of the same
authors [29].

The light intensity is a critical parameter for the
preservation of foods sensible to oxidation, like fats
or oil containing foods, or for foods that after
exposure of light can rise to off-flavours, for
example beers or wines.

Each of the three considered sensors (humidity,

temperature, and light intensity) is connected to its

specific interface circuit, which delivers a voltage

output suitable for A/D conversion. One single

A/D converter is used for all the sensors, which

are therefore read-out sequentially, through a

multiplexer. When a specific sensor is not used, it

is switched-off in order to reduce the power

consumption. The A/D converter is also powered

down when idle. The frequency of the

measurements and, hence, the average power

consumption can be customized at system level,

depending on the specific use of the device.

Finally, Fig. 3 and Fig. 4 show the measurement

results of the response of the complete acquisition

chain in controlled environment to temperature

and light intensity respectively. We obtained better
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than 0.5 °C accuracy in the [-1 °C, +75 °C]
temperature range and better than 6 W/m® in the [5
W/m’, 320 W/m’] light intensity interval.
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Fig. 3: Temperature sensor read-out response (bold) and
linearity error curve (regular) in controlled environment.

In table 3 the Temperature sensor read-out
response (bold) and linearity error curve (regular)
in controlled environment are reported. The
temperature sensor, exploits the difference
between the base emitter voltages of two bipolar
transistors with different emitter areas, to produce
a voltage proportional to the absolute temperature
[34].
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Fig. 4: Light intensity sensor read-out response (bold) and
linearity error curve (regular) in controlled environment.

The light intensity sensor consists of an integrated
reverse-biased photodiode, which delivers a
current proportional to the incident light intensity.

4. CONCLUSIONS

In this study the possibility to improve food
quality and safety, focusing on the study of a smart
label equipped with innovative sensors, hardware
and software has been investigated. Such smart
label is, useful for the measurement and the
control of environmental parameters for the shelf-
life of foodstuffs and for their identification by the
radio frequency technology (active RFId).

At the actual state of development of the device,
temperature, and light intensity responses were
tested, with results that confirm the aptitude of
the sensors to the realization of a smart label. The
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results of the preliminary tests on food (data not
reported) and the results above described, are
encouraging for the next activities, that will regard
the test of the humidity sensor and relative
application of the sensors on food products.
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Low-frequency magnetostrictive inertial actuator
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ABSTRACT

The present paper presents the design of an innovative
low-frequency magnetostriuctive inertial actuator that is
able to multiply by almost a factor of 10 the amplitude
of striction-elongation amplitude of the magnetostrictive
bar, thus leading to an increase in the generated force am-
plitude, and to obtain a working frequency from 30Hz up,
i.e. well below the working frequencies of traditional mag-
netostrictive inertial actuators. Moreover, the design has
been optimized through an analitical model and a finite
element model taking into account all design parameters.
The optimised low-frequency magnetostriuctive inertial ac-
tuator has then be produced and its frequency response
compared to that of a traditional magnetostrictive actuator
made up of the same components (except for the support-
ing structure).

1. INTRODUCTION

Magnetostrictive inertial actuators are able to effectively
generate an actuation force only above their first eigen-
frequency that is determined by the inertial mass and the
stiffness along the actuation direction ( [1]). In traditional
magnetostrictive actuators the inertial mass is directly con-
nected to the actuator foot through the bar of magnetostric-
tive material (plus a rigid spring that is required for ap-
plying the necessary mechanical pre-load to the magne-
tostrictive bar, [2]). Thus, the stiffness along the actua-
tion direction is strictly related to Young’s modulus of the
magnetostrictive material. To obtain low-frequency actu-
ators one could therefore either increase the inertial mass
(e.g. by adding more weight on top of the actuator) or de-
crease the cross-section of the magnetostrictive bar (thus
reducing its axial stiffness). There is however a limit to
the increase in inertial mass and/or decrease in the bar’s
cross-section imposed by Euler’s critical load (buckling of
the magnetostrictive bar) and by the frailty of the actua-
tor (magnetostrictive materials usually have a fragile be-
haviour, [3]). This leads to traditional magnetostrictive
actuators that have their first eigenfrequency well above
100Hz ( [4]).

To obtain a low-frequency magnetostrictive inertial ac-
tuator (with the first eigenfrequency below 100Hz) it is
necessary to re-design the actuator in order to decouple the
stiffness along the actuation direction from Young’s mod-
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ulus of the magnetostrictive material. In the present pa-
per an innovative design of the magnetostrictive actuator
is proposed that uses the same components of traditional
magnetostrictive actuators but with a different layout: the
magnetostrictive bar is mounted orthogonally with respect
to the direction of actuation and is connected to the inertial
mass through a special deformable structure having low
stiffness along the direction of actuation. This innovative
configuration allows to improve two performances:

- the up and down motion of the inertial mass is not
equal to the amplitude of striction-elongation (about
1% of the length of the magnetostrictive bar) but can
be multiplied by almost a factor of 10 thus leading
to an increase in the force amplitude that the inertial
actuator is able to generate (at equal inertial mass);

- the eigenfrequency of the actuator is determined by
the deformability of the supporting structure and not
to the axial stiffness of the magnetostrictive bar thus
allowing to reduce the working frequency from about
30Hz on (i.e. significantly extending the bandwidth
of the inertial actuator towards low frequencies).

Moreover, the proposed configuration allows to greatly
reduce the overall height of the actuator thus allowing to
mount it even in narrow cavities.

The design of the low-frequency magnetostrictive in-
ertial actuator has been optimized both through analyt-
ical models and through finite element models in order
to achieve the best compromise between force amplitude,
bandwidth, stresses in the supporting structure, height and
complexity of the assembly/final cost of the device. The
comparison between the developed models (simple ana-
lytical and finite element ones) shows that the analytical
model is able to correctly estimate the motion amplifi-
cation of the innovative device while the finite element
model is required for correctly assessing to increase in
bandwidth and for determining the stresses the supporting
structure will be subjected to. Optimization parameters
are all the design parameters of the supporting structure,
i.e. its lengths, widths, radii, points of connection to the
inertial mass and to the magnetostrictive bar, etc. Also the
material of the supporting structure has been considered
in this optimization phase although, at the end, the most
bounding requirement was that of the cost of the material
of the supporting structure.
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Once optimized, the low-frequency magnetostrictive
inertial actuator has been produced (the supporting struc-
ture has been obtained through water-jet technology, and
its performances compared to those of a traditional mag-
netostrictive inertial actuator made up of the same compo-
nents (except for the supporting structure) and having the
same inertial mass ( [5]). This comparison has shown to
correctness of the design approach and that, through the
addition of just the deformable structure, performance in-
dexes are greatly improved.

2. DESIGN

As already observed, magnetostrictive inertial actuators
are not able to generate a significant force below their
first (axial) eigenfrequency ( [1]) and this eigenfrequency
is well abobe 100Hz due to the fact that their stiffness is
associated to the magnetostrictive bar:

[ks | A
YN TV S Lm M

m being the inertial mass fixed on top of the magnetostric-
tive bar and k, being its axial stiffness equal to A/sL
(where A = 9mm? is the cross-section area of the mag-
netostrictive bar, s = 3.3 + 107! m? /N its mechanical
compliance when a constant magnetic field is applied and
L its length). Figurel shows the eigenfrequency of the
magnetostrictive inertial actuator evaluated through equa-
tion 1 as a function of the suspended mass and the length
of the magnetostrictive bar. It can be seen that, to obtain a
magnetostrictive inertial actuator working at low frequen-
cies, a very slender bar with high suspended mass is nec-
essary. However, such configuration is impossible to ob-
tain practically due to the reaching of Euler’s critical load
(buckling of the magnetostrictive bar).
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Figure 1: Eigenfrequency of a magnetostrictive inertial
actuator as a function of the suspended mass m and bar
length L (A=9mm?).
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In order to develop a low-frequency magnetostrictive
inertial actuator, it is therefore necessary to design a mech-
anism that is able to decouple the stiffness of the actuator
from the stiffness of the axial magnetostrictive bar and, if
possible, to amplify the deformations of the bar that are
usually about 1% of the bar length itself. The power bal-
ance of suche decoupled magnetostrictive inertial actuator
sounds:

mij -+ kex - i =0 )

where z is the elongation of the terfenol-D bar and y is the
displacemnt of the inertial mass. The transmission ratio is
equal to the ration between the output speed, i.e. ¢, and
the the input speed, i.e. &:
r=12 3
z

Substituting the definition of 7 in equation 2 we get:

mi-it?+kr-2=0 4)

and thus the eigenfrequency of the system becomes:

“r2= 2 )

It is therefore clear that, by conveniently designing the
support structure of the magnetostrictive bar, the eigenfre-
quency of the actuator can be reduced by a factor equal to
the transmission ratio 7.

The proposed mechanism exploits a double motion am-
plification as schematically shown in figure 2: both the
lever mechanism and elastic deformation of the arc/ cross-
bow cooperate to amplify the deformation of the magne-
tostrictive bar.

Figure 2: Kinematic scheme of the motion amplification
mechanism
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3. OPTIMIZATION

In order to design a low-frequency magnetostrictive iner-
tial actuator that is able to maximise the transmission ra-
tio 7 as well as the force transmitted tio the inertial mass
keeping the stresses of the supporting structure as low as
possible, thus guaranteeing an infinite fatigue life, several
different configurations were taken into account. Figure 3
shows the main configurations considered.

o]

Figure 3: Main configurations considered for the low-
frequency magnetostrictive inertial actuator

For each considered configuration, the lever effect, the

generated force, the eigenfrequency and the maximum stres-
ses in the supporting structure have been deteremined. From

a preliminary analysis, it has been found that the most
promising, as well as the easiest one to produce, config-
uration is the last one shown in figure 3. The parameter
optimization procedure has therefore been applied to this
last configuration.

At first, a simple kinematic model has been adopted
for the optimization procedure to limit the parameter space
taking into account just the lever effect. Then, a detailed fi-
nite element model has been adopted in order to maximise
not only the lever effect but also the generated force as
well as to minimize the eigenfrequency and the maximum
stresses in the supporting structure.

Analytical Model

In figure 4 the undeformed kinematic model adopted is
shown while in figure ?? the deformed kinematic model
adopted is siplayed.

The boundary conditions of the analytical model are
the following:

15

Figure 4: Undeformed
configuration of the an-
alytical kinematic model
adopted

Figure 5: Deformed con-
figuration of the ana-
lytical kinematic model
adopted

e the maximum dimensions of the support structure
(H e m) are fixed,

o the point of application of the displacemnet imposed
by the magnetostrictive bar (1) is fixed,

o the amplitude of half the elonfation of the magne-
tostrictive bar (z) is imposed,

e the length of the arc of the crossbow remains con-
stant (R = R'a’)

The equations that govern the kinematics of the analyt-
ical model are the following:

a:asin(

L=H-R(1-cosa)

n = Lsin () (6)

m+n= R sina
e=R'(1—cosa’)
y=H—Lcos(f8)—e

The reference configuration of the supporting structure
is characterized by a height H = 15mm, by a width 2m =
30mm and by a point of application of the displacemnet
imposed by the magnetostrictive bar [ = 3mm from the
basis.

The model results are shown in figure 7. As can be
clearly seen, the crossbow lever effect (equal to the trans-
mission ratio 7) significantly varies as a function of the
crossbow curvature radius and reaches a maximum value
of 7.4 for a curvature radius equal to 39.2mm.

Also the effect of other parameters has on the lever
effect has been investigated. Figure ?? shows the influ-
ence of the width m of the crossbow: at increasing width,
higher lever effects are reached but for greater crossbow
curvature radii (with 2m = 40mm the lever effect be-
comes equal to 8.3 for a curvature radius equal to 60.9mm).



Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation (IMETI 2011)

Allungamento imposto del magnetostrittivo pari a 0.2

Ind
N o

Spostamento verticale [mm]
o

l i
I I
I I
I I
I .
| |
I I | I I
20 40 60 80 100 120 140 160 180 200
Raggio di curvatura [mm]

Figure 6: Vertical displacement y as a function of the
crossbow curvature radius

Reducing the distance between the hinge and the point
of application of the imposed displacement [ (figure 9) a
significant increase in the lever effect for slightly greater
curvature radii is obtained (with [ = 2mm the lever ef-
fect reaches a value of 9.5 for a curvature radius equal to
52.2mm). Figure 8, instead, shows how the increase in
the height H of the crossbow determines a significant in-
crease in the lever effect (with only a slight increase in the
crossbow curvature radii): for H = 20mm the lever ratio
becomes 9.2 while the curvature radius becomes equal to
53.0mm (for a distance between the hinge and the point of
application of the imposed displacement [ = 4mm,).

Finite Element Model

The optimization of the geometry of the spproting struc-
ture as thus been carried out using a detailed finite ele-
ment model that allows to predict not only the lever ef-
fect but also the reaction forces, the eignefrequency of the
structure as well as the stresses inside the structure. The
developed finite element model of the structure has the fol-
lowing characteristics:

e approx. 7000 linear 8-node brick elements (charac-
teristcis dimensions of the mesh equal to 0.5mm),

e approx. 25000 degrees of freedom,

e lower surface bounded to the ground,

e inertial mass equal to 0.3kg,

e imposed deformation fo the magnetostrictive bar and

e linear elastic material for the supproting structure
(p = 7800kg/m3, E = 210000M Pa, v = 0.3).

Figures 10, 11 and 12 show, respectively, the vertical
displacement y of the inertial mass (in mm) for an elenga-

16

Allungamento imposto del magnetostrittivo pari a 0.2 Allungamento imposto del magnelostitiv pari a 0.2

[+ ]

L \Y

;

—

|

|

Spostamento verticale [mm]

Spostamento verticale (mm]

/

a 100 120 140 160 180 200
Raggio di cunatura [mm]

120 140 160 180
Raggio di cunvatura [mm]

Figure 8: Vertical dis-
placement y as a func-
tion of the crossbow cur-
vature radius. Effect of
the crossbow height H

Figure 7: Vertical dis-
placement y as a func-
tion of the crossbow cur-
vature radius. Effect of
the crossbow width m
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Figure 9: Vertical displacement y as a function of the
crossbow curvature radius. Effect of the distance be-
tween the hinge and the point of application of the im-
posed displacement [ (H = 15mm, m = 20mm,
[ =2mm)

tion of the magnetostrictive bar x equal to 0.4mm, the iner-
tia force generated by the magnetostrictive actuator (in N)
for the same elongation of the magnestostrictive bar con-
sidered before and the first (vertical) eigenfrequency of the
actuator (in Hz) as a function of the crossbow curvature
radius and width. Comparing the vertical displacement
y obtained from the analytical model and the one deter-
mined through the finite element model, a good agreement
can be found. Moreover, for a curvature radius of 50mm
and a crossbow width of 0.3mm the maximum lever effect
is reached. The force generated by the magnetostrictive
actuator, instead, does not significantly vary in the param-
eter range considered (it varies from 370N a 420N) and
increases at increasing crossbow width and curvature ra-
dius. Finally, the eigenfrequency decreases with the cross-
bow width and increases with the curvature radius. For the
configuration that maximizes the lever ratio,the eigenfre-
quency is lower than 60Hz. It has therefore been decided
to adopt the configuration that maximizes the lever ratio.



Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation (IMETI 2011)

Spessore [mm]

80
Curvatura [mm]

Figure 10: Vertical displacement y of the inertial mass (in
mm) for an elengation of the magnetostrictive bar x equal
to 0.4mm as a function of the curvature radius and corss-
bow width
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Figure 11: Inertia force generated by the magnetostrictive
actuator (in N) for an elengation of the magnetostrictive
bar x equal to 0.4mm as a function of the curvature radius
and corssbow width

4. PRODUCTION

Figure 13 shows the section of the 3D model of the low-
frequency magnetostrictive inertial actuator prototype. The
central part is the magnetostrictive bar and at its esxtrem-
ities two Neodymius-Iron-Boron magnet discs are places.
The supporting structure also supports the windings that
generate the magnetic field inside the magnetostrictive ma-
terial. Table 1 reports the most significant quantities of the
designed low-frequency magnetostrictive inertial actuator.

Figure 14 shows a photograph of the produced proto-

type.
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Figure 12: First (vertical) eigenfrequency of the actuator
(in Hz) as a function of the curvature radius and corssbow
width

Table 1: Most significant quantities of the designed low-
frequency magnetostrictive inertial actuator

Quantity Value
Inertial mass 220 g
Material of supporting structure & mass steel
Material of magnetostrictive bar Terfenol-D
Length of magnetostrictive bar 20 mm
Stiffness of magnetostrictive bar 1.4-10" N/m
Number of windings 400
Total height 25 mm
External diameter 54 mm
massa magnete
inerziale permanente Javvolgimento
e /@
/ / \ grano di
balestra/ / \\ \fissaggio

/ \
terfenol-D/ \supporto

Figure 13: Section of the 3D model of the low-frequency
magnetostrictive inertial actuator

5. EXPERIMENTAL RESULTS

The test bench adopted for assessing the low-frequency
magnetostrictive inertial actuator prototype characteristics
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Figure 14: Low-frequency magnetostrictive inertial actua-
tor prototype

is shown in figure 15.

Figure 15: Set up sperimentale

The inertial mass is free to vibrate and the actuator is
driven through a time varying supply current /. Both ran-
dom excitation and sweep sine excitation in the frequency
range 1-2000 H z were adopted. During the test both sup-
ply current and voltage are acquired as well as the base
and the inertial mass accelerations (through piezolectric
accelerometers) and the force transmitted to the ground
(through a piezolectric load cell). Figure 16 shows the
measured transfer function between supply current I and
force transmitted to the ground Fr. It can be seen that
the first (vertical) eignefrequency is equal to w = 167H 2
well below the eigenfrequency of the magnetostrictive in-
ertial actuator without the designed supporting structure
(wop = 1260Hz). Moreover, the measured transmission
ratio is equal to 7.5 quite close to the expected one.
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Figure 16: Experimental transfer function G = TT

6. CONCLUSIONS

In the present paper an innovative supporting structure for
obtaining a low-frequency magnetostrictive inertial actu-
ator has been designed and optimised trhough a simple
kinematic analytical model and through a complex finite
element model. Thus, a prototype has been produced and
tested showing a good agreement with the simulated re-
sults.
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ABSTRACT

This paper investigates the mechanical design of an axial
fan with automatically controlled variable pitch blades, fo-
cusing on kinematic and dynamic synthesis of the fan. In
addiction it is presented a case of an axial-flow fan with 16
adjustable blades able to settle the air flow rate in a power
plant. The dimension of the external hub of the fan is 3.2
[m] and its maximum work velocity up to 1000 rmp.

keywords: axial fun, variable pitch blade.

1. INTRODUCTION

In the last few years the energy problem has become more
and more relevant. Besides to the research and the de-
velopment of new energy sources, the optimization of the
existing tools has became a strategic element, especially
the optimization of performance of fluid machine. Many
examples of axial-flow fans (single or multi stage design)
with variable blade pitch angle can be found in energy pro-
duction field such as in thermal power stations: the two
induced-draft fans at the Weiher and Bexbach power sta-
tions are among the largest in the world [1] [2].

Fluid-Dynamic analysis of axial-flow fans has been stud-
ied for about 30 years [3] [4] [6]. The decision to de-
velop this type of fan was prompted not only by its eas-
ily integrable design into overall plant configurations but
also and primarily by the operating cost benefits that it
offers, specifically when compared with centrifugal fans
with variable inlet vanes [5].

This paper investigates the mechanical design of this
kind of fans focusing with the kinematic and dynamic syn-
thesis of variable pitch axial flow fans. Different mecha-
nisms to achieve blades regulation are compared and the
effects on the overall design of the fan are evaluated. The
mechanical design of the fan and the actuation system is
considered, neglecting the aerodynamic aspects which are
considered only to define the forces applied to each blade.
We present a case of an axial-flow fan with 16 adjustable
blades to settle the rate of flow. The fan operates as an
air supplier system in combustion chamber for energy pro-
duction. The most relevant operating conditions regard the
angular speed 1000 rmp, the starting time of the fan (less
than 10 s) and the blade pitch regulation (£30°).

Great attention has been paid to the design of the ac-
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tuation system. It is able to move the blade quickly and
accurately, therefore the position of the actuator and the
type of supply are evaluated. Moreover, the mechanisms
which transform the motion of the actuator in the blade ro-
tation are investigated. An important issue is represented
by the choice of blade-shaft bearings and their position,
since the centrifugal force can reach more than 50 tonnes
for blade. Once the best solution to assembly each blade-
shaft on the impeller and to allow an easy maintenance to
be made periodically is defined, it is studied the balanc-
ing of the blade-shafts by means of appropriate counter-
weights disposition which is aimed to reduce inertial ef-
fects on the system.

Finally in order to compute the transmitted forces and
then to size the components, a multi-body model of the
fan has been created. This model allows to investigate the
problem of balancing blade-shaft and the influence of fric-
tion on bearings and aerodynamic forces in the determina-
tion of loads on the system. Numerical simulations have
been carried out to support the design and highlight project
criticalities.

2. ACTUATION SYSTEM: KINEMATIC
SYNTHESIS

The pitch blade regulation of an axial-flow fan can be re-
alized with different solution, which can be classified ac-
cording to the way the motion of the actuator is trans-
formed into rotation of the blades. Each blade is connected
to the impeller, so they rotate with it; the blade actuation
system can be joined to the impeller or to the ground. De-
pending on this choice, we can describe these situations:

e in the case the actuator is connected to the impeller,
the problem of suppling the actuation system must
be solved;

e in the case the actuator is connected to the ground,
the relative velocity between the actuator system and
the impeller must be added up to zero.

If we choose to have the actuator rigidly linked with
the impeller, the force between the impeller and the mech-
anism to rotate the blades is internal; in this case, it is eas-
ier to design the structure and balance the fan, since the
forces of the mechanism are not transmitted to the base-
ment. The motion of the actuator can be linear or rotative;
in the first case it is necessary to create a mechanism to



Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation (IMETI 2011)

Y
B
H v
0) T
c H 7
e}
D,
I

Figure 1: Cinematic draft of plate and cam configuration.

convert the linear motion of the actuator in the rotation of
the blades. From this analysis, it is clear that two possible
kinematic solutions can be used: a rotative actuator linked
to the impeller (in this case a motor for each blade or a
system of gears is needed) or a linear actuator rigidly con-
strained to the impeller and a mechanism to convert the
motion. Using a motor for each blade, the system can be
subject to failure; while, using a system of gears to move
all blade with only one motor, it is necessary remove the
backslash and plenty lubricate.

The simplest and most suitable choice for this appli-
cation is a linear actuator with a system to convert the
motion. The available technologies for the actuation are
electrical, pneumatic or oil-hydraulic. Pneumatic and elec-
tromechanical systems play virtually no role in power plant
fan engineering, while mechanical control systems of blade
pitch used to be employed specifically on smaller units;
oil-hydraulic control systems have emerged as the most
suitable solution for this purpose. They operate with less
hysteresis since they use fewer mechanical power trans-
mission elements; in addition, they are capable of trans-
mitting higher actuating forces. The oil-hydraulic solu-
tion grants greater dynamic performances and a better rate
weight-power than the other two solutions. The chosen so-
lution for the design of the fan is then a linear oil-hydraulic
actuator rigidly linked to the impeller with a mechanism to
convert the motion.

Mechanism of motion conversion

The choice of the mechanism of motion conversion is im-
portant to determinate the amplitude of the forces between
the blade-shaft and the actuator; moreover it defines the
relationship between the regulation parameter of the actu-
ator and the angular position of the blade. For this pur-
pose, a mechanism which behaves as a speed reducer (and
therefore of position) could minimize the load on the actu-
ator and at the same time it can modulate the action of the
actuator itself.
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Figure 2: Absolute value of the generalized transmission
rate and pressure angle.

The simplest system to convert a linear motion (actu-
ator) to a rotative motion (blade) is obtained by a Scotch
yoke mechanism. The piston is directly coupled to a slid-
ing yoke with a slot that engages a pin on the rotating part.
In figure 1 it is shown a generic kinematic draft. The cur-
sor A which is rigidly linked to the oil-hydraulic cylin-
der imposes a rotation to the crank which is connected to
the blade-shaft through a prismatic link B. The direction
which the point B can move determines if the mechanism
is centered (o = 90°) or deflected one (a # 90°). If the
Scotch yoke mechanism is centered, the shape of the mo-
tion of the link [ is constant over the time given a pure sine
wave speed of the piston. With reference to figure 1, we
can describe the following kinematic relations:

Tp = 1€ — i — de™ (1)
iy = 1Bl — de™™ )
@, = ilfe — 132" — de' 3)

where O is the rotational axis of the blade, ), is the ad-
vance direction of the plate, [ is the length of the crank and
3 is the rotation angle of the blade.

From the relation (2) it is possible to derive the gen-
eralized transmission rate 7, that is the rate between the
angular velocity of the blade and the translational piston
speed:

—sin«

T leos(a — fB)

. —sina .
i [ZCOS(a—ﬁ)} -0

In the upper graphic of the figure 2, the Absolute value
of the generalized transmission rate 7 adimensionalized
with length [ is plotted versus v = (90° — () for 20° <
o < 90°; this graph using a base 10 logarithmic scale

“
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Figure 3: Plate mechanism.

for the y-axis. In the lower graph the absolute value of
the pressure angle is plotted versus vy for the same previ-
ous configurations. The pressure angle is given simply by:
0 = o — (. In figure 2 the influence of the angle « on the
transmission rate and therefore on the pressure angle can
be observed.

Figure 3 shows the kinematic solution with the cen-
tered Scotch yoke mechanism which has been designed
for this fan. The blade-axis is designed with a crank at
the end of which a small wheel is mounted. This wheel is
constrained between two plates which can translates along
the rotational axis of the impeller; this solution is called
plate mechanism because two plates, by a crank, guides
the blade shaft position. The angle ¢ in figure 3 is the
pressure angle.

In order to realize the kinematic solution with a un-
centered Scotch yoke mechanism, the crank linked to the
blade-shaft is moved through the contact with a conjugate
profile, as shown in figure 4. In the proposed solution, the
conjugate profile is simply a straight line with a slope of
150° from the rotational axis of the impeller. It can be
observed, during the design phase, the cam profile can be
modified to obtain a variable transmission rate as in the
case of spatial cams. For this reason this solution is called
cam mechanism.

We can immediately observe that with the plate solu-
tion the blade rotation has to be symmetrical with respect
to the position 4 = 90° and it is impossible to have a
rotation greater than 60° without worsening the pressure
angle. The cam solution turns out to be more flexible and
it is possible to set the global rotation A3 without limi-
tations for symmetry. Moreover the maximum achievable
rotation can be increased defining the profile shape. On
the other side, the cam solution is more complex to be re-
alized, as shown in figure 4, and the complete mechanism
is more cumbersome.

Because of the dimension of the fan and the number
of blades, the plate solution has been preferred. It can
be observed that the cam mechanism is more suitable for
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Figure 4: Cam mechanism.

fans with high number of blades, since the cranks would
be aligned with the rotational axis of the impeller, reduc-
ing the lateral dimensions that they would have during the
motion.

3. BLADE DYNAMIC BALANCING

The chosen solution leads each blade-axis to be unbal-
anced, with regards to its axis of rotation, due to the pres-
ence of the crank: it is impossible to create a crack which
is opposite to the command one, since it would interfere
with the command crank of the adjacent blade axis. As
consequence the bearings are subjected to loads and torques
which tend to rotate the blade. To reduce this two effects,
first of all it is necessary to move the center of mass on the
rotational axes of the blade; in this way it is possible to
align a principal axis of inertia with the rotational axes of
the blade. The second topic we can focus on regards dif-
ferences between the other two inertial axis which are re-
sponsible for a torque around the rotational axes. To com-
pute this torque it is possible to integrate the effect of each
point P of the blade, which is characterized by a mass of
pdV, where p is the density of the blade and dV is the
infinitesimal volume. The velocity of the generic point P
is:

vp =1 — [fw )
where 7 is the velocity of the center of coordinate system
“0”, against which we compute the moments of inertia, w
is the angular velocity of the point P and [] is the matrix
which contains the position of the point P in the reference
system “0”, matrix [#] is defined as:

0 —T, Ty
[Fl=1| 1. —ry —ry (6)
—Ty —Tg 0

Since the body is rigid, the terms of the matrix[#] are con-
stant. Forces and torques are calculated through the inte-
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Figure 5: The impeller.

gration of infinitesimal element of mass pdV, multiplied
by the acceleration ap of each point P; thus it results:

te)-|

These can also be written as:
(@] [S]w }

{é}:{W]WW{% @] [J]w
(8)

T
[s1 V] 7
Referring forces and torques to the center of mass, one

s .
{ c =E[J:} {[f}} Ez[CQC];[}J]Q } )
- { } (10)

W]ww{@}+{@mg
s @ @] [T w
Considering the matrix [.J] diagonal and one of the prin-
cipal axises of inertia (z*) aligned with the rotational axis
of the blade (z), can be defined the angle « as the angle
between the principal axis (z*) and the rotational axis of
the impeller (z). Calling © the rotational velocity of the
impeller around axis z and ' the rotational velocity of the
blade around axis z.

The angular velocity vector of the blade-shaft body is:

velila,

w= [@cosa, —@sina, 0] an
The vector of torques applied in the center of mass is:
C=—[JH{a} - [ [J1{e{ (12)
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where:
0 —w, Wy
W= w, -—wy —wy
—Wwy  —Wg 0

Deriving w and replacing [J] with the diagonal matrix of
inertia:

I~ 0 0
0 I 0 13)
0 0 L-

one gets: C, = O sin a cos a(I- —I,)andC, = Cy =
0. The difference between the two moments of inertia of
the blade in the rotational plane of the blade itself gen-
erates a torque that makes the blade rotate. This torque
tries to align the greater moment of inertia between [«
and I~ along the rotation axis of the impeller. Because of
the complex geometry of the blade-shaft, the definition of
the balancing mass is not easy; it is necessary to identify
suitable areas to place the counterweights and to define
their mass with numerical optimization algorithms.

4. MECHANICAL SYSTEM DESIGN

Once the kinematic solution and the actuation system have
been chosen, the mechanical design of the axial fan can
be discussed. The designed solution includes an impeller
made of three concentric rings. Each of them is provided
with holes, in which the blade-shaft are inserted, as shown
in figure 5.

The inner ring is the most critical component, because
it has to bear all the centrifugal load of the blades. More-
over the inner ring together with the intermediate one has
to bear the radial loads which are responsible of keeping
the blade shaft in its bearing housing. The external surface
of the third ring has a spherical shape with a diameter of
1920 [mm] letting the blade to rotate without interfering
with the impeller and keeping the distance from the base
of the blade constant.

Figure 6 shows the designed blade-axis. The blade is
constrained to the shaft with six screws M20. On the same

Figure 6: The blade.
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Figure 7: Blade assembly axis.

shaft a counterweight, made by two shells, and two ra-
dial spherical roller bearings are assembled. At the bot-
tom of the shaft, an axial roller bearing and its supports
are screwed to the shaft itself. At the end of the shaft the
crank is assembled. The blade shaft, without the crank and
the support of the axial bearing, is inserted in a cylindri-
cal element, in which the radial bearing housings are ob-
tained. This solution makes the assembly of the blade in-
dependent from the assembly of the impeller. Moreover it
is possible to balance each blade-shaft individually and do
maintenance in a simple way. The position of the cylindri-
cal element is defined by a mobile mechanical stop which
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Figure 8: Piston force.
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Figure 9: Absolute value of the reaction force Ry and R,
(internal and external bearing of the blade shaft).

is made by a threated ring which preload the axial bearing
as shown in figure 7. It can be also observed that the lu-
brication system is realized thanks to a single grease nip-
ple. The blade is made of aluminum and it is 640 [mm]
high; between the base and the tip there is a twisting of
200. The weight of the blade is 16 [kg], while the blade
and the shaft with the radial bearings housings weighs 62
[kg]. Figure 10 shows the full-assembled fan. The stem of
the oil-hydraulic actuator is rigidly linked to the impeller,
while the sleeve is mobile. On the sleeve two plate are
mounted: they have to guide the wheel on the tip of each
crank.

5. MULTIBODY MODEL AND RESULTS

To evaluate the loads on the bearings on the most stressed
mechanical parts and to estimate the force that the actua-
tor must be able to supply, a multibody model of the fan
has been created with the simulation environment Matlab-
SimMechanics, in which the aerodynamic forces were in-
cluded. These are available ! for some areas of operation
and for some values of the blade rotation. Intermediate
values were obtained by interpolation.The friction model
due to the bearings have been obtained applying a torque
in opposition to the blade rotation in correspondence of
the axial bearing. Friction torque is calculated with rela-
tion and coefficients of the chosen bearings manufacturer:
Cut = K - fskp - Tm - Fy. Where fsgg = 0.005 is the
friction coefficient obtained from the catalogue; r,, is the
internal radius of the axial bearing of 60 [mm]; F7, is the
force in the direction of the blade-shaft axis. It can be ob-
served that in the previous relation a safety coefficient has

The blade profile has been obtained from the dynamic optimization
on the base of the fan requirements
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Figure 10: Complete draw of the fan.

been introduced (K = 3) to consider friction phenomena
due to assembly inaccuracies or due to unconsidered de-
formations or friction (such as frictions between the crank
and its wheel or between the wheel and the plate).

Some results obtained by the multibody model are re-
ported in this section. In particular in the simulations the
impeller starts from a velocity of O [rpm] and in 10 sec-
onds it reaches 1000 [rpm]. In this phase the blades are
kept closed, until the operating speed is reached, in this
way aerodynamic forces can be neglected and the reaction
forces on the impeller bearings are constant.

When the rotor has reached the operating velocity, the
blades are opened. For example we report a regulation
phase around the operating point (figure 8), which corre-
sponds to the orientation of the crank (3 of 76°. In the
range of £30° it is possible to interpolate the values of the
known aerodynamic forces. Since the regulation of the an-
gle of incidence of blade is very slow, the inertial torque
which is generated by the rotation of the blade among its
own axis is negligible if compared to the torque due to the
aerodynamic effects and the friction torque.

The graphics in figures 8 and 9 show respectively the
force provided by the actuator and the loads on the bearing
of the blade-shaft in the radial direction. The axial load is
about of 560000 [N] on the inner bearings mostly due to
the centripetal force. Thank to the results obtained from
the simulation with the multibody model, it was possible
to calculate correctly the size of the bearings and evaluate
the loads on the impeller to define the size of the structural
parts.
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6. CONCLUSION

This article presented the design process and the computa-
tion tools that are useful for the project of a variable pitch
axial fan. Particular importance was given to the kinematic
synthesis and the dynamic analysis of the command mech-
anism of the rotation of the blades. the implementation of
a multi-body model allowed us to simulate the inertial ef-
fects, friction and aerodynamic loads to assess the most
critical components and appropriately size them.
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ABSTRACT

Nowadays firms have to use concurrent design to meet
customers’ expectations. A plural approach to the design
process is essential. Unfortunately, the design activity involves
experts specialized in various aspects of the product such as
aesthetics, ergonomics and mechanics. Thus the collaboration
between these experts is particularly difficult in the convergence
steps and often results in complex adjustments.

This paper details a proposition of design methodology based
on a multidisciplinary approach, using virtual reality tools. Our
goal is to facilitate the integration of ergonomics and aesthetics
in a mechanical design process. In this context, we consider
virtual reality as an intermediary design tool useful for
collaborative decision support during convergence phases. We
present our methodology and associated tools tested during an
industrial project, by focusing on an aesthetics-mechanics
convergence step.

Keywords: Design methodology, virtual reality simulation, user
integration, mechanical design.

1. INTRODUCTION

In recent years, manufacturing companies have been innovating
in order to improve competitiveness and business performance.
They must introduce innovative products into the market more
efficiently and faster to maximize customer interest and sales.
Moreover, engineers cannot always treat qualitative data they
have at their disposal such as ergonomic and aesthetic
characteristics. Thus, it is often through common sense rules
that designers integrate these characteristics coming from
different needs. As a consequence, many products surrounding
us have not been designed to respond to end-user needs [1].
Many needs exist, affecting future product functionalities
(ergonomic, quality, aesthetic, commercial, etc.). Each one is
studied by specialists. In our study, we focus on ergonomic and
aesthetic needs. Ergonomic needs correspond to the expression
of the user’s demand, they match the product’s usefulness and
they are related to all usage notions, according to the
physiological and psychological characteristics of the user [2].
The aesthetic needs are linked to the user’s expectations. They
are often considered secondary needs because they are not
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essential to the product usability or performance. Nevertheless,
they allow the product to be better adapted to the customer and
therefore sell better [3]. Jordan calls them the “emotional
benefits” [4].

Ergonomics and aesthetics require a specific integration in
design process because of large culture differences between
specialties. Thus, the product technical designers require the
help of specialists to treat aesthetic and ergonomic needs.
Unfortunately, there are few methodologies allowing them to
work together and it is very difficult for designers to combine
ergonomic and aesthetic features.

This paper depicts the first results of a research work on the
articulation of design disciplines, and in particular ergonomic
design and aesthetic design. We therefore present, in a first part,
a new design methodology. This methodology is based on a
proposal for a global approach to the design process, including
the three actors we consider: the ergonomic designer, in charge
of the ergonomic needs and the user characteristics, the
aesthetic designer, in charge of the aesthetic needs, and the
mechanical designer, responsible for the technical aspects of the
product and leading the multidisciplinary convergences. In a
second part, we will present a case study emphasizing the
virtual reality technology benefits in this methodology and more
particularly in the convergence phases. In this first experiment,
we use a new design tool based on virtual reality technologies to
support our methodology. Preliminary results show that this
new approach paves the way for a new type of collaborative
design.

2. TOWARDS A MULTIDISCIPLINARY DESIGN
METHODOLOGY

Aesthetics and ergonomics integration in design process

For many years, design methodology was oriented towards the
technical aspects of products. The aim was to increase profits by
optimizing the process in accordance with the quality-cost-delay
triad which left out the final-user needs and wants [2]. Today,
mechanical designers, specialists of these technical aspects,
need to be helped by specialists of ergonomic design and
aesthetic design, considered as co-designers [5]. Each of them
has their own specific tools and methods used at different steps
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of the design process [6] [7] [8]. Unfortunately, the
collaboration is complex and the tools are generally not
compatible with one another because of the culture and
vocabulary differences [9]. Moreover, designers do not rely on
the same data type: ergonomic designers use some numbered
prescriptive criteria necessary to mechanical designers, whereas
aesthetic designers apply subjective ratio and equilibrium.
However, a collaborative work is essential to design a product
that satisfies all specifications (mechanical, ergonomic and
aesthetic) [10]. Thus, it is necessary for designer teams to set a
methodology based on the differences between various
approaches and tools. In order to develop products in
accordance with the various approaches mentioned, we base our
work on DFX methods. DFX (Design For X) is a succession of
product development techniques which can be applied
effectively to the design process. It allows not only the
rationalization of the products, but also of the associated
processes and systems [11]. In this work, we will focus more
particularly on Design For Usability (DFU) [12] or Design For
Ergonomics (DFE) [13], and Design For Pleasure (DFP) [4] or
Design For Aesthetics (DFA).

Multidisciplinary design methodology

In order to allow a better cooperation of experts during the
design process, we propose a multidisciplinary global design
methodology (Fig.1). This methodology has already been
implemented in seven urban equipment designing projects to be
tested [14]. Our objective is to integrate ergonomics and
aesthetics, which are essential in a human-centred design
process. Thus, the ergonomic approach based on ergonomic
needs, and the aesthetic approach based on aesthetic needs, are
organized around a central support, the mechanical design. The
design methodology proposed includes the multidisciplinary
interactions with the aim to anticipate and develop a set of
specific tools for each step of the design process. These
interactions are the subject of reasoned discussions and
compromises often difficult to assess. They occur generally in
convergence steps, signalled by double arrows in fig.1 [8].

| Ergonomic Needs Aesthetic Needs | Needs analysis

Ergonomic Aesthetic
design q design Specification
definition
Specifications
Conceptual design
EETEAEE Convergence
Mechanical
design
g Product
l development
Product

Figure 1: Multidisciplinary global design methodology [14]

Several experiments have shown that our methodology required
convergence tools for designers to improve the collaborative
aspect. In this manner, it is important to develop new
collaborative tools in order to allow a better multidisciplinary
convergence, accommodating the importance of expertise. The
intermediate representations appear to meet this requirement
[15].
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Virtual reality as intermediary tool for
multidisciplinary convergence

help

The concept of intermediary representation exists in numerous
design models and allows the transition between the design
process steps as well as communication between experts [15].
According to Pascal [16] the intermediary representations fulfil
three functions: i) the object representation within its
environment and its background as well as its end use, ii) the
translation giving a universal or multidisciplinary
understanding, iii) the mediation because these objects are
necessary to take a decision. Thus, drawing, cardboard mock-
up, prototype, listing and screen copy are considered as
intermediate representations useful in the design process. Each
expert has their own intermediate representations enhancing
various aspects of the product.

In order to represent and test the product, we operate in the
virtual prototyping area [17]. The numerical aspect is a
guarantee of reactivity and simplifies the object evolution
through the various steps of the design process. However, the
tools for conventional virtual representation such as 3D-CAD or
2D-realistic are not elaborated for a collaborative use. They do
not allow optimal communication between experts. In this
context, a universal numerical representation or a more flexible
representation would provide each partner with an adequate tool
for collaborative design.

In our work, in accordance with numerous authors [18] [19], we
propose to use virtual reality tools in the design process and
more particularly in the convergence phases. We assume that
the collaborative aspect of immersive virtual reality facilitates
the mediation and the translation, and allows all experts to
simultaneously interact on a same model. Indeed, Virtual
Reality adds to CAD-model properties, some VR specificities,
such as immersion and interaction in real-time. Some authors
have proposed virtual reality tools to try to address the
convergence problem [20], but without any real
multidisciplinary design methodology. For example, Krause
proposes a system for creating and modifying the virtual
prototype in real-time [21]. These applications are generally
developed with the aim of helping aesthetic designers to
formalize proposals. Unfortunately, it remains difficult for
mechanical designers to integrate these proposals in their own
work.

3. CASE OF STUDY: AESTHETICS-MECHANICS
CONVERGENCE WITH VIRTUAL REALITY TOOLS

Context of study

In order to test our methodology and VR associated tools, we
applied it to a multidisciplinary project involving the design of a
new product: the F-city vehicle. F-city is a small urban car
constructed by FAM, a French company specialized in
automotive subcontracting. It is equipped with two seats and an
electric motor. The design of this new concept car required a
multidisciplinary approach and we therefore deployed our
methodology. The design team was composed of five
mechanical designers, two ergonomic designers and three
aesthetic designers.

The case study presented deals with an aesthetics-mechanics
convergence: validating materials configuration, according to
colour and texture propositions. This convergence arose during
the product development phase (Fig. 1). Study partners were
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one aesthetic designer and one mechanical designer. The
elements involved were the vehicle body and interior
equipment: dashboard, seats, inner liners, etc. Virtual Reality
was used as a collaborative intermediary representation tool and
an interactive and reactive design system. In the related
convergence phase, we focused on materials validation.

Procedure

First, the aesthetic designer analyzes aesthetic needs and makes
suggestions (Fig2.A). To facilitate the information transmission
to the mechanical designer, the aesthetic designer has a VR
application for texture and colour configuration. The application
allows configuring vehicle elements while enjoying the VR
benefits in terms of scale and a real-time simulation. Once
suggestions are formalized, colour data are extracted in TXT
format (CMYB). Textures, predefined in a specific library, are
also listed.

The extracted data are integrated directly into the CAD
modeller and the mechanical designer can infer acceptable
materials. For every possible material, the mechanical designer
tests the technical behaviours to validate the best choice
(Fig2.B). When materials are defined, the mechanical designer
dumps his CAD data (CATIA Model) to VR software
(VIRTOOLS). Corresponding colours and textures are exported
toward the application. The received file can be imported into
the application, putting preconfigured colours and textures on
the selected vehicle part.

From then on the technical proposals are submitted, a
multidisciplinary convergence phase is carried out in virtual
reality (Fig2.C). Once more, the application for texture and
colour configuration is used. An additional mode dedicated to
materials allows the mechanical designer to simulate real-time
display of the various technical proposals. The tool is used as a
communication tool, allowing, in our opinion, the aesthetic
designer and the mechanical designer to reach together the best
solution integrating the aesthetic and technical characteristics.

When a satisfying proposal has been  reached,
texture/colour/material characteristics are exported toward a

technical specification board.

Aestheticneeds

}

Aesthetical Configuration
suggestions tries in VR

Mechanical
design

r\.rfl]atlema.\s Technical
choicesin ==

roposals
classic CAD )

{

Figure 2: Virtual Reality Aided Multidisciplinary Convergence
method

Equipment used

As shown in fig.3, during our experiment, we use a virtual
reality platform composed of 3 active stereoscopic screens
(2.10m * 2.80m). Images are displayed at 115 Hz with a 1400 x
1050 pixel resolution with Christie Mirage S + 4K projectors.
The stereoscopic images are generated by 3 graphic computers

equipped with Nvidia Quadro FX 5600. The motion tracking is
realized by an ART optical system which is composed of 6
cameras and numerous trackers for user body. The hand gesture
is recorded / tracked thanks to 5DT data gloves and for more
precise gestures we can use ART Finger tracker.

Figure 3: Virtual reality platform used in our approach

A tactile tablet of PC type was also used to support the colour-
texture-material application.

Developed application

The used application was implemented following an interface
design methodology [22]. The principle was to provide two
interfaces on the same 3D model, one for the aesthetic designer,
and the other for the mechanical designer. The application
allows the aesthetic designer to control the texture and colour of
the vehicle body, dashboard, seats, opening, with the interface
shown in fig.4. The designer interacts with the virtual model
using an interface integrated in the tactile tablet PC.

Thus, thanks to the application, the aesthetic designer can move
himself or the 3D model in several virtual environments (Fig
4A). He can modulate the colours from Cyan, Magenta, Yellow
and Black (CMYB), and see the results in real time, with the
exterior (Fig 4E) independent from the interior (4F). Moreover,
the application allows obtaining a simulation of the lights and
the opening movements (Fig 4B). Finally, it is possible to
export the chosen configurations using a global backup (Fig
4C).

Figure 4: Configuration colour-texture interface

The mechanical designer has a specific mode at his disposal,
allowing the display of technical proposals. The selection of one
technical proposal sets the terms of colour characteristics.
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Experiment results

In agreement with the instructions for the marketing positioning
required by the company, the aesthetic designer first worked on
the product trend and on the product environment to understand
the aesthetic needs of the customers. This work led him to
propose various graphic universes, represented by trend boards
and product boards.

In the first step of the experiment, the aesthetic designer made
configuration choices on the virtual reality platform, according
to the trend proposals. He had his trend boards and the tactile
tablet to help him to make proposals (Fig.5).

To illustrate this paper, following are three examples: body
sides, seats and window posts. In every case, the aesthetic
designer tested different colour and texture configurations and
saved them when they were satisfactory. The CMYB
manipulation was a request from the aesthetic designer.

Figure 5: Texture-colour configuration in Virtual Reality

After a creativity phase, the aesthetic designer defined colours
and textures characteristics for each considered part. Those
characteristics are shown on the Table.1.

Vehicle part Colour C M Y B Texture
Body sides Cream 0 0 10 5 Matt and
smooth
Seats Brown | 20 | 35 | 50 | © Large
stitch
Window Grey 8 6 6 0 Shiny and
posts smooth

Table 1: Colours and textures selected by the aesthetic designer

The second step of the experiment was the data transmission
toward the mechanical designer. He based the materials choice
on the aesthetic designer suggestions, according to the technical
requirements. He has selected painted steel for body sides to
respect the cream colour requested. The seat has been equipped
by a brown fabric, to respect the aesthetic designer wants. As
regards window posts, they are structural parts requiring high
resiliency. Thus, the mechanical designer gave priority to the
material vyield, selecting 22MnB5 Steel, darker than the
requested colour. Selected materials and associated colours are
showed on the Table 2.

Vehicle Material Su_rfa_ce C M Y B

part finishing

Body Painted :

sides Steel White 9010 0 0 102151

Seats Fabric Sattler804 A 155 | 369 | 562 | 0
K73

Window Steel

posts 22MnB5 58,1 43,5 41,9 7,1

Table 2: Material and surface finishing suggested by the
mechanical designer
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Once the mechanical designer had defined the materials based
on the aesthetic designer's suggestions, a
convergence/validation phase was required (Fig. 2C). The two
designers used a VR platform to compare their proposals and
assess the gaps to reach a solution. The interface was handled
by them both and offered proposals which allowed for further
changes. Furthermore, the aesthetic designer used his trend
boards, while the mechanical designer used a selected reference
materials book, and colour variants for each one.

Initially, the evaluation began with a quick assessment by the
aesthetic designer. He appropriated the mechanical designer’s
proposals, by manipulating the object and moving some parts of
the model.

In the next phase, the aesthetic designer compared the materials
set proposals with a trend board, and then examined the
aesthetic proposals, to assess differences. Some comparison
between proposals was made possible thanks to VR (Fig.6).

Figure 6: Seat colour comparison

Finally, the differences observed were discussed. As regards
body sides, the colour suggested by the aesthetic designer could
be adopted thanks to a large measure of freedom existing in the
paint ranges. Unfortunately, the matt texture could not be
accepted because it was incompatible with the smooth
appearance requested by the aesthetic designer. However,
during the discussion, the mechanical designer pointed out that
this choice was arbitrary, and could be changed. Thus,
following the mechanical designer's recommendations, the
aesthetic designer chose an epoxy-polyester powder coating
which allowed obtaining a sanded matt texture.

As regards window posts, there was a convergence problem
because the aesthetic designer’s desired colour could not be
adopted. The technical choice being unsatisfactory, it became
subject to a reasoned discussion. The objective of the aesthetic
designer was to find another material that offered similar yield.
Unfortunately, the mechanical designer had already studied
various materials and concluded that no flexibility was possible
on the window post, the driver's safety being a priority. For this
reason, the aesthetic designer allowed his suggestion to be
rejected and the mechanical designer’s proposal was chosen.

Once a satisfactory configuration was reached, the two
designers recorded the proposal. The exported data were the
characteristic CMYB numbers of each component and some
views of the different states. A report on the selected materials
was also produced. Fig.7 shows one of the final configurations,
which has been manufactured.
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Figure 7: Final selected configuration for F-City manufacuring

Discussions

The textures and colours configuration is a representative step
of aesthetics-mechanics convergences because it involves
accommodations with the materials and surface treatments. The
application developed has allowed us to highlight the interest of
equipping designers with convergence tools based on virtual
reality. Convergence phases are always difficult because of the
confrontation of proposals coming from various experts. Our
new application allows designers to reach compromises to
satisfy aesthetic needs, according to technical requirements. The
virtual reality platform permits each partner having a product
representation according to his usual design methods. It also
allows everyone to test the product according to his own criteria
for technical solutions and to evaluate and validate the final
product.

The basic model (Fig.1) depicts the articulation of the design
disciplines involved. It brings out multidisciplinary informal
interactions and this without specific tools. Thanks to this first
experiment, we can introduce a new tool based on virtual
reality. It allows formalizing exchanges between the different
designers. Thus, new interactions appear which result in a new
way for the mechanical designer to integrate the expertise of the
aesthetic designer in the design process.

4. CONCLUSION AND PERSPECTIVES

The F-City project was a first test for our global design
methodology, positioning Virtual Reality as a collaborative
intermediary representation. Our first results demonstrate that
the virtual reality platform can offer a narrow collaboration
between the designers, providing a fast and pertinent
convergence for design. In this approach an important point is
that the aesthetic designer uses his expertise in an immersive
virtual reality environment. Scale 1 had a strong effect on the
perception of the proposed concepts and their evaluation.

The originality of our study is the importance of virtual reality
in aesthetics-mechanics convergence. Our approach is thus a
new way to combine a global design methodology and a new
collaborative tool for intermediary representation. Another
aspect which we consider to be important is the advantage of
being able to extract the qualitative data coming from the
aesthetic designer, in the convergence step. In addition to the
integration of each expertise, this approach allows the
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mechanical designer to better interpret and appropriate the
qualitative data coming from aesthetics analysis.

Nevertheless we have been able to target several improvements
to be brought to the proposed application. Those improvements
concern in particular the integration of functionalities dedicated
to mechanical designers. The configuration tool could allow the
integration of company manufacturing capacities. Thus, we
propose to predefine characteristics of standard materials and
available surface treatments, and to associate automatically
textures and colours. Finally, we propose some measure of
freedom indication for the material choice when colour and
texture are chosen.
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Abstract

A new mathematically rigorous decomposition approach is
presented for optimization in multidisciplinary design. The
approach suggests identification of coupling and behavioral
variables in the subsystems of the overall optimal design. The
proposal presents a methodology for forming a coupling
subsystem which estimates the coupling variables and then
passed on to different subsystems of aerodynamics, propulsion,
and structural subsystem. There are some behavior variables in
the multidisciplinary design problem of aircraft and it is
proposed that they be transferred (communicated) between
relevant subsystems and that would make it easier to analyze
the multidisciplinary design optimization (MDO) problems. The
coupling and behavior variables identification should make the
analysis of aircraft multidisciplinary design more adaptable.
The concept of automatic mathematical modeling for MDO has
also been introduced to automate the entire multidisciplinary
design process. The approach is based on geometric
programming technique and suggests reduction and elimination
of loose and redundant constraints. After solving the
subsystems, finally the overall objective function value is
obtained. The MDO formulation and solution presented in the
proposal is based on new methodology and concept.

Keywords: Multidisciplinary Design Optimization (MDO),
Geometric Programming, Decomposition Approach and
Aerodynamics

1. Introduction
Aircraft design is multidisciplinary, that is, it requires the
coordination of information from number of highly specialized
disciplines. It may include the disciplines of aerodynamics,
structures, propulsion, controls, and manufacturing. The design
approach or emphasis of each discipline specialist may be quite
different. As design problem becomes more complex, the role
of disciplinary specialists increases and becomes more difficult
for a central group to manage the process. As the analysis and
design tasks become more decentralized, communications
requirements become more severe. These difficulties with
multidisciplinary design are particularly evident in design of
aircraft.Since each system in an engineering design consists of
multiple disciplines linked (coupled) together a design process
should consider all of these systems concurrently. In addition to
optimize the design given the resources and time at hand,
design optimization should take into account all relevant
disciplines simultaneously. Multidisciplinary Design
Optimization (MDO), which simultaneously takes into account
mutually dependent design elements from various fields, has the
advantages of reduced time and cost compared to serial
approaches. MDO was originally devised and developed for
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designing aircrafts, though it has recently been applied to
diverse design applications, including ship building and
automotive engineering. Applying MDO methodologies to
actual design problems requires the organization of various
analysis tools and other resources, optimization aids, and
Computer Aided Design (CAD) software. Considerable time is
required for the appropriate integration of these elements.
Therefore, an integrated MDO environment is necessary to
conduct such processes more conveniently and efficiently.
Designing advanced engineering systems like aircrafts, is
fundamentally a complicated process; it consists in essence out
of a lot of involved and interwoven elements. This
Multidisciplinary Design Optimization (MDO) of such large
systems is characterized by the interdisciplinary couplings,
multiple objectives, a large design variables space and a
significant number of design constraints.

Kroo [19] describes the variants of collaborative optimization
being applied to large-scale problems. The strategy of
distributed design optimization is also very appealing.
However, sequential disciplinary designs and informal
iterations can lead to sub-optimal design. It is for this reason the
methodology presented in this proposal includes not only the
coupling variables but also behavioral variables which move
back and forth between different subsystems.

Sobieski et al [20] presentation of bi-level integrated system
synthesis (BLISS) is a definite improvement in this direction
due to bi-level integration concept. However, it still comprises
of large level local design variables and the affect of other
subsystems on this particular solution is not analyzed. The
interactions between different subsystem and its interrelation
seem to be lost. MDO is the interaction of design engineering,
material science, control systems, thermal science, and a robust
optimization technique. For such a complicated problem, there
is need for development of a mathematically rigorous algorithm
and interaction with finite element analysis. The algorithm
should be generic so that any kind of aircraft design problem
could be dealt with. Significantly design should produce a part
of high quality at minimum cost. The approach should also be
flexible and easy to use. It may be prudent to develop
comprehensive model (i.e. a model encompassing all important
objectives outlined in Airforce Research Proposal). The new
procedure developed should represent improvement over the
old ones i.e, it should be adaptive. However, it should be
emphasized that the model proposed in this proposal is
conceptual only.

The method proposed in this project is based on
geometric programming technique [1-3]. The system geometric
program is solved through a decomposition approach as
presented below. The solution procedure proposed here through
the decomposition approach may require the solution of a large
number of geometric programs or to be exact almost as many as
subsystems.
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The advantage of a solution procedure such as
proposed here is that it takes into account the interaction and
interrelations of different subsystems and their combined effect
on the system. The following geometric program is proposed:

2. Mathematical Formulation and Algorithm
Convention Adopted in Writing the Equations in MDO:
Coefficients:

I
¢ !
mt . =0, 1,2,3,4 (refers to subsystems)

m=0,12,...... M

equation numbers starting with 0, the
constraints start with number 1).

(Refers to the
objective function and

a . .
min* Exponents of the variables, n
t is the number of terms in an equation.

a
So ™M refers to the exponent of n th
variable in equation m of term t.

™ refers to total number of terms.

General Formulation of the MDO: It is required to

Maximize
Toog h N=h
r ' a n ! h n
2o 26 TIx ™ TTx, ™
4 n=l1 n=l1
ey
Subject to
M h , N=h .

r m min
> T[], ey <1
m=1 n=1 n=I

@
Where R is the possible number of subsystems with coefficients
1 R
Cong 3 +Con vectors with known weightage
Pr>-s PR guch that
>
pr = 1’
r=l1 pr > O’
3

™ are the design variables, which are fixed through the
operation of the system or independent of the subsystems.
The determination of the design variables as well as
operating variables in different subsystems may be likened to
the minimization of a system objective function under the

subsystem constraints. The design variable vectors (X n) in
the system corresponds to the coupling vectors operating
variables under different subsystems. With this concept, in view
of the other variables in the subsystem program is converted to
the following standard:

Design variable (two stage program) = coupling vector

X
")
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Operating variable in first subsystem = 1st subsystem vector
X,

( n ( ) )

Operating variable in second subsystem = 2nd subsystem

vector(X "(2) )

Operating variable in 3rd subsystem = 3rd subsystem vector

(Xn"(3))

Operating variable in Rth subsystem = Rth subsystem vector
X, R,

Each subsystem function is independent except for a coupling

X
vector (~ " ), which is common to all subsystems with a fixed

l

value of (* " ), hence, the total system decomposes into

independent subsystems. Each subsystem 14 =0, 1, 2, R, may
have a system function and constraints which depend on the

X, ) g X (0

vector ( . Similarly, a coupling subsystem,
d l_ ; ; X,

enoted by an * =0, contains the coupling vector ( ) only
is defined, which also may have an objective function and a set
of constraints. The objective function and constraints of all the
subsystems are required to be of the form as follows;

LG (XX, (),

Le be the objective function

associated with l th subsystem, l =1, 2, R, be given by

N=h

) N 000 h , "
Co' (X, X, () =2.C, JT& D™ [TX, )™

n=1

(C)]
The constraints associated with the l th subsystem are
expressed as
/ ' " 000 , h ) N=h )
C, (X, X, ()=>C, TTx ) []xX, = <1
! n=1 n=l
5)

X, >0,X,"(0)>0

Similarly the objective function of the coupling subsystem is
written as
Maximize

000

v hN v
C (X)) =G TTx., )
1 n=1

(6)
Under the constraints
0 ) 000 0 N ;
Apn
Ck (Xn ) = zcmt H(Xn )
1 n=l1 (7)

The system optimization problem is then to calculate values

which maximizes the total
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system (all-in-one) objective function under the real world
constraints given by
c=C"(X)+G,'(x,

X, ()+...C (X, . X, @)+ ¥ C,S (X, , X, (R)

®

no no no

Under the constraints

c'(X,)<1, o

/ ' " J—
C/(X,. X, ()SLl=losR

The systems optimization problem is a primal geometric
program with a special structure. It is assumed that the problem
is well defined and formulated for which the experts working
on the topic are the best source.

The objective is to solve this system’s optimization
problem by decomposing it into subsystems. The algorithm
followed for system’s optimization in terms of subsystem
optimization is as follows.

(1) Obtain the subsystem’s optimization through any standard
geometric programming technique. In this work, an augmented
geometric program approach is followed for the subsystem’s

optimization. After optimizing different subsystems, ', the

minimum value of l th subsystem and coupling subsystem are
obtained.
(2) M = the maximum value of the complete (all-in-one) system

R T
— Z(mﬁ)l/T
1=1 11)

r=1-Y o,
Where Z J and J are optimum dual
variables associated with coupling subsystems. The above

s

equation is only true when

o D=w @)=..... @w (R)=w.
J J J J (]2)
It is likely that this condition will hold in case of aircraft design.

(3) The optimum primal variables could be obtained earlier
during the solution of different subsystems and it could be
checked again through dual variables obtained in geometric
programming.

3. MDO Model for Aircraft

Aircraft deign is a long and costly process. Traditional aircraft
conceptual design establishes basic aircraft geometry and
engine thrust requirements by considering basic performance
constraints such as field length, speed, and altitude. Detailed
assessment of more complex and realistic mission profiles that
comply with air traffic and airworthiness requirements occur
after the aircraft layout has been established. This can lead to
sub-optimal designs and costly revisions.

The all-in-one composite aircraft design problem for range,
aerodynamics, propulsion and structure can be presented as
maximization of aircraft range subject to constraints on the
structure, aerodynamics, propulsion, and range subsystems.
These four subsystems usually have 8 coupling variables shared
by each subsystem.
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The coupling variables are:

1) Thickness/chord ( t/c ),2) Altitude (h)

(ar,)

3) Mach number (M), 4) Wing aspect ratio

(ang,,)

, 6) Wing surface area
S ar

7) Tail surface area i ,8) Tail aspect ratio ( ! )

These coupling variables are denoted as

X, = {{t/c,h,M,arw,angw,SWf ,Stf ,ar,}

These are the most recognizable coupling variables between the
subsystems; however, it is worth examining some of the
following in this category: Cruise speed, empty mass, center of
gravity location, drag coefficient. The variables affecting only a
particular subsystem are;

Aerodynamics:

5) Wing sweep angle

9) Tail sweep (tfw) ,10) Wing lift (Wl ),ll)Tail lift (tl )
Aerodynamics variables are denoted as

X M)={t,.w.t,}

sw?
Propulsion: 12) Throttle (T)

X, ={T
The propulsion subsystem variable is denoted as ~ " { }
Structures: 13) Thicknesses (t): about 9 in all, 14) Taper ratio

(/1) The structure subsystem is obviously the most important
subsystem and is extremely crucial for the success of the
optimization of the system and is denoted by

X, Q) ={t,,1,,15,1,,15,t,1,,bg, 1y, A}

There are also behavioral variables which are communicated
between the subsystems. These are:
15) Lift/Drag Ratio (L/D), 16) Total lifts (L)

17) Engine weight (We ) , 18) Total weight (W’ )

(D)

17 22) Specific fuel consumption (SEC),
F

23) Engine scaling factor (= ¢ )

The behavioral variables communicated between the

subsystems are grouped as shown below.

Y1) {L.W,..W,.L/D,F,}

19) Wing twist 0) , 20) Total drag

21) Fuel weight

This subset of behavior variables (y M) is communicated to
the aerodynamics subsystem optimization problem. Whereas

the following subset of the behavior variable (y(2)) is
communicated to the structure subsystem optimization problem

¥(2) C{LW,,W,,W,,6)

In total there are about 30 design variables and the constraints
are nearly 45 in the total composite design. It is advisable to
decompose the system in 4 subsystems as indicated earlier.

It has been found in design optimization problems that Karush-
Kuhn-Tucker (KKT) conditions are not satisfied due to the high
degree of non-linearity inherently involved in design problems.
It may happen due to discontinuity in any of the subsystems. To
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take care of such problems, a mathematical method of
composing the results has been presented in the earlier section
of this proposal.

The decomposition of the all-in-one problem may be
accomplished in various alternate ways but the decomposition
based on the coupling variables concept appears to be more
suitable for the multidisciplinary design optimization of an
aircraft design problem.

Multidisciplinary decomposition with a central coordinator that
includes objective and R subsystems of the three disciplines
will be attempted. The minimization of the cost objective will
better serve the aircraft design than the range of aircraft.

Other decomposition may be attempted where the range
equation acts as a coupling objective, which will eliminate the
range subsystem as one of the subsystems from the optimization
problem.

It is possible to solve all subsystem in parallel [16-18].
However, it is proposed to sequentially solve due to the
coupling variables and some of the behavior variables. Some of
the behavior variables will be required as input to some of the
subsystems. This approach will need range calculations in all
the subsystems. The Breguet range equation [13] may be used
as a coupling objective, which will eliminate one subsystem.
This approach is likely to save computation time and effort.
These approaches can be graphically shown as follows.

. n i
Coupling 7 Connlin
Aer Pr St
Figure 1:
Traditional Approach
Aerodyna ]
mics
/\\fcupling variables
Propulsion
@ structures
Figure 2:

Alternate Approach

The formulation proposed here is conceptual rather than based
on the real data from an aircraft system. Based on the design
variables and coupling variables identified the subsystem
optimization model can be written as below.

3.1 Coupling Subsystem:

Maximize

€00, = K[ B0 11 0 0ry s, 5, 5, P o

(13)
Under the constraints
Upper and lower limit constraints on all the coupling variables
need to be applied.

34

(h)luwer < h < (h)upper

upper (1 6),

(t/c),mw < (t/c)S (t/c)
()

upper ( 1 4)
<M< (M)

lower

(15),
(a <ar, < (arw )up[)e‘r amn
(

rw )lnwcr
ang,, ). <ang,, <(ang,), ..

18)
(Sw/’ ),,,W, < Su/’ < (Su;/‘ )‘,,W, (19)7 S’f lower S S’f S S’f )upper (20)

(art )[uwer S arf < (art )upper Q@
Along with constraints on behavior constraints on lift/drag

W,)

(L/D) ratio, total lift (L), engine weight ¢’ , and wing

twist (0) . There are several empirical and analytical relations
available in the literature connecting these behavior variables.

Cc'(x,)= Z(Z Co (L1 D) (L) (W, ) (6)"
| (22)

G'(X,)= Z[Z C,.' (L1 D)™ (L) (W, ) (6)"
| (23)

C(X,)= Z(i Co (L1 D)™ (L) (W, )" (6)"
| (24)

c'(x,)= Z(’i Co, (LI D) (L) (W, ) (6)"
| (25)

c,(x,)= Z[Z Co (LI D)™ (L) (W, )" (6)""

(26

The exponents Lo are referring to the exponents of variables
from 1to 11 involved in the coupling subsystem. Some
0
coefficients CO’ ) and exponents (ao’" ) may be zero after
developing the equations and they are either dropped or equal to
1.
3.2 Aerodynamics Subsystem:
The mathematical model of the aerodynamics subsystem [13] is
presented below. The behavior and coupling variables obtained
in the coupling subsystem is communicated to the
aerodynamics subsystem before optimization of the subsystem
is attempted. The aerodynamics discipline solves for induced
drag, parasite drag, lift and drag coefficients, aerodynamic
center, and stability derivatives as a function of aircraft
geometry.
Maximize

EAD=Z L o o

27
Under the constraints:

O (1Y (n) (M) (ar, ) (ang ) (5., o (5, o ar ) o, )
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The behavior constraints and lower and upper constraints on the
aerodynamics variables need to be applied on this subsystem.

¢, an=y [Z Cu (e (0

() (ar, )< (ang , ) (5, ) (8, ) (ar, )]
T (e,,)m

) )

(2%

G €)™ 0 O G, = amg ) (5, Yo (5, ) G, o ]

¢,'x, w= Z[Z (O ) Gy o G, e

29

Cl(x,mH=Y,

(30)
The lower and upper constraints on the aerodynamics design
variables should also be imposed.

(txw )lower S t.\'w S (t.\'w)

upper (31 (VVI )lmm <W, < (‘/Vz)

(tl )lower S tl S (ll )upper (33)

Some derived constraints on static and dynamic aero elastic,
thermal constraint, and control system need to be included in
this formulation.

3.3 Propulsion Subsystem:

The propulsion subsystem [13] model is affected by the
decisions in the coupling subsystem and aerodynamics
subsystem. The coupling variables altitude (h) and Mach
number (M) along with variables such as engine scaling factor
(ESF), total drag (D), specific fuel consumption (SFC), and

upper (32)

total engine weight ( ’) are communicated to the propulsion
subsystem. This is the third subsystem in the MDO model.
Maximize

C5(X,) = Z[fco, (RYo ™ (Yo" (ESF ) (DY (SFCY™ (W, Yo (7)o" j

(34
Under the constraints:
The lower and upper bound constraint on the all design
variables should be applied on the propulsion subsystem
optimization. Then the other behavior constraints on the
strength, dynamic requirements, stability and control should be
imposed on the propulsion subsystem in MDO.

G, 5(X) = Z[ZC(M (M )= (ESFY (D) (SFCY™ (W, )" ()™ ]

(35)

c[(x,,‘u)):Z[i (CI‘ )(”:)w)(h)(l)w) s T b J
(36)

x-S e T P
(3N

(T)lower <T=< (T)upper
3.4 Structural Subsystem:

The fourth component is structural subsystem [13, 14], which is
obviously very critical. The values of coupling design variables

t/C) (Aw)

(38)

such as thickness/chord ( , altitude (h), Mach

35

(ar,)

number (M), wing aspect ratio , wing sweep
S ) ar

ratio, wf , tail surf area i s ( ! ) from the coupling

subsystem solution is communicated to the structural

subsystem. The behavior variables total lift (L), engine weight

w,) w,)

wing twist ( ) are important parameters for the structural
subsystem optimization. There are about 9 thickness design

. w, .
, total weight , fuel weight along with

variables including taper ratio which need to be
determined during the structural subsystem optimization. The
structural weight and center of gravity location of each
component is estimated, giving aircraft weight, center of
gravity, and moments of inertia. Static stability constraints are
satisfied by enforcing a margin of safety between the center of
gravity and aerodynamic center.

The structural subsystem is presented below.

Maximize:

€ X @) = 36, 070y (™ (1) (a1 (8, ) (5, ) (5, ) Gar )

(39
Under the constraints:
The structural subsystem is very critical for the overall
optimization of the aircraft system and hence all strictest
possible constraints must be imposed. The upper and lower
bound constraints on all parameters along with other variables

are:
(tl )l()wer = tl = (tl )upper (40), (IZ )Inwer S 5 = (tZ )upper 41)
(tj )lnwer < t} < (ti) (t4 )Iower < t4 < (t

wper (42), 4 Jupper 43)

(tf) )lower < t6 < (t6 )upper
(45)

(t7 )lower < t7 < (t7 )upper (46) (ts )1(,%,- <K< (tx )upher 47

(t9 )lawer < t9 < (t9 )upper (48) (ﬂ‘)luwer < ﬂ’ < (/l)upper (49)

In addition, these behavior constraints below are applied.

(IS )/ower < tS < (tS )upper (44)

Gl x@)=Yc, o ar, ) (A, (S, F (8, ) (ar, )
t]“mz Izanxx t}“lm t4“um t5 A leﬂ“m’ t7 13 txanm tg“mi lﬂmﬁ

(50)
G (X@)=3C," ey (ar,
(@ w, )y ),y (9) 1,

A Pl Py

R A O A e

(D

CH XA =3C, a1 (an, )= (A, (8, ) (5, ) ar)™
(L)“mu (We )x (W ), (Wf )“uml (g)um, £ g g G sy s g s t7um 1, tgum Ao
(52)

(53)
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The above constraints are for strength, stiffness, static
aerodynamic requirements, thermal requirement, and for
stability and control system. There are 10+m constraints on the
structural subsystem MDO module. As noted earlier some of

the coefficients (™) may be zero and that particular
constraint may drop out of the system. Similarly some of the

exponents (am’" ) may be zero and that variable may also drop
out.

4. REDUCTION AND/OR ELIMINATION OF REDUCTION
AND INFEASIBLE CONSTRAINTS

In the system optimization problem all possible real world
constraints need to be included. However, that makes the
optimization problem complex. It should analyzed whether all
these constraints developed are active and feasible, as there is a
tendency to put all possible constraints in the MDO
formulation, in an attempt to make the system optimization
problem more realistic. This leads to the constraints sometimes
conflicting, redundant or infeasible. Hence in formulation of the
MDO problem, it is beneficial to examine whether all the
constraints are active and feasible. An algorithm is proposed to
eliminate the redundant and infeasible constraints by an
approach shown below.

Considering the nature of the MDO for aircraft
design, one may reasonably assume that at least one variable is
present in each constraints. In this MDO formulation the lower
and upper bounds on each design variables are reasonably
known.

X(J)[uwer S X(‘l) S X(‘])upper (55)

Where J=0,1,2,3,4 for the four subsystem including coupling
subsystem.

The feasible ranges of the design variables will help in
analyzing the redundancy and infeasibility of the constraints in
the MDO presented above.

4.1 Algorithm:

1) Plug in the upper bound values of the design variables in the
constraint and determine the numerical value,

C, (X (M), e

2) calculate the numerical value of the constraint by plugging in

1
X
the lower bound values, C’" ( (m))l“w‘” .
3) The feasible value of the constraint is known from the real

Cc,'(X(m),,.
world practice, m( ( ))fellSlble.

4) Compare the lower bound and upper bound values of the
constraint with the feasible value and decide if the constraint is
redundant and/or feasible.

If le (X (m))lower < Cm] (X (m))feasible

(56)
then the constraint is active and feasible. If not, it is redundant
and should be removed from the subsystem optimization.

5. Automatic Mathematical Modeling Concept

It is proposed to build the MDO equations automatically from a
scheme presented below. To improve the design process, a
multidisciplinary team [6, 7, 8, and 9] must first list all
objectives and all constraints that the aircraft design needs to
meet. The standard input format for coefficients for different

36

1
subsystems C"" ,m =0, 1, 2, M, and t =1, 2, 3....n,
f=0,12,3

subsystems are provided in the matrix form. It is
l

possible that some of the ~ " values are in equation form and

these values are calculated and transferred to the relevant

subsystem equations. After supplying these values software

should be able to generate the objective function and constraints

of the particular subsystem.

5.1 Development of Coefficient Data Matrix:

Tablel: Coefficient Data Matrix for coupling Subsystem

t 1 2 3 4 5 n #of
terms
0 Coup.
C,, Coi | Coo | Cos | Cou | Cos | G, obj P
0 0 0 0 0 0 0] 1st
C]t Cl 1 ClZ CI 3 Cl4 C]S Cln cons
C 0 C 0 C 0 C 0 C 0 C 0 C 0| 2nd
2t 21 22 23 24 25 2n cons
C 0 C 0 C 0 C 0 C ol C C 0| 3rd
3t 31 32 33 34 35 3n | cons
C 0 C 0 C 0 C 0 C 0 C 0 C 0| 4th.co
4t 41 42 43 44 45 4n | ns
0 0 0 0 0 0 0| Mth.c
Cmt le Cm2 Cm3 Cm4 CmS Cmn ons

Table 2: Coefficient Data Matrix for Aerodynamics Subsystem

t 1 2 3 4 5 n #of
terms
C 1 c C C C 1 C 1 C 1| Coup.o
0r 01 02 03 04 05 on | bj
1 1 1 1 1 1 1] 1st
Clt Cl 1 C12 Cl 3 C14 C15 Cln cons
1 1 1 1 1 1 1| 2nd
CZ[ C21 C22 C23 C24 C25 CZn cons
1 1 1 1 1 1 1| 3rd
Csz C3 1 C32 C33 C34 C35 C3n cons
1 1 1 1 1 1 1| 4th.co
C4t C41 C42 C43 C44 C45 C4n ns
1 1 1 1 1 1 1| Mth.co
Cmt le le Cm3 Cm4 CmS Cmn ns

Table .3 Coefficient Data Matrix for Propulsion Subsystem

t 1 2 3 4 5 n #of
terms
2 2 2 2| Coup.
Co'| Cor | Coo | Cos | Cy7| Cos™| G, obj
2 2 2 2 2 2 2 1st
Clt Cl 1 C12 C13 C14 C15 Cln cons
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2 2 2 2 2 2 2| 2nd
Co | Co| Cou™| Co| Co| Cos™| Co| s M
Aopa| ooz | Ao33 Aogs| Qosz| Aoe3 Aoz
2 2 2 2 2 2 2| 3rd
G, | G| Gy | C7| Gy | € G,
) ) ) 33 cons ar, | ol %o | ag,, QAogyg| Qosal Aops Aoy
2 2 2 2 2 2 2| 4th.co
C C C C C C C
4 4 42 43 44 4 4n | ns ang,| dysl Aes | s Qous| Qoss| Does Ays
2 2 2 2) 2 2 2| Mth.c
Coi| Cot'| Co'| Coa| Coi| Cos| Co ons Aorel Aozs | Qoss Aogs| ose| Loss Qore
wf

¢ | Gor7] Goor| Qoz QAoyg| Qos7| Aogr Ao

Table 4: Coefficient Data Matrix for Structural Subsystem

. I 2 3 2 5 o For ar, | Qogl Aopg | Aosg Qogg Aosg| Aoes Aog
terms
Cm3 Coul Cp| Cos (,‘043 COS3 C0n3 Cgup' Ly | Qo Qoo | Qo3g Qogo| Aoso| oo L)
3 obj
3 3 3 3 3 3 3| Ist W, | on| ool Qozi0 | Goar| Qosi| Gosio | Dono
C, | G| Gy Gyl Gy Cys| C, cons
3 3 3 3 3 3 3 2nd L Aol Qoz11| Qostr | Qoat| Qosi| Gost1 | Qo
Cy| G| Cp| Co| Cyy Cys| Gy, cons ‘
Table 7: Exponent Data Matrix of Propulsion Subsystem
3 3 3 3 3 3 3 3rd variab | 1 2 3 4 5 6 t
G| G| Gy G| Cyy Cis| G, cons les
T
clclclcdc? c. ¢ 4heo Aoid Qo214 Y0314 Poard Gosid Gosis o6
4t 41 £ 43 44 45 4n | ns
3 k i ] 3 K 3 Mth.c Table 8: Exponent Data Matrix of Structural Subsystem
Cmt le CmZ Cm3 Cm4 CmS Cmn ons vari 1 2 3 4 5 6 t
. able
5.2 Development of the Exponent Matrix: s
The exponent matrix [7-9] is also input into the equations in t a a a a a a
matrix form as shown below. All the exponents will differ from 1 01 0217 0317 0417 a 0617 017
subsystem to subsystem and they need to be estimated. 0517
Table 5: Exponent Data Matrix of Coupling Subsystem
variab | 1 2 3 4 5 6 t t
a a a a a a
los 2 ot Qoig Qosis | @y, | Yosis | Yosrs | Yong
LID| ay) @yl Qe Gosg| Goso| g Qo9
I Ao1| Ay Qo319 | Qoaro | Qosio | Gosto | oito
L Aoy Qo219 Qozid Qoard %osiq Dosto Qoo ;
a.,| a a a a
3 o] Qon2d as,, 0420 | Qpsyy | G620 | Gor20
W, Aor14 Qoarl| Qosrl] oar] Qosti| Dot Ao
I, Aol Aozl o321 | Qoaa1 | Qosat | Gosar | Gorai
0 Ao11d Qo212 Qo319 Qoard Qosiy Qosiz Aoz
: | - . Ao Aomg Qozr | Qoaza | Dosza | Qoez | Doz
Table 6: Exponent Data Matrix of Aerodynamics Subsystem L
varia | 1 2 3 4 5 6 t
bles te Aol Ao G033 | Qosos | Qosaz | Goe2s | Doz
tlhe | ag,| Ggy | ags, Qoq1) Aos1| el Ao
L Aol Aoood Go3a | Qosos | Qosaa | Dosas | Goroa
h Aoyl Qoxa | Qoza Aoyl Qosz| Qo2 Aorr
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Iy Aol Aoy Qo3os | Qosos | Dosas | osas | Aopos
Iy Qo1 Aonad Qozzs | Aoazs | Doses Qo126
Qo626
A Aoy Aopp] Qozar | Qoazz | Gosar | Qosar | Goror
7. SOLUTION

The coefficients and exponents shown in the above matrices are
theoretical as stated above. The real values of these are
transferred to a different subsystem solution of the coupling
subsystem and then it will proceed to aerodynamics, propulsion,
and finally to the structural subsystem sequentially.

As stated earlier, an augmented geometric program [3-6] is
followed to reformulate the subsystem mathematical model
before solution. In certain cases, the degree of difficulty is
reduced in this formulation. It has been found that this approach
also helps to overcome the problem of “loose” constraints. It is
likely to happen when the spread of lower and upper range of
variables are large. This principal idea is to create a new
augmented program equivalent to the original subsystem
program by adding slack variables to all constraints, then
executing or solving this equivalence by geometric
programming methodology. It has been found that if a solution

vector X n exists, the constraints on structural requirements,
static and dynamic aeroelastic requirements, thermal
environment, and other relevant constraints will all be tight at
the optimum. The problem of degeneracy and consistency can
also tackled at this stage.

The TOMLAB software, from Tomlab Optimization Inc. [15]
will be used for the solution. Tom lab can solve geometric
programs for large degrees of difficulty. It will be of interest to
watch the values of the optimized design variables in different
subsystems. If there is any discrepancy in some optimized
design values it is likely to be due to non-smoothness of some
constraints in different subsystems. The main objective of the
proposal is to make an attempt to present a robust mathematical
programming method for the formulation and solution of
multidisciplinary design optimization (MDO) problems. The
method presents a smart decomposition technique with coupling
subsystem and coupling variables. The large degree of difficulty
which is a curse of geometric programming can be tackled also
through flexible decomposition. Finally the system optimum
range value can be obtained as;

C= the maximum value of the complete system

=(Z(C%(X<l>>)”’j

I=1 (57)

t=1-Y o, o, ,
Where J (58) and / are optimum dual
variables associated with coupling subsystems. The above

equation is only true when
@ H)=0, Q=..0 R=0,
59

38

It is hoped that this condition will hold in case of aircraft
design. In geometric programming dual variables are obtained
during the solution phase.

8. CONCLUSION
The proposal being presented looks into the problem of
formulation for large multidisciplinary optimization design
problems. A mathematically rigorous method for formulation
and solution of MDO has been developed in this proposal. It
also presents a new concept of automatic mathematical
modeling, which if perfected, can be generalized and made
easier to use and apply MDO to a large number of complex and
complicated engineering design problems. Furthermore, a
concept of reduction and elimination of redundant constraints is
presented. It seems that during the development of complicated
large-scale design problems the engineers try to include all
types of constraints which may or may not be practical or
useful. Hence, there is a need for an algorithm to eliminate
some of the redundant constraints, wherever possible. The hope
is that by integrating the reduction/elimination algorithm some
of these problems can be eased. The methodology presented
includes both the coupling and behavioral variables which
move back and forth between different subsystems during the
solution process. The solution is based on the augmented
geometric program. The interactions and interrelation between
different subsystems would be preserved in MDO by this
approach. The algorithm is generic and not related to a specific
problem. However, it must be stated that it is more
methodological and conceptual or idea-based.
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Abstract

Microchannel heat sink is a promising cooling
technology for semiconductor devices with a high
cooling capacity and low mass flow rate requirement.
Nowadays, semiconductor devices are widely used in
industry and improved in size and clock speed which
leads to higher heat flux. In this paper, three kinds of
microchannel heat sink designs are proposed and the
cooling performance is investigated by CFD. Uniform
heating condition is applied to the swirl microchannel
heat sink. The non-uniform heating condition is divided
into local high heat flux and continuously varying heat
flux to simulate the electrical devices and concentrated
photovoltaic  cell, respectively. The cross-linked
microchannel heat sink and hybrid micro heat sink are
used to remove the local high heat flux. Two different
sizes and numbers of hotspots are designed and applied to
these two heat sinks. The straight microchannel heat sink
is designed for continuously varying heat flux. Water is
used as coolant and copper/ silicon is selected as heat
sink material. The heat flux varies from 10 W/cm® to 100
W/em?®. The inlet velocity varies from 0.5 m/s to 1 mVs.
The maximum temperature, temperature gradient,
pressure drop and total thermal resistance are chosen to
be criterion of evaluating their cooling performance.

Keywords: CFD, microchannel heat sink, straight
channel, cross-linked channel, swirl channel, uniform and
non-uniform heating

1. Introduction

The semiconductor technology and micro fabrication
method develop fast and has changed our lives
dramatically. The applications of semiconductor
technology have been widely extended into many areas
including civil products, military and alternative energy
and so on. Nowadays, the semiconductor industry is
facing the problem of fast removal of high heat flux from
the microchip and the system since the high operation
temperature leads to the reduction of reliability, lifespan
and speed [1]. Today the heat dissipation rate from
electronic chips is touching 200 W/ecm?® [2]. The future
cooling target is to maintain the maximum temperature of
micro electrical devices lower than 85 °C and the spatial
temperature variation below 10 °C [3].

Liquid cooling in microchannels was first proposed
by Tuckerman and Pease [4] and it showed high heat
dissipation up to 790 W/cm®. Much work has been done
due to this attracting capacity. According to the wall
boundary conditions, the study of microchannel heat
sinks can be categorized into uniform heating [5-8] and

f yanfen@encs.concordia.ca
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non-uniform heating [9-11]. Uniform heating condition is
widely studied numerically and experimentally. Chen et
al. [5] simulated three shapes of cross-section of
microchannel: triangular, rectangular, and trapezoidal.
The constant solid and fluid properties were assumed.
The results showed that the triangular microchannel heat
sink had best cooling performance. Lelea [6] numerically
investigated a microchannel heat sink with a circular
cross-section. The inlet channel had an offset of quarter
of the tube perimeter from the center of micro tube in
order to generate the swirl fluid. The water had
temperature-dependent properties. The results showed
that a strong swirl flow pattern was created and was able
to enhance the heat transfer at high mass flow rate. Xu et
al. [7-8] conducted both experimental and numerical
study of cross-linked microchannel heat sink performance.
Under uniform heating condition, results proved the
existence of thermal boundary redeveloping at the exit of
cross-linked channels. Heat transfer was significantly
enhanced due to the presence of cross-linked channels.
Pressure drop was discovered to be similar or slightly
reduced for cross-linked channel heat sink.

Non-uniform heating conditions are recently studied
because it is more practical in real applications. It can be
classified as local high heat flux (hot spot) and
continuously varying heat flux according to the
applications. The typical application of hot spot is the
computational devices such as CPU. The cooling
performance of different microchannel heat sinks under
the non-uniform heating condition has been investigated.
Zhang et al. [9] simulated a microchannel heat sink under
both uniform and non-uniform heating conditions. A new
type of heat sink with variable channel width was
developed. With narrower and more channels above the
hotspot, the heat dissipation rate increased about 10%.
Lee [10] numerically optimized the heat sink design used
for liquid cooling IGBT power module with six dies.
Different layouts of square pins directly mounted under
the hot spots were designed to find out the optimization.
The results showed that the maximum junction
temperature was maintained at 100 °C with a spatial
temperature variation of 1 °C. Chauhan et al. [11]
numerically investigated the cooling performance of
parallel straight channels. The processor, Intel®
Pentium® 4 Northwood-style datapath with a 3 GHz
clock, was selected as heat source. The chip was divided
into 24 components with different heat fluxes. Five
different plans were proposed based on the original floor
plan. The high heat flux components were arranged close
to the inlet and far from each other. The results showed
that the maximum temperature of new floor plan reduced
by 4.4 °C. The thermal condition of continuously varying
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heat flux can be found in the application of concentrated
solar photovoltaic cells caused by the concentrator or
reflector. Kermani et al. [12] proposed a microchannel
concentrated solar cell cooling design with manifold. The
concept of this design was to redevelop the thermal
boundary layer in order to obtain the high heat transfer
coefficient at each channel. The experiment was achieved
to investigate the pressure drop and cooling performance
at the heat flux of 75 W/ecm’, which simulated a high
concentrated solar cell with 1000 suns. The experimental
results showed that the heat transfer coefficient reached
65 kW/K-m” at the flow rate of 1 g/s with a pressure drop
of 15 kPa.

In summary, the microchannel heat sinks have a
promising capacity of heat dissipation from a micro scale
device. It has large potential to satisfy the future cooling
demand. In this paper, four microchannel heat sinks have
been designed and studied numerically under uniform
and non-uniform heating conditions. Various heat fluxes
and mass flow rates are tested. The maximum
temperature, temperature variation and pressure drop at
different operation conditions are presented.

2. Test Model Designs

Swirl heat sink under uniform heating condition

Swirl microchannel heat sink is designed, as shown in
Fig.1la, to dissipate the large heat flux from the
semiconductor devices. The present heat sink applies
multiple swirl microchannels positioned in a circular flat
plate to enhance the heat convection by creating the
secondary flow at high Reynolds numbers. The channel
depth and width are fixed as 0.5 mm and 0.4 mm,
respectively. The heat is injected into the system from the
bottom of heat sink at the uniform heat fluxes from 10 to
60 W/cm®. Flow is supplied from the top of micro heat
sink through a jet hole with a diameter of 2 mm and
enters swirl microchannels at the volume flow rates
varying from 47 to 188 ml/min.

Cross-linked heat sink with two local high heat fluxes

The non-uniform heating condition is applied to the
cross-linked microchannel heat sink. Three heat sinks
with different widths of cross-linked channels locating
above the center of hotspots are studied and compared to
conventional straight microchannel heat sink. Half of the
module is chosen to be the computational domain, which
is shown in Fig.1b. Two hotspots of 10 mm x 2 mm are
placed at the bottom surface. First, the four heat sinks are
tested under single hotspot condition, upstream hotspots
(HCU) or downstream hotspots (HCD). Then, the heat
sinks are subjected to both hotspots. Heating condition 1
(HC1), stands for heating condition with 100 W/cm® heat
flux on upstream hotspots, and 50 W/cm® heat flux on
downstream hotspots. Heating condition 2 (HC2) is the
converse heating condition of HC1. Two inlet velocities,
0.5 m/s and 1 m/s, are tested for each heat sink.

Hybrid micro heat sink with six local high heat fluxes

The micro heat sink applying the jet-impingement and
cross flow is designed to dissipate the heat from the
electrical devices. The structure is shown in Fig.lc. Six
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hotspots of 2 mm x 2 mm are positioned on a flat plate of
254 mm x 254 mm. The area of flat plate except the
hotspots is provided a constant heat flux of 20 W/cm? as
background heating source among cases. Four heat fluxes
from 40 to 100 W/cm® on the hotspots are tested to
simulate the different operation conditions. The cross
flow is used to remove the background heat flux and jet
flow is supplied into the swirl microchannel, located at
the right top of hotspot, to dissipate the large heat flux
from hotspots. Due to the increased temperature of cross
flow along the flowing direction, the circular pin fins are
placed in the heat sink to enlarge the heat transfer area.
The diameter of circular pins reduces and more pins are
added along the stream wise direction to break the
thermal boundary layer and obtain convective heat
transfer area so that increase the heat transfer coefficient.
The channel depth is 0.5 mm and the width of swirl
microchannel is 0.38 mm. The cross flow and jet flow
velocity vary from 0.1 m/s to 0.5 m/s and from 0.5 m/s to
2 m/s, respectively.

Straight channel heat sink with continuously varying
heat flux

The continuously varying heat flux, which appears on the
application of concentrated photovoltaic cells, is applied
on the bottom surface of straight channel heat sinks. Two
different layouts of micro heat sink on the heat source are
proposed. The computational domains are '% and Y4 of the
whole module for layout 1 and layout 2, respectively. In
order to simulate the non-uniform heating boundary
condition, the illuminated surface in the model has been
divided into multiple zones. The sketch of simulation
method is shown in Fig.2. The heat flux distribution
curve is divided and the average value of heat flux in
each zone can be determined by,

X1 .
qqgdx

q' _ K i=123...N (1)
i Wi

where,

Wi =X, — X%

where, §; is the average value of heat flux in the i zone;
W, is the width of the i zone; §(X) is the heat flux
generated by the concentrator; X and X.; are the left and
right coordinates of the i zone. The error between the
simulated and practical heating condition can be
evaluated by,

4 —4(x)

q;

where, E, is the error in the i™ zone. In this work, the

E =

error in all zones is maintained below 15%. Hence, as
soon as the function of heat flux is, g(x), known, the
width of each zone can be determined by solving the
equation,

[ 40 dx=4(x)

~15%+1% )
Adx
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The value of x, is set as zero since the first zone starts
from the center. Then, the value of X2 is calculated based
on Eq. (2). All coordinates then can be obtained using
this method. In heat sink layout 1, the heat flux decreases
along the x axis, while in heat sink layout 2, heat flux
decreases along the flow direction, as shown in Fig.2.
The heated surface is underneath the channels with an
area of 10.75 mm x 10 mm. The maximum heat flux is
fixed at 100 W/cm? in two tested heating cases. The case
of q1 has a minimum heat flux of 20 W/cm? and a total
power 18.7 W on the bottom surface of the whole
module; while the minimum heat flux and total power of
g2 are 50 W/cm? and 31.8 W, respectively. The tested
inlet mass flow rate varies from 4.5 g/min to 86.1 g/min.

3. Numerical Study

The commercial software Fluent is applied to simulate
this model and evaluate the cooling performance. Some
assumptions are proposed before doing the simulation.
Liquid has temperature-dependent thermophysical
properties, such as density, viscosity, conductivity and
thermal capacity; solid material has constant properties;
the flow can be viewed as steady-state; no-slip boundary
conditions exist at inner walls; body force is neglected
due to micro-scale dimension. According to the
assumptions, the governing equations that contain
continuity equation, Navier-Stokes equation and energy
equation are represented as:

V(pV)=0 ®)
V-V(pV)=-VP+V(VV) 4)
V-V(pC,T,)=V(k,VT,) (Liquid) (5)
k, VT, =0 (Solid) (6)

The Navier-Stokes equation and continuity equation can
be solved to get velocity in case of an incompressible
fluid. The velocity is substituted into energy equation to
solve the temperature distribution. Water and
copper/silicon are defined as coolant and the heat sink
material. The temperature-dependent properties of liquid
are listed in Table.1. The operating pressure is fixed at
10° Pa. The “velocity-inlet” boundary condition is
assigned at the inlet. The velocity direction is normal to
the inlet. The temperature keeps a constant value at the
inlets. The outlet boundary is set at “pressure-outlet”. The
gage pressure is fixed at zero at the outlet. The “SIMPLE”
module is applied for pressure-velocity coupling analysis
of flows in microchannels. The discretization is “second-
order upwind” for velocity and energy, and “second-order
upwind” for pressure. The number of iteration is set at
3000 and the convergence criterion is 10 for continuity,
velocity, and 10 for energy in order to get stable results.
The grid independence is performed in advance.

4. Results and Discussion

Swirl heat sink under uniform heating condition

Three different curvatures of swirl microchannels are
selected and the results show that the larger curvature has
better cooling performance as shown in Fig.3a since the

stronger secondary flow is generated and the heat transfer
is enhanced. Figure 3b shows the effect of channel
number on the cooling performance. Increasing the
channel number is able to decrease the temperature eve if
the flow rate in each channel is reduced, which is caused
by the increased contact area. The liquid removes the heat
more uniformly as the channel number increases since the
channel covers larger area. At the same flow rate, the
pressure drop reduces as the channel number increases
since the velocity in each microchannel is reduced as
shown in Fig.3c. Figure 3d presents the thermal
resistance of swirl microchannel heat sink. The total
thermal resistance increases as the heat flux since the
cooling capacity is reduced at the high heat flux. Also,
increasing the velocity can enhance the cooling, which
results in the smaller thermal resistance.

Non-uniform heating condition

Local high heat flux (Hot spot)
Two designs are proposed and investigated under local
high heat flux conditions: cross-linked microchannel heat
sink and hybrid micro heat sink. Different sizes and
locations of hotspots are applied in two designs,
respectively.

Cross-linked microchannel heat sink

It is found out that all heat sinks have lower maximum
temperature and maximum temperature difference when
hotspot is placed in the upstream region or upstream
hotspot is subjected to a higher heat flux than the
downstream one, as shown in Fig.4a. The temperature
profile of the center lines of hotspots are presented in
Fig.4b. With the presence of cross-linked channels,
temperature distribution has better uniformity at the
hotspot zones and pressure drop of the heat sink
decreases (Fig.4c). Figure 4d compares the total thermal
resistance of all cases. In conclusion, the cross-linked
heat sink has the best cooling performance with a cross-
linked channel width of 0.5 mm. Cross-linked channels
reduced total thermal resistance when cross-linked
channel width W = 0.5 mm; while further increase in
cross-linked channel width results in higher total thermal
resistance and smaller cooling capacity. Thermal
resistance is lower under HC1 than that under HC2,
namely, the heat sink has higher cooling capacity when
applying higher heat flux at HS1.

Hybrid micro heat sink

Jet impingement and cross flow are applied to dissipate
the heat from the hotspots and background, respectively.
The effects of cross flow and jet flow on the cooling
performance are studied. The maximum temperature,
temperature variation and the thermal resistance are
presented here, as shown in Fig.5a-c. In the tested range,
the maximum temperature is below 337.5 K and the
temperature variation is lower than 10 K, which could
satisfy the cooling requirement of micro electrical
devices. The maximum pressure drop of 5.5 kPa occurs at
the jet inlet when the jet velocity is 2 m/s. Figure Sc
shows the overall thermal resistance in the tested range.
The thermal resistance becomes smaller as jet flow
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velocity increases since faster jet flow can remove large
heat from the base and reduce the maximum temperature.
Furthermore, the thermal resistance at high hotspot heat
flux is smaller than one at low hotspot heat flux.
Therefore, hybrid micro heat sink is suitable for micro
electrical devices with high heat flux.

Continuously varying heat flux

The new method is proposed to simulate the thermal
boundary of concentrated photovoltaic cell. The straight
microchannel heat sink is applied to complete this task.
Two orientations are tested. The maximum temperature,
temperature difference, pressure drop and total thermal
resistance are shown in Fig.6. In general, heat sink layout
2 has better cooling performance than layout 1. The
maximum temperature, temperature difference and total
thermal resistance decrease as increasing inlet mass flow
rate or reducing heat flux. All three parameters have a
critical value of mass flow rate. Further increasing the
mass flow rate has little effect on them. The pressure
drop rises with increase of mass flow rate. Furthermore,
the pressure drop increases much drastically for layout 1
than that of layout 2.

5. Conclusion

In order to remove high heat flux from semiconductor
devices, three kinds of heat sinks are designed and their
cooling performances are numerical studied. The uniform
and non-uniform heating conditions are applied. For the
swirl heat sink which works under uniform heat flux,
large values of channel number and curvature enhance
heat dissipation rate. The temperature variation occurs
from center to edge. In the cross-linked microchannel
heat sink designed to cool two hotspots, the presence of
cross-linked  microchannels improves temperature
uniformity on the bottom surface of the heat sink. The
heat sink with jet-impingement shows satisfactory
performance for removing six local high heat flux spots.
Under continuously varying heat flux condition, the heat
sink can obtain a much lower maximum temperature and
temperature difference when the heat flux decreases
along the flow direction. All proposed designs show
satisfying cooling performance. The cooling capacity is
able to remove the heat flux up to 60 W/cm® with a
temperature variation lower than 16 K wunder both
uniform and non-uniform heating conditions. The
microchannel liquid cooling has a large potential to
remove the high heat flux from the semiconductor
devices in the future applications.
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U 033158  -3.752E-3  1.60E-05 -3.06E-08  2.19E-11
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ABSTRACT

Rotating blades encounter a blocked flow in many
instances, for example the tower wakes of downwind
wind turbine blades, the blades of the radiator fan of an
automobile. One of the two schools of thought models
the blocked flow as causing a transient stall on the blade
and the other models it as a lift deficiency function. In
this work the extreme case of a blocked flow is studied,
where the blockage covers a considerable sector of the
rotating disc. The blade undergoes a transient stall and
consequently the radial flow over the blade becomes
significant. Pulsed laser sheet imaging and particle image
velocimetry (PIV) are used to verify the occurrence of
separation, and to capture features of the separated flow.
The results verify the occurrence of stall in the
obstructed-inflow sector. In the stalled region, radial flow
develops, but does not increase on moving outboard. This
appears to be due to the presence of separation cells
along the radius, which contribute to exchange of fluid
between the near-blade surface and the freestream.

Keywords: Transient Stall, Rotating Blade, Blockage,
and Radial Flow.

1. INTRODUCTION

Rotating blades experience varying dynamic loads due to
blockage effects. Blockage is defined as a flow that is
obstructed from freely interacting with the rotating blade.
This dynamic loading is attributed to the blade transient
stall as a result of its interaction with the blocked flow.
The underlying source of the stall being the pitch
increase on the blade in the low dynamic pressure region
coupled with rapidly changing inflow velocity, causing
the effective angle of attack to exceed the static stall limit
rapidly and substantially. This triggers a sharp dynamic
lift increase followed by a sudden loss of lift, and the stall
persists until the blade is well under the static stall limit.
As such this phenomenon has been studied extensively,
two dimensional dynamic stall of 2-D airfoils has been
well studied by McCroskey (1). Concepts for stall
alleviation by Carr (2) and elimination by McAlister (3)
have been developed for rotating blades. But much less is
known about the complexities and intricacies of 3-D
dynamic stall, due to the presence of strong radial
acceleration.

On the other hand, Leishman (4) postulates that the
dynamic lift acting on a wind turbine blade when passing
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through the tower wake can be modeled by fitting a lift
deficiency function to the airfoil section. He suggests
using a Kussner Function, which models a vertical gust
impingement onto the airfoil section. Coton (5) cited
discrepancies in the above method when blade
experiences very high angles of attack, even though 3-D
effects were included. He also cited that the predictions
overshoot the impulsive response of the blade at the exit
from the tower shadow region.

The two schools of thought both suggest that 3-D effects
cannot be neglected to determine the effect of blockage
on rotating blades. It is important that further studies
include three dimensional effects. Raghav (6) cites that
the nature of the separation line on the rotating blade
must involve interaction between the stall vortex and the
details of separated flowfield downstream. Thus, study of
this region opens the way to understanding 3-D flow
separation leading to Dynamic Stall, Raghav (7). The
motivation of the present studies is two-fold. The first is
to study the effect of blockage on a rotating blade.
Second is to study the significance of radial flow during
transient or dynamic stall.

In this work the “inflow” onto a rotating blade is
obstructed to study the characteristics of the flow over
the blade under the imposed conditions. The obstruction
here is an extreme case of the practically occurring cases
of the wind turbines and radiator fans. The flow behind
the stall line is of interest as the radial acceleration is
strongest in that region. In practice a rotating blade
interacting with a blocked flow occurs in the case of
downwind Horizontal Axis Wind Turbines (HAWT),
when the blade passes through the tower “shadow”. Such
stall also occurs on automobile radiator fan blades, where
the flow is blocked by the other parts. This phenomenon
gives rise to dynamic loading on the blades which is hard
to predict. In case of HAWT it leads to increased fatigue
loading leading to structural failure and lower life
expectancy. The dynamic loading on a radiator fan leads
to increased noise generation by the blades of the fan.

2. PREVIOUS WORK

The effect of blockage over a part of the azimuth of a
rotating blade is of interest in many practical
applications. It is known that flow separation leading to
stall, occurs on a rotating blade interacting with a blocked
flow. This flow separation is dynamic in nature due to
which the reattachment is delayed in a hysteresis loop
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which persist well into the next quadrant of the rotation.
Butterfield (8) cites that dynamic stall has been observed
on wind turbine blades due to the effect of the tower
shadow. Efforts to capture this phenomenon have
proceeded through 2-D experiments on pitching airfoils
in wind and water tunnels McCroskey (1) (9). Numerical
predictions proceeding from inviscid formulations to full
Navier-Stokes simulations have also been performed.
Research on 3-D flow separation leading to dynamic stall
showed that the stall initiation was a localized event, thus
making the timing of stall difficult to predict and control.

Influence of Radial Acceleration

The effect of radial acceleration on the lift and pitching
moment evolution on a dynamically stalled blade is of
great interest. Coton (10) cites the substantial pressure
differences in the inboard pressure distribution on
rotating wind turbine blades compared to 2-D models,
preceding dynamic stall. He also cites the delay in
forwards movement of the separation region (prior to lift-
off of the dynamic lift vortex) due to spanwise flow.
Corten (11) has used a “stall flag” method to capture the
occurrence of stall on full scale wind turbine blades. His
analysis shows that in dynamic stall region, there is a
substantial radial pressure gradient and accompanying
radial flow. Corten's (12) laser velocimeter results shows
the formation of vorticity directed parallel to the rotor
axis along the aft portions of the blade. Hence radial
accelerations must have a strong influence on the lift and
pitching moment evolution after stall occurs. Xu (13)
shows that the influence of rotation (centrifugal effects in
the boundary layer) on a wind turbine blade, when
modeled using a full Navier-Stokes formulation, shows a
substantial stall delay in the 3-D case compared to 2-D
cases where there is no rotation effect.

3. MEASUREMENT APPROACH

The objective of this study is to study the flow field
behind the point of separation on inboard region of a
rotating blade under blockage effects. The approach was
to use a single-bladed rotor in a hover facility and
considerably alter its effective angle of attack over a part
of the azimuth. The sudden change in angle of attack was
achieved by using a “flow obstructer” plate in the inflow
region of the rotor. The primary concern is to determine
the effect of blockage on a rotating blade. The secondary
concern is the behavior of radial flow downstream of the
separation line on the blade.

Experimental Facility

The experiment was conducted in a rotorcraft hover
facility in the School of Aerospace Engineering at
Georgia Institute of Technology. A single bladed rotor of
the specifications shown in Table 1 was used for the
experiments. The Figure 1 shows a picture of the
experimental setup and a schematic front view of the

facility. Refer to Yang (14) for the complete details of the
experiment.

Description Value Units
Blade Radius 0.61 Meters
Blade Chord 0.13 Meters
Aspect Ratio 4.8

?e'gtfl%'r'] NACA 0012

Biade | Untatsed

Motor 11.2 KW
Motor RPM 0-200 RPM

Table 1 Hover Facility Specifications

OUTER RADIUS
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WALTL
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FLOOR

Figure 1: Inflow obstruction picture and sketch of
inflow region

4. FLOW MEASUREMENTS

From prior experiments in this facility, Liou (15) , it is
known that the blade used here operates with attached
flow at 15 degrees pitch, at 500 RPM (30 m/s tip speed).
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Qualitative Visualization

Pulsed Laser Sheet Imaging (PLSI) studies were
conducted at 70 RPM. The RPM was slow enough to
capture successive video images, showing the same
seeding during a single-event approach and passage of
the blade through the seeding cloud, albeit at low
Reynolds number. The PLSI showed that the flow across
the disc (axial velocity component), was being stopped
suddenly in contrast to being sharply accelerated as a
lifting blade passes by, this indicated blade stall. In
Figure 3, as the blade moves through the seeding cloud,
very little axial flow movement can be seen (a) and b) ),
showing the absence of strong suction. Soon after the
blade passes through, the seeding resumes its downward
movement. (c). Viewed in detailed image sequences, this
visualization made clear that the blade was essentially
just a blunt body moving through the flowfield, and was
not generating any significant lift. The inflow during the
rest of the cycle was due to the lift generated when the
blade was beyond the inflow-obstruction region. This
finding is quantified by PIV.

Quantitative Visualization

For PIV, four image sets of fifty image pairs were taken
for each blade azimuth of the measuring plane. The
spanwise—axial section was selected to capture the radial
flow velocity (Figure 4). The measuring plane was
illuminated along the span with a rectangular viewing
region of 12.8 cm (spanwise) x 9.6 cm (axial).

5. EVIDENCE OF STALL

The experiment was conducted under conditions where
the aerodynamic load is small compared to the inertial
loads. Also, no direct thrust measurement is made, and no
pressure sensors are used. Thus, the occurrence of stall
was verified by comparing the axial velocity induced by
blade passage with the “local” level attributable to the tip
vortex system and lift generation through the rest of the
blade cycle. Previous measurements with a lift-
generating rotor have shown that a very large inflow
velocity spike occurs during blade passage, followed by
settling to the “local” level very quickly for the rest of the
cycle. However, if the blade is stalled as it passes the
measuring location, and generating lift through much of
the rest of the cycle, we should expect to see only the
smaller perturbation in the inflow velocity during blade
passage, associated with passage of a blunt body. It is
expected that the flow will be pushed away by thickness
of the blade, followed by a briefly increased inflow.
Velocity results from the 70 RPM tests, followed by
cleaner results at 500 RPM, verified that this was
occurring. Figure 4 shows that at mid-span, at 270
degrees azimuth (blade is at the opposite side of the rotor
disc) the measured inflow velocity was about 2.5 m/s for
the obstructed case and 3 m/s for the control case, as
shown in Figure 4. This is in line with rough expectations
from Momentum Theory.
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(©)
Figure 3 Sequential Blade and Seeding Visualization
and Schematic View

6. FLOW CHARACTERISTICS — RADIAL FLOW

Figures 5 through 8 show contours of the radial velocity
component, measured at various locations along the
spanwise viewing plane covering 12.8 cm of the blade
centered on the 38 cm radial location (midspan). At the
leading edge plane, (Figure 5), without the obstruction, at
90 degrees azimuth, when the blade is assumed to be
lifting and at the measurement region, the radial velocity
component is in the range of 0.5 m/s (red region).
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Figure 4 Axial Velocity Profile at Mid-span

However, when the blade is at 270 degrees (as far away
as possible from the measuring region) the radial velocity
is on the order of 1.4 m/s, as shown in Figure 6. This is
the “local” level of radial velocity, attributed to the tip
vortex.
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g
§ooe ‘
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S
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.
<0.03 ‘
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Figure 5 Radial Velocity Contour at Leading edge, No
Obstruction

Comparing Figures 7 and 8 for the same cases as above,
but with the obstruction present, we see that the radial
velocity remains near the local level. Thus in the case
with obstruction, the radial velocity above the blade
leading edge region is not very different from the local.
This sets the context to view the change of radial velocity
from leading edge to trailing edge over the blade, as it
Moves through the measurement plane, and compare the
cases with and without obstruction.

Uk, m/s (8295 0.6272 -0.4248 -0.2225 -0.0202 0,121 0.3845 0.5868
0.1
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Figure 6 Radial Velocity Contour with blade at 270
degrees azimuth, no obstruction
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Figure 7 Radial velocity contours at leading edge,
obstructed case.

The measurements at mid-span are shown. In Figures 9
and 10, the blue lines show the deceleration from leading
edge to quarter chord at 5 cm from the surface of blade,
while the orange line is 10 cm from the surface. Figure
10 shows the radial velocity as a function of chord at
mid-span without the obstruction. There is less
discontinuity after the quarter chord than in the case with
obstruction (Figure 10).
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Figure 8 Radial velocity contours with blade at 270
degrees azimuth, obstructed case
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The case with the obstruction, in Figure 10, shows a
quick change in the magnitude of the radial velocity. The
velocity fluctuation increases after the quarter chord. The
reason why the radial inflow velocity is initially higher in
the obstructed case is that while the axial flow has been
obstructed, the radial flow has not been obstructed. So
when the pressure drop occurs near the upper surface, the
radial inflow is accelerated as opposed to the controlled
case where axial component of the flow would be
sufficient in pressure recovery.
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Figure 9 Radial Velocity Profile at Mid-Span without
obstruction (Control Case)

The range of the radial inflow velocity variation for both
cases (controlled and obstructed) is the same up to the
quarter chord, where flow is believed to be attached for
both cases. However the rate of deceleration of radial
inflow in the control case decreased over the observed
distance from the blade surface.
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Figure 10 Radial Velocity Profile at Mid-Span with
Obstruction

In contrast, the obstructed case had the same deceleration
at 5 cm and 10 cm away from the surface. The results
show that the inboard-directed radial component of the
inflow velocity decreases as the blade passes through the
obstruction. This suggests that the centrifugal effect
dominates, downstream of quarter chord. After the blade
has passed through, the radial velocity returns to the local
level.
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Figure 11 Instance of Recirculation at 0.25 x/c

7. AXIAL FLOW

Figures 11 and 12 show two instances of the span-wise
cells in the separated flow. This process does not appear
to be periodic at the rotor frequency, and thus differs
substantially in location and strength from one rotor cycle
to another. Thus this feature does not show up in
averaged measurements. However examination of several
PIV frames confirms that the phenomenon persists.
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8. CONCLUSIONS

A single-blade hover facility is used as a test-bed to study

the temporal evolution of obstructed flow phenomena

close to a rotating blade. The transient stall phenomenon
is studied, given that the interest is in the region
downstream of the separation line.

1. PLIS and PIV validate the experiment in that stall
indeed occurs, based on the blockage of the inflow.

2. Downstream of the stall line, the radial velocity
along the blade sharply develops an outward
direction. However, the formation of stall cells along
the radius serves to exchange fluid away from the
blade boundary layer.

3. The phase-locked radial wvelocity profile shows
higher deceleration of radial out-flow from leading
edge to chord-wise location where flow recirculation
begins. This suggests that while reattached flow’s
inboard velocity component started to dominate over
the centrifugal effect from leading edge to separation
point, the inflow directional preference is nullified
by the separation/recirculation zone created.

4. The cells of radial flow separation, while in the
comparable scale as the blade chord, is time varying.
This is possibly due to the dynamic nature of the
extent of the radial out-flow due to domination of the
centrifugal effect.
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ABSTRACT

In this study, entrapped activated carbon was proposed to
remove colored and phenolic compounds from vinasses.
Operational conditions of batch adsorption process were
optimized by means of an incomplete 3° factorial design. The
independent variables studied consisted on the volume of
entrapped activated carbon (x;); time of treatment (x,) and
agitation speed (x;); whereas the dependent variables studied
were the absorbance reduction measured at 520 nm (y,) and the
absorbance reduction measured at 280 nm (y,). The optima
conditions to remove red colored compounds and phenolic
compounds in batch adsorption experiments, from vinasses,
consisted on entrapped activated carbon/vinasse ratio about 1.5;
operational time=1.5 h., and agitation speed about 100 rpm. So,
the results obtained in this study evidenced the potential
application of immobilized activated carbon beads in the design
of new eco-friendly, efficient and low-cost bioremediation
strategies.

Keywords: entrapped activated carbon,
phenolic compounds,
experimental design

alginate beads,
red colored compounds, incomplete

1. INTRODUCTION

Industrial activities, agriculture and the elimination of landfill
wastes have led to contamination of aquifers. Vinasses are
colored wastewaters from wine industry that could contaminate
these aquifers.

Activated carbon is an adsorbent widely used in industrial
processes because of its ability to adsorb large amounts of
substances of different nature, whether organic compounds,
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heavy metals and colored substances in nature that create a
significant environmental impact when they are discharged to
the environment. The usual activated carbon marketing is in
granular or powder form, although the latter presents a more
effective adsorption processes due to their high surface area.
However the activated carbon presents a series of disadvantages
that stem mainly from their high surface area. These
disadvantages are its difficult handling, as well as its ability to
clog membranes. To avoid such disadvantages, an
immobilization of activated carbon into calcium-alginate beads
may be carried out, thereby encouraging its use, regeneration,
and storage. Alginate salts, especially calcium alginate, are
frequently used to immobilize microorganisms or enzymes.
Other applications of calcium alginate are based on the
immobilization of compounds with adsorption capacity such as
coal, chitosan [1], polyvinyl alcohol [2], carboxylates [3], and
humic acids[4].

Calcium-alginate beads have been employed for remediation
purposes in ground water contaminated areas by designing
permeable reactive barriers (PRBs) [5, 6].

The main objective of this study is to evaluate the efficiency of
entrapped activated carbon in the decontamination of colored
wastewaters from wine industries, during batch adsorption
process. For this purpose an incomplete factorial design was
applied. The independent variables studied consisted on the
ratio volume of entrapped activated carbon/volume of vinasses;
time of treatment and agitation speed; whereas the dependent
variables studied were the absorbance reduction measured at
520 nm and the absorbance reduction measured at 280 nm.
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2. MATERIALS AND METHODS
Immobilization of activated carbon

Entrapped activated carbon was prepared according to the
procedure described by Devesa-Rey et al. [7]. Sodium alginate
(4%), was mixed with activated carbon (2%). Following the
mixture was added drop wise from a 1.5 ml pipette to a calcium
chloride solution (0.58 M), which was employed as crosslinking
solution, by employing a constant pump (Masterflex L/S).
Figure 1 shows a picture of the entrapped activated carbon
employed in this work.

Figure 1. Picture of activated carbon entrapped in alginate beads.

Box-Behnken experimental design

Response surface methodology consists of a group of
mathematical and statistical techniques based on the fit of
empirical models to the experimental data obtained in relation
to experimental design [8]. Box—Behnken designs are a class of
rotatable or nearly rotatable second-order designs based on
three-level, incomplete factorial designs [9]. The number of
experiments (N) required for full Box-Behnken design are given
by the formula N = 2k (k—1) + Cy, where k is the number of
factors and Cy is the number of central points [10]. The simplest
equation describing a linear function is described by equation 1.

y=B >, Br+e  eq.()

Where f is the constant factor; f; represents the coefficients of
the linear parameters; k& is the number of variables; x; represents
the variables; and € is the residual factor associated to the
experiments. When the experimental data are not fitted by linear
equation, then it is desirable to include levels in the input
variables. In this case, a polynomial response surface must be
generated. The Box-Behnken experimental designs were
constructed for situations in which it was desirable to fit a
second-order model (equation 2).

y=>05 E; Bx; + iiﬁijxixj € eq.(2)

il j=i
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The coefficients f; represent the interaction parameters. These
designs include a central point employed to determine the
curvature, and the determination of critical or optima conditions
are deduced from the above second-order function by including
quadratic terms (equation 3).

y="5 2; px; + 2; ﬂiixiz +$§

i=l =i

,.jxl.xj +£

eq.(3)

The coefficients f; represent the quadratic parameters. So, the
experimental data allow the development of empirical models
describing the interrelationship between operational and
experimental variables by equations including linear, interaction
and quadratic terms.

The range of independent variables employed in this work is
included in Table 1, as well as the dependent variables studied.

Table 1. Independent and dependent variables employed in this study.

a) Independent variables

Variable Nomenclature Units Variation range

Ratio entrapped activated ratio viv 05-15
carbon / vinasses

Time t h 05-2

Speed agitation speed pm 75 - 150

b) Dij ionless, coded independent variables

Variable Nomenclature Definition Variation range

Dimensionless ratio entrapped Xy (ratio — 1)/0.5 -11)
activated carbon/ vinasses

Dimensionless time Xa (t—1.25)/0.75 (-11)

Dimensionless speed agitation X3 (speed — 112.5)/37.5 11

¢) Dependent variables

Variable Nomenclature Units

Absorbance reduction at 520 nm v1 %

Absorbance reduction at 280 nm Y2 %

So, the quadratic function obtained for the three variables is
described in equation 4.

2 2 2
V=Bt Bx+ Boxy + B + Buxix, + Baxixy + By + Bixy” + Bx,” + Bix;
eq. (4)

Where y is the dependent variable, f denotes the regression
coefficients (calculated from experimental data by multiple
regressions using the least-squares method) and x denotes the
independent variables. The experimental data were analyzed by
the Response Surface method using the Statistica 7.0 software.

Batch adsorption experiments

Adsorption experiments were carried out in 250 mL Erlenmeyer
flasks, using different ratios entrapped activated carbon/vinasses
and different agitation speed (see Table 1).
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3. RESULTS AND DISCUSSION

The standardized (coded) dimensionless independent variables
employed, with variation limits (-1, 1), were defined as x; (ratio
volume of entrapped activated carbon/volume of vinasses), X,
(operational time) and x; (agitation speed). The correspondence
between coded and uncoded variables was established by linear
equations deduced from their respective variation limits,
according to equation 5 [8]:

_ ZI_Z

0
i eq.(5
e B, eq.(5)

X

Where 4z; is the distance between the real value in the central
point and the real value in the superior or inferior level of a
variable; ;s the major coded limit value in the matrix for each
variable; and z” is the real value in the central point. Coded
variables are then assigned values of -1, 0 and +I,
corresponding to the lowest, central and maximum variation
limits for each variable. Thus, the response surface obtained
from the coded variables is not influenced by the magnitude of
each variable, allowing the combination of factors into a
dimensionless scale.

Table 2 shows the set of experimental conditions assayed
(expressed as coded variables) and the experimental data
obtained, for variables y, and y,.

Besides, Figure 2 and Figure 3 show the most influential
variables on the percentage of absorbance reduction at 520 and
280 nm respectively. It can be observed that the most influential
variables for the absorbance reduction at 520 nm was the
adsorption time followed by the ratio volume of entrapped
activated carbon/ volume of vinasses; whereas on the
percentage of absorbance reduction at 280 nm the most
influential variable was the ratio activated carbon/vinsasses
followed by the adsorption time. For both dependent variables
the agitation speed was the less influential independent variable.

Pareto Chart of Standardized Effects; Variable: Y1
3 3-level factors, 1 Blocks, 15 Runs; MS Pure Error=.1861
DV: Y1

p=.05
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Figure 2. Pareto chart of the standardized effects on the absorbance at
520 nm.
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Table 2. Operational conditions considered in this study (expressed in
terms of the coded independent variables) and experimental results
achieved for the dependent variables assayed, y; (absorbance reduction
at 520 nm), and y, (absorbance reduction at 280 nm).

Independent Variables

Exp. X, X, X3 Y1 Y2
1 0 -1 -1 77,24 91,35
2 0 1 -1 86,06 94,62
3 0 -1 1 71,73 91,70
4 0 1 1 64,76 93,94
5 -1 -1 0 72,76 87,19
6 -1 1 0 82,21 93,80
7 1 -1 0 79,16 93,08
8 1 1 0 82,21 94,81
9 -1 0 -1 77,64 88,54
10 -1 0 1 76,94 89,70
11 1 0 -1 83,20 94,55
12 1 0 1 90,57 96,57
13 0 0 0 81,79 94,60
14 0 0 0 82,65 94,75
15 0 0 0 82,28 94,72

Pareto Chart of Standardized Effects; Variable: Y2
3 3-level factors, 1 Blocks, 15 Runs; MS Pure Error=.0063
DV:Y2

p=.05
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Figure 3. Pareto chart of the standardized effects on the absorbance at
280 nm

Additionally, Table 3 shows the regression coefficients and
their statistical significance for variables y; and y,. It can be
observed that all the coefficients are statistically significant at
p<0.05.
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Table 3. Regression coefficients and their statistical significance for
variable y; and y, corresponding to percentage of absorbance reduction
at 520 nm and 280 nm respectively.

Regression

Coefficients " P v P
b 82,24  9,12467E-06 94,69 2,64963E-07
by 3,20  0,002255994 2,47 0,000145827
by 1,99 0,012403422 -1,52 0,000837775
b, 1,79 0,007113946 1,73 0,000296941
b, -5,15 0,001887184 -0,95 0,002111993
bs -2,519 0,003626745 0,36 0,006904164
bss -2,15 0,010725757 -0,83 0,002779761
b1y -1,60 0,017644445 -1,22 0,001198369
b3 2,02 0011169744 0,21 0,036490652
b3 -3,95 0,002957403 -0,26 0,026131355

On the other hand, Figure 4 and Figure 5 show the variation of
absorbance reduction at 520 and 280 respectively with the most
influential variables (x;) and (x,); fixing the variable x; at
intermediated values. The maximum percentage reduction of
absorbance at 520 nm was about 87 % whereas the maximum
percentage of absorbance reduction at 280 nm was about 95 %.

Fitted Surface; Variable: Y1
3 3-level factors, 1 Blocks, 15 Runs; MS Pure Error=.1861
DV: Y1

Il 71.179
Il 72.956
I 74.732
[ 76.509
[]78.286
[]80.063
81.840
Il 83617
I 85.394
I 87.171
Il above

Figure 4. Variation of absorbance reduction at 520 with the most
influential variables (x,=ratio entrapped activated carbon/vinasses) and
(x,= operation time); fixing the variable x; at intermediated values.

Fitted Surface; Variable: Y2
3 3-level factors, 1 Blocks, 15 Runs; MS Pure Error=.0063
DV: Y2

Il 85.382
Il 86.432
[ 87.481
[ 88.531
[ 89.581
[ 90.631
91.681
Il 92.731
Il 93.781
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Figure 5. Variation of absorbance reduction at 520 with the most
influential variables (x,=ratio entrapped activated carbon/vinasses) and
(x,= operation time); fixing the variable x; at intermediated values.
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Besides Figure 6 and Figure 7 show observed versus predicted
values for the variables y, and y, respectively, which that
accounts the fit of the model between predicted and observed
values.

Observed vs. Predicted Values
3 3-level factors, 1 Blocks, 15 Runs; MS Pure Error=.1861
DV: Y1

95
90 -
85 o S
80 ey

75 -]

Predicted Values
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60 =
60 65 70 75 80 85 90 95

Observed Values

Figure 6. Observed versus predicted values for the absorbance
reduction at 520 nm.

Observed vs. Predicted Values
3 3-level factors, 1 Blocks, 15 Runs; MS Pure Error=.0063
DV:Y2

Predicted Values
K
R

Observed Values

Figure 7. Observed versus predicted values for the absorbance
reduction at 280 nm.

4. CONCLUSIONS

Immobilized activated carbon beads proven to be efficient in the
removal of red color from vinasse. From the above results it can
be concluded that the maxima percentages of absorbance
reduction at 520 nm and 280 nm can be achieved using the
highest activated carbon/vinasse ratio (1.5) at intermediate
operational time (1.5 h), and intermediate agitation speed (112

rpm).
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ABSTRACT

Aspect orientation is a software engineering technique that pro-
vides an enhanced separation of concerns. The idea is that con-
cerns that affect several modularization entities, that is crosscut-
ting concerns, (C®) can be better managed by first identifying and
then weaving them into selected entities. This is supposed to im-
prove modularization of software, facilitate reuse of code or soft-
ware components, and support software evolution. In this work, we
explore C* and their relation to aspects. The thesis is that cross-
cutting originates during the transformation of requirements into
software design or specification entities. We define C'® through
a tracing relation from requirements into specifications and from
specifications into design entities. We illustrate the translation of
requirements into use cases and these into formal specifications in
a first order language, Alloy. These relations help to identify can-
didate C*® from the specifications. Furthermore, we propose a clas-
sification of C'* based on the classification of requirements.

Keywords
Software Development, Aspect Orientation, Software Abstractions,
Requirements Engineering

1. INTRODUCTION

Aspect Orientation (AO) aims to provide one more dimension for
modularisation of software. The idea is that computer systems are
better programmed by separately specifying the various concerns,
understood as properties or areas of interest of a system. Concerns
are described separately and then weaved, that is, are composed
relying on mechanisms in the underlying aspect oriented environ-
ment. Making the final product a coherent software system.

This description of AO is uncomplicated, though it conceals a num-
ber of problems.

In this paper, we explore the source of aspects in the tracing from
requirements to the subsequent phases in software development,

*This work was carried out during the tenure of an ERCIM "Alain
Bensoussan" Fellowship Programme
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particularly from informal requirements to formal specifications.
While reflecting upon the question “How can we define aspects
beyond the programming level?” we came to the conclusion that
crosscutting can be defined by the transformation from one abstrac-
tion level to another. We explore the source of crosscutting at the
hand of a case study and illustrate the translation of requirements
to specifications. We consider requirements as belonging to the
problem space of the system. These requirements are translated
into a system model based on a selected design framework such as
classes in object orientation. In our work we further specify the re-
quirements in a next step in the lightweight formal language Alloy.
We show that C*® are specifications defined over several modules
or classes. This way we provide C* with meaning in terms of re-
quirements tracing by defining them as entities that improve the
base modularisation paradigm, that is, entities that capture or im-
plement C. Crosscutting is one of the defining characteristics of
aspects. Moreover, we argue that there are two main kinds of cross-
cutting and classify aspects into two broad groups: functional and
non functional.

The rest of the paper is structured as follows. In Sect. 2 we intro-
duce the definitions used in our framework. In Sect. 3 we describe
a transformation example of requirements into specifications. In
Sect. 4 we identify the sources of crosscutting according to our con-
ceptual framework. In Sect. 5 we propose a clasification of C*. Re-
lated work is discussed in Sect. 6. Finally, we draw our conclusions
in Sect. 7.

2. DEFINITIONS

We relate to the concepts of Problem Space and Solution Space
from Jackson [10], the phenomena of the Problem World (PW, also
called Problem Space or PS) and the phenomena at the interface
PW- Machine (also called Solution Space), to examine the way in
which aspects originate. We provide a semi-formal example that
explains the way in which C*® originates from the design decisions
and modularisation concepts available to transform requirements
into models and finally code. On the one hand, we have the re-
quirements in the form of use cases that are modelled with class
diagrams. The example is a web garment store we introduce in
Sect. 3; on the other, we elaborate the specifications from the use
cases and classes.

We consider that the selected framework, namely problem frames,
allows discerning requirements (in the problem space) and speci-
fications (in the solution space). This allows us to relate aspects
through a tracing relation in terms of requirements that are trans-
formed into specifications at later development phases, this distinc-
tion is valuable to clarify our definition and classification of C*® and
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aspects.

In the following, we recall the definitions of requirements from
Sommerville [16] and problem space from Jackson [10].

Definition 1 (Requirements) “User requirements are statements,
in a natural language plus diagrams, of what services the system is
expected to provide and the constraints under which it must oper-
ate.”

Definition 2 (Problem space) The problem space is defined as the
set of requirements together with the explicit, or implicit, definition
of the environment in which how the system to be should operate.

Definition 3 (Solution space) The solution space is the set of arti-
facts that belongs to a running implementation of a software system
and without which the system would not be able to operate or would
not have been produced (requirements are explicitly not in this set).

In the web store example, the solution space consists of structural
diagrams such as the class diagram shown in Fig. 1. as well as
specifications.

Definition 4 (Transformation from problem space to solution
space) Given the notion of refinement as the transformation of an
abstract, i.e., high level specification into one or more concrete or
low level executable software artifacts, we defined the transforma-
tion from problem space to solution space as the process of trans-
forming a given requirement into one or more executable artefacts
by means of refinement. This mapping is performed explicitly, or
implicitly, with the help of a given conceptual model that supports
the translation of requirements to software models and finally to
code.

Moreover, solution and problem spaces are two concepts related by
the transformation process from one to the other. We may formally
relate the mapping either to a transformation function from problem
to solution space; Sect. 3 provides an example of such transforma-
tion.

Some requirements are implemented in several modularisation units.

This suggests a way to define crosscutting as a functionality or con-
straint characterizing more than one (logical at design, physical at
code) module from one abstraction level to the next. This can be
better understood by considering an abstraction level as a refine-
ment step in a series of steps from requirements to code, being the
previous step the most abstract in relation to the next one, such
a relation is clearly transitive. We build a more abstract defini-
tion of C* than the ones explored so far by considering behaviour
(functionality) as a property affecting several other entities, where
a property is defined as a set of behaviours, so that an execution
of a system II satisfies a property P if and only if the behaviour
(a sequence of states and agents) that represents the execution is
an element of P see Abadi and Lamport [1]. This property can
be implemented in several modules. In other words, more than one
modularisation entity is present. The modularisation entity depends
on the chosen architectural paradigm, e.g., object orientation, com-
ponents, agents, or other.

The above reasoning leads to our definitions of crosscutting con-
cern and aspect.

S7

Definition 5 (Crosscutting concern) Given a problem space a C*
is a requirement that under some translation from the problem space
to the solution space is expressed in more than one modularisation
unit in a lower level of abstraction.

We differentiate C* from aspect as follows. Crosscutting is due to
the translation from the problem space to the solution space. This is
due to the fact that no modularisation abstraction is perfect, yet as-
pects provide an additional modularisation unit to implement such
crosscutting in models or code. Emphasizing this idea, aspects ex-
ist at the software architecture, design and implementation stages
whereas C'* can be seen as a superordinate concept, that is, a more
generic one. This makes the aspects a subset of crosscutting con-
cerns.

Definition 6 (Aspect) Given a solution space an aspect is a spec-
ification (in some language, for instance the formal language Al-
loy [9] containing predicates, functions and facts as design entities)
that represents a module with behaviour crosscutting other modu-
larisation units (e.g., class, component, function); with respect to
the underlying architectural framework.

In the next section we introduce the language we use to express
specifications, later used in our transformation case study.

3. AN OBJECT MODEL: WEB STORE DE-
SIGN

The on-line garment store we present here was first developed by
BOC Consulting GmbH. A modified version of this web store by
Ioshpe [8] was used for an application of a security analysis. We
later referred to Ioshpe’s version in [6] and introduced it as a case
study for a formal model of composition of security aspects. The
web store model. In [7], we complete and modify the model by
adding the system requirements in the form of use cases.

Obtaining the Structural Model (Class Diagram) from
the Use Cases. we obtain the system’s structure and function-
ality from the use cases shown in the Appendix. Our method is
straightforward. We take the actors and entities as candidate classes.
Based on the actions, from each use case, we draw the correspond-
ing relations and decide which candidate classes appear as classes
in the diagram. These are basically design decisions. It is actu-
ally not the aim of this work to propose a software development
methodology, we rather rest on the methodology of object orienta-
tion, and common practice.

We consider each a partial diagram as part of the whole and iterate
once a subsequent use case refers to an already considered actor or
entity. If necessary, the diagram is modified.

Obtaining Classes from Use Cases. We associate actors
and entities (nouns) to preliminary classes. Afterwards, we revise
the resulting diagram against the relations among classes. There-
after, we look for class attributes in the form of nouns and quali-
fiers. The process iterates when a common instance in a subsequent
use case contradicts, or enhances, the existing partial diagram.

The Customer buys (relation) from the Office (web store) by se-
lecting articles and placing an order. Given its kind of autonomous
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Customer

-buy
-sale

Localized specifications

fun navigate (0:Office): Office->Article {
o.cat.(contains)

pred show () {
some r: Office -> Catalog | no iden & r

ShoppingCart| * 1 Office

CashDesk

Crosscutting specifications

1 1 pred naviCatalog(a: Article, o:Office) {
ain o.cat

0.* 1
. ]
Article 1 Catalog
RN
-

Figure 1: Classes and specifications from requirements

Office Order -shipping info Customer

1

-hold garment
-contains

-travel plan

Shipper Catalog Article

Figure 2: Classes from Use Case Process Order

existence, the Order is made into a class. The Office manages the
product Catalogue and shipment process (class Shipper). This way
we obtain the classes for the use case.

We associate actors and entities (nouns) to preliminary classes. Af-
terwards, we revise the resulting diagram against the relations de-
scribed in the use case among classes. Thereafter, we look for class
attributes in the form of nouns and qualifiers. The process iterates
when a common instance in a subsequent use case contradicts, or
enhances, the existing partial diagram.

For instance, the actor customer is mentioned a number of times in
the use cases. The customer buys (relation) from the office (web
store) by selecting articles and placing them in a shopping cart.
Given its kind of autonomous existence, the shopping cart is made
into a class. Also in this use case, garment (article) selection is
completed by choosing: size and colour. These we incorporate as
properties of article so we make them to attributes of this class. The
resulting diagram is shown in the left hand side of Fig. 1.

We progress similarly along the following use cases and reiterate
whenever a class, relation, or attribute, is contradicted or enhanced.
This process terminates when the last use case is translated into
a partial class diagram and then we elaborate upon the complete
structural diagram by assembling the partial diagrams together.

The behaviour is obtained in another round of iterations. These
are written in the form of specifications together with the structure,
particularly as signatures, predicates and facts in Alloy.

Requirements | - Design —pp- | Specifications

Modelling language Formal language
E.g. UML E.g. Alloy

Text
Figure 3: Transformation from requirements into specifica-
tions

Listing 1: Predicate navigate catalog

pred naviCatalog(a: Article, o:0ffice) <~
{

a in o.cat

We complete the structural model by setting the partial diagrams
together. If necessary, we would iterate.

Specifications of our web store model are built upon a relatively
easy to understand formal language supported by predicate, rela-
tional and “navigational” calculus. The objective is to provide a
case study on which we may illustrate a premise. Namely that
crosscutting concerns are requirements formulated in the problem
space. Also, that after being translated into concepts of the solution
space (e.g., modularisation units such as objects or logical compo-
nents), these concerns can be traced to more than one such unit in
the solution space.

In our web store case study, aspects are specifications (Alloy func-
tions, facts, and predicates) that are related to a set of classes. As
illustrated in Fig. 1, the predicate naviCatalog (see Listing 1)
affecting classes Of fice, and Article. In contrast to function
navigate in Listing 2 that operates over class Office. This
translation from requirements into design entities and later to spec-
ifications is illustrated in Fig. 3.

In the following, we identify some types of C3, characterise the
sources of crosscutting, and present our classification of aspects.
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Listing 2: Function browse catalog
fun navigate (0:0ffice): Office-> ¢ 1
Article {
o.cat. (contains)

4. SOURCES OF CROSSCUTTING
4.1 Crosscutting Due to Inherent Limitations

in a Decomposition Paradigm

As we already mentioned, crosscutting is due to the limitations of
existing programming as well as design paradigms. Particularly
the case of object orientation. The building block in object ori-
entation is the class, which consists of data and methods. Some
functionality mentioned in the requirements may be common to
several classes. The methods implementing some requirements are
therefore spread amongst several classes. For instance, the predi-
cate specifying the navigation of the catalog in our web store case
study. Compare this to a function for the customer to provide his
name and address This function operates only on class Customer.

In other words, systemic concerns such as those that relate to a
group of classes (such as security concerns like access control) are
implemented into methods of several classes.

As another example think of this as a set W containing all the meth-
ods that realize access control. To further illustrate this, assume we
have classes client, server, and audit, on which methods
client.authentication, server.authentication,
and server.authorize operate.

W = {client.authentication, server.-
authentication, . . ., server.authorize}
Where W relates to classes Client, Server, and Audit.

The reason for systemic concerns is that no programming paradigm
is capable of allowing for a “concern-oriented” modularisation.
This relates to the fact that the abstractions shaping a software sys-
tem are constrained by the underlying modelling or implementation
paradigm. For instance, the class/object concept.

Modularisation abstractions cause C*. This is explored in Ak-
sit [2] and more so in depth by Clarke in [3]. Particularly, Clarke
demonstrates that the units of modularisation in object-orientation
are structurally different from the units of modularisation in re-
quirements specification. This result can be generalized to other
modularisation paradigms. We express this notion in Definition 5.

4.2 Crosscutting from the Transformation of
Non Functional Requirements into a Func-

tional Proxy
Another source of crosscutting can be found in the translation of
Non-Functional Requirements (NFR) into a functional implemen-
tation or a functional proxy of the corresponding Non-Functional
(NF) specification. These are also considered in Definition 6. For
instance, in [ 14] we present the translation of the security constraint
Keep transaction secure in the early requirements stage into a num-
ber of security sub-constraints such as keep transaction private,
keep transaction available and keep integrity of the transaction in

59

the late requirements stage. These derived constraints represent the
functional proxy of the more abstract security requirement.

S. A CLASSIFICATION OF CROSSCUTT-
ING CONCERNS

We classify C° based on a classification of requirements since we
define C*® them as implementations of requirements.

Functional vs. non-functional C®. Requirements are classi-
fied in Functional (FR) and Non-functional (NFR). We understand
FR as defining characteristics of the problem space and NFR as
constraints in the solution space such as requirements on the sys-
tem’s performance. The behaviour of the SuD is expressed as FRs
whereas restrictions to the possible solutions are defined in the form
of NFRs or Design Requirements. Nevertheless, non-functional re-
quirements are at some point in the development cycle translated
into functional specifications. Meaning that they are translated
into quantifications or behaviour. As an example, consider a NFR
such as “Fault Tolerance”. This requirement can, in subsequent
phases of development, be translated into functional specifications
that guarantee data persistence in view of a system failure. From
this we obtain a first classification of C* as Functional and Non-
Functional.

5.1 Non-functional Crosscutting Concerns or
Aspects

We mentioned before that a NFR like Fault tolerance is subse-
quently translated to more concrete specifications that may finally
affect a number of entities, think about a component or set of com-
ponents guaranteeing data persistence in view of a system failure.
More specifically, we might have a set of routines to ensure com-
mitting information (order number, article, price, and quantity) to
the database once entered. Considered broadly, the implementation
of such a requirement is dispersed through the three layers of the
system yet predominantly in the database manager and in the appli-
cation layer. In case we may draw a clear borderline of the entities
affected, we identify non-functional aspects as systemic (NFS) or
semi-localized (NFSL).

NEFS are aspects identified by a boolean function “operates on” of
the form: OperateOn : Componentx Aspect — {1,0}, where
component stands for modular entity. The function gives true (1) in
case the component implements the aspect at least partly, and false
(0) otherwise.

NF'S. We define a NFS as an aspect that stems from a NFR and the
function OperateOn gives true for more than half of the modules.
In the case of the above example, we equate modules to layers. For
example, “fault tolerance” implemented by a set of routines related
to all three layers of the system and therefore represents a systemic
non-functional aspect.

NFSL. We define a NFSL as an aspect that stems from a NFR and
the function OperateOn is true for less than half of the modules.
For instance, users of the Web Store access the system remotely, a
requirement like keep information secret to third parties demands
adding an encryption protocol between front end and application
layer, yet we may consider it is set only at the communication links,
not affecting other parts of the system.
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As an example of C? from non-functional (or extra functional) re-
quirements, consider a requisite establishing a given response time
in use case “Payment process”. This requirement may imply testing
the system after constructing it to corroborate the system does not
exceed a given response time from the moment the client provides
his payment information and the confirmation from the office to the
client the is received. This condition is related at least to classes:
Customer, Office, Bank, and Account in our Webstore.

5.2 Functional Crosscutting Concerns or As-

pects
These are aspects that arise from functional requirements, and are
expressed in terms of behaviour rather than constraints. These con-
stitute Functional Aspects (FA).

We explain these by the following example. The sub-requirement
“keep transaction secure” is derived from the requirement as “Credit
card information should be kept confidential, specially passwords”.
This requirement can be implemented by an encryption protocol.
This aspect is in relationship to several other modularisation units.

Moreover, FA’s can be implemented at the level of the methods in
the classes, or at the level of behavioural specifications in compo-
nents. For instance, black-box aspects are related to the public in-
terfaces of components like functions, object methods, and commu-
nication channels. The behaviour affecting several modularisation
units can be related to these via some wrapping over the commu-
nication channels or the external interfaces. Such as those that are
capable of being implemented by frameworks as Composition Fil-
ters. Moreover, clear-box aspects relate to the internal structure of
classes or components. In this case, the aspects can be seen as ad-
ditional units composed inside the base ones. Jacobson introduced
these aspects, years before the inception of the concept of AO, as
"Existion and Extensions" in [11].

6. RELATED WORK

A review of other classifications reflects the predominant role of
the programming level approach towards aspects. See for instance
the work of Clifton [4]. The author proposes that aspects be cat-
egorized into two sorts: “spectators” and ‘“assistants” with rela-
tion to the behaviour of the code that they advise. This classifi-
cation is certainly of interest for programmers. Moreover, Rinard
et al. [15] classify aspects based on the interaction between advice
and method. Their classification helps programmers to understand
the possible interactions of a given aspect and its design implica-
tions.

A categorisation of aspects at the programming level related to
classes of temporal properties can be found in Katz [12]. The au-
thor defines the following classes of aspect: spectative, regulative
and invasive. We share a common interest in providing aspects
with semantics, yet it is at a different abstraction level. Marin et
al. [13] propose a framework based on crosscutting concern sorts
intended for aspect mining techniques. These sorts are defined as
atomic descriptions of crosscutting functionality. Classified based
on “intent” and its relationship to an aspect mechanism at the pro-
gramming language level. We agree that the authors present a clas-
sification that supports aspect mining though very much influenced
by the actual programming level constructs. This means that the
elements they mine might not necessarily cover aspects in general
though certainly those that they mention are a priori defined as C°.
In contrast, we define crosscutting and aspect and provide a classi-
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fication that is independent of language mechanisms.

Similar work from van den Berg and Conejero [17] discussed cross-
cutting, though in terms of tangling and scattering, which are not
yet not related to requirements traceability. Later on, van den Berg
et al. [18] relate their definitions to requirements traceability, al-
though they propose no classification and focus on identification of
crosscutting in the early phases of software development. Our first
exploration of the ideas introduced in this chapter can be found
in [5]. In this work, we improved the definitions and enhanced pre-
vious work with concrete examples. Particularly at the hand of the
web store system model that introduces a transformation example
from requirements to specifications that was needed to illustrate our
concepts. We also obtained a more clear classification of C* and
aspects by categorizing them based on the type of requirement from
which an aspect stems and the length to which the aspect relates to
the system.

7. CONCLUSIONS

The discussion in this work provides an in depth investigation on
the topic of C'® and aspect orientation. Despite the popularity of
AO and the number of tools, approaches and modelling techniques
available to support one form or another of AO, regardless of some
more or less precise definitions on crosscuting or aspect, some
questions remained open. Hence, a more systematic study of the
subject was needed. Particularly, from a perspective independent
of the programming level. There are formalizations in the literature
yet mostly, if not always, focused on the programming level. We
pointed out that the subject itself cannot be defined simply by the
programming constructs that embody what has been predominantly
understood as aspect orientation, such as: join points and advices.
These constructs are basically code transformation constructs that
together with some sort of composition mechanism, that is, weav-
ing allow enhancing a given base code.

Equally important, by exploring AO at the programming level we
observed that the tools considered aspect oriented provide some
sort of transformation mechanism that is applied on a given pro-
gram using particular language constructs. This is also the case
of aspect orientation at more abstract levels such as modelling.
However, if we explore the subject in view of the question: how
does aspect orientation make the world better? We face a difficult
task answering, if we only defined the subject by the tools them-
selves. Therefore, we approached the topic from a top down per-
spective, bearing also in mind the intuitions taken by surveying the
programming level techniques. We identified two main issues as
being at the core of aspect orientation: crosscutting and weaving.
We define crosscutting at the hand of the transformation from (in-
formal) requirements to subsequent stages of development, namely
their translation to a design or specification. We concluded that
no modularisation entity may fully encapsulate the implementation
of some requirements, and some features might be optional. Here
appears the second “aspect” in AO, weaving as the composition
mechanism that allows for defining a kind of abstraction layer over
the base model or program and then inserting it at predefined points
in the modules of the base model that should be enhanced. By de-
scribing crosscutting in view of the tracing or transformation from
requirements to design or specifications, we provided a meaning to
aspect orientation and the tools represented by it. We defined cross-
cutting as the cause and aspect as the solution to C*. We further
identified two main groups of C*: Nonfunctional and Functional.
Since aspects are the implementation of C® we focused onto the
second group: functional aspects.
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Finally, we conclude that the concepts of AO can be better ex-
plained at the software architecture level.
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APPENDIX

Use Case Payment Process

Description: The customer gives his credit card number and the
office verifies his account through the bank. The bank debits the
amount due and transfers the money to the web store’s account.
Related Actors: Customer, Office, Bank

Precondition: Shopping cart completed. Preliminary invoice is
ready. Delivery Address or pickup point is set.

Trigger: Closing the delivery menu.

Post-condition: Amount invoiced debited from the customer’s ac-
count. This amount is transferred to the web store’s account. Signal
with "Okay" or "try again" sent to customer.

Standard Process:

1. The customer provides card number and related information
in the web form.

2. The office sends these data to the bank, together with due
amount.
3. The bank checks the card information.

(a) If the information is correct, the amount due is debited
from the customer’s account. The web store becomes a
confirmation and signals the customer "okay."

(b) If the information is not correct, the bank sends a "try
again" message. Up to three tries are allowed. After-
wards the process is aborted.

4. The office (web store) confirms the result of the process to the
customer.

‘We identified in this use case the classes shown in Fig. 4. however
after reading the corresponding use case in search of attributes it
became manifest that account should be treated as an abstract class
with two concrete classes: this was decided considering the differ-
ence between a checking account and a credit card account with
respect to the attributes that each may contain. Therefore, class
checking accounts have attributes regarding account numbers and
balances, while credit card accounts have attributes regarding card
numbers and credit limits.
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Abstract

This paper summarizes the development of a vertical axis micro
wind turbine for families in remote areas. The design
philosophy, requirements and constraints are summarized.
Development steps are presented, including construction, static
testing and measurement of performance. A numerical
simulation captures the essential features of the design. Test
results indicate moderate success with a Imeter diameter, 1
meter tall turbine using inexpensive and commonly available
materials and construction techniques which allow use of a
yawed biplane blade design. A 2m x 2m design scaled up from
the 1meter machine requires stronger blade construction.

Introduction

This paper presents progress towards developing a micro
renewable energy device optimized for use by families in areas
remote from urban industrial centers. The design takes into
account the constraints of access to repair facilities and parts,
investment funding, family incomes, device attrition, and the
paramount need for safety in environments where children and
curious pets abound. Issues such as sustainability, use of
commonly available off-the-shelf components, local buy-in,
generation of local employment, and clean disposal of broken
machines, must be considered in addition to thermodynamics
and aerodynamics. This overriding philosophy dictates choices
of materials, construction techniques and moving parts.
Accordingly, the resulting device is less efficient in pure
technical terminology than one that might be optimized for an
industrial or military application. We will find that the Figure of
Merit, defined as the ratio of what is achieved to the best that
could theoretically be achieved, is much less than 1. This
provides the technical challenge and motivation for research in
this otherwise well-trodden field of endeavor.

The paper takes a somewhat convoluted path, for reasons tied to
the above. We first explore the historical development of wind
energy devices, and explain the motivation based on the
difference between an optimization that might be done for the
market in a developed nation, versus what might suit users in a
place with very different realities. Next we discuss the design
parameters, constraints, their rationale, and a brief history of the
lessons leading to the present configuration.

Wind Energy Devices

The idea of extracting useful energy from the wind has been in
vogue at least since the ancients put up a sail and set out across
bodies of water [1,2]. There is mention of sails used in Egypt as
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early as 3200 BCE. Efforts to adapt this technology to stationary
devices on land must have come in parallel or later [3-6]. One
carly implementation was a vertical-axle machine with
rectangular sails driving a machine that ground grain, used in
Sistan in the 8" century CE. There is evidence of wind turbines
made of fabric and wood being used in China and Africa, with
some of those technologies still in use in parts of Africa. These
typically had wide-chord frames holding sails. Such devices
were used for raising water from wells for irrigation, and
perhaps also for grinding grain. The horizontal-axle wind
turbine became a common landscape feature in Europe starting
in the 12" century. Early versions were driven by aerodynamic
drag force. More recent versions had airfoil blades that operated
on lift, metal gears and machines powered by wooden-frame
blades mounted on stone-built structures that doubled as the
residence and factory of the mill operator. The Dutch windmill
is universally recognized, and represents a highly successful
element of the European rural economy of past centuries. In
aerodynamic terms, this device is very inefficient. The rotor
reaches barely above treetop level (there were not many trees
around such windmills) and was at the bottom of the
atmospheric boundary layer, thus getting only weak winds
compared to today’s tall towers. The stubby stone mill posed a
large obstruction compared to today’s slender towers. However,
the devices worked. They delivered power directly to the point
of use, and hence did not require conversion to electricity, or
transmission through lines. The tower was integrated with the
user’s (very noisy) home. Most routine operations and
maintenance were done by the residents, and related trades no
doubt provided a stream of employment for locals.

There are two basic approaches to designing a wind turbine. One
is to operate the device such that the blades generate
aerodynamic drag, and are all pitched or twisted to a high angle
so that a component of this drag force drives the device around
the tip path circle. These devices are easy to build from wood or
metal, and they operate over a wide range of wind speeds. With
some modification, the blades would also generate some lift, but
with a poor lift-to-drag ratio. This design was chosen, mounted
on wood or metal towers, for the wind turbines that provided
mechanical power to miners and farmers in the American West
long before the railroad and the electric grid reached them. They
are still used whenever one needs a quick and easy design and
can build it out of metal sheets with minimal demands on skill.
A less common variant of the drag-based design is the Savonius
turbine, where the axis of rotation is perpendicular to the wind
direction. At its most basic, this design consists of the two
halves of a cylindrical barrel, cut along a diameter, and attached
facing in opposite directions with some overlap at the middle, to
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the shaft. It works on the principle that the drag on the side
where the convex surface meets the wind, is about 1/2 to 1/3 of
the drag on the side where the wind blows into the concave side.
A cup anemometer is a form of Savonius turbine.

Most wind turbines today operate as lifting rotary wings,
reaching lift-to-drag ratios above 60. This is much more
efficient, and has led to the proliferation of ever-larger
horizontal-axis wind turbines ( HAWT, axis aligned with the
wind direction) as primary wind-power extractors. The Darreus
design of vertical axis wind turbines (VAWT) also uses a lift-
based design. Thus it can achieve higher efficiency than the
Savonius type, but at a considerable cost in complexity.

One complication is that a Darreus type machine cannot start
itself as the wind starts from zero speed, and in fact operates
most efficiently when the rotor tip speed is 3 to 5 times the wind
speed. Thus large vertical axis wind turbines are typically started
using an electric motor and taken to a relatively high speed. The
power required for acceleration drops as the turbine picks up
power from the wind, and the motor becomes a generator.

Design Parameters and Constraints

Our focus is on small machines suitable for operation by
families in remote off-grid communities. When the machine
becomes small, its aerodynamic efficiency is poor for various
reasons. Low Reynolds number, low inertia, higher friction
losses, and the low, fluctuating wind speeds available near the
ground are obvious reasons. The cost of the non-power-
extracting components becomes a larger part of the total, so that
the cost per unit installed power becomes high. One unfortunate
fact in dealing with commercial advertisements for micro
renewable power devices is that actual performance rarely
comes anywhere near the claims. Micro wind turbines, though
relatively simple, pose installation issues and operational safety
hazards [7] and may not survive weather conditions that are
quite probable at least once every year. Many small commercial
wind turbine models come with “rated power” values that
exceed the physical limits of kinetic energy flux through their
swept areas at the “rated wind speed”. As may be expected, the
reality of their operational performance is nowhere near these
claims. The real mechanical figure of merit on most such
systems, compared to the theoretical Betz efficiency of 59% of
the kinetic energy flux for horizontal axis machines, is on the
order of 10%. The electrical conversion efficiency is also low
because of the wide range of torque and power encountered. It
turns out upon careful investigation that the marketers of such
devices, unlike those of large wind turbines, are not obliged to
cite the rated power at the rated wind speed. The rated wind
speed (typically around 12 m/s) is just a number suggested by
the government. The rated power is what the manufacturers
claim at the maximum wind speed (perhaps 40 m/s) that they
claim the device will survive! Given that power is proportional
to the cube of wind speed, one can easily calculate the
consequences to optimistic customers who buy these systems.
This is an increasingly strong cause of market resistance [8] to
micro renewable power devices.

In reality, micro power devices need not compete with utility-
scale devices on marginal cost per unit energy. Where the
efficient power grid is not accessible, the real value [9] and the
cost [10] of competing alternatives (mostly batteries) for the first
several watts of installed power, or of the first several watt-
hours of energy, are 3 to 4 orders of magnitude above the utility
energy cost paid by grid-connected urban customers in
developed nations [11]. Diesel generators are not much cheaper.
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In this low-power regime of 10 watts to 1 kilowatt, we project
that the vertical axis machine can be made competitive through
research, and will offer real value to people in off-grid
communities [12]. The blades of this machine encounter a large
periodic fluctuation in aerodynamic load through each
revolution, and in fact only a small portion of each blade’s travel
actually generates positive power. So the analysis and design of
such machines are quite complex [13], even without the
kinematic mechanisms used on commercial models to optimize
blade loads through a cycle. However, these machines can be
located close to the ground, and are hence more portable and
accessible. They survive bad weather (they can be moved to
shelter or dismantled) and high winds better. The centrifugal
stresses are small compared to those on the blades of the
horizontal axis machine, and the consequences of blade failure
are far more benign. For these reasons, we focus on VAWTs.

In our laboratory, a 1m diameter x Im high VAWT was
originally conceived as a half-scale model, but was then seen to
be useful in its own right. It is intended to be portable, and to
allow a user to set it up easily outside his residence or on the
roof. The power level is not anticipated to be above 100 watts
mechanical. Accordingly the constraints are:

1. All rotary bearings are to be from bicycle components. The
bearings are likely to be the highest cost items if custom-
specified. However, bicycle components are familiar to
residents, especially children, all over the world, and hence
this provides a route for community “buy-in” of the
maintenance of the device. An initial small-scale concept
that constructed from a bicycle wheel is shown in Figure 1.

2. The blades must not be high-cost items. In fact we aim to
make the blades easily disposable. In a practical
environment, the blades are likely to be hit by objects such
as farm tools, children’s toys or balls, or falling branches.
These things should not become catastrophically expensive
terminators of the useful life of the device.

3. The blades should be bio-degradable in the long term and
the products of their decomposition should be
environmentally friendly. This rules out metal blades and
sophisticated carbon fibers, which may not degrade. Many
plastics are ruled out since they produce toxins if burned.
To answer a reviewer’s concern, “biodegradable” does not
imply something that will dissolve in the first rain or
become brittle in a year’s worth of sunshine. Wooden parts
are considered biodegradable, but have been used on ships
and buildings for ages. On the other hand, many plastics are
disastrous when dumped in backyards and landfills. Thus it
is harmful to provide such “advanced” materials to areas
and populations that lack the regular garbage removal,
sorting/separation/recycling systems and tough waste
disposal law enforcement of American suburbia.

4. Blade-making techniques must be compatible with
generating semi-skilled jobs using local materials and
labor. This helps “buy-in” and reduce cost of ownership.

5. The machine must “fail gracefully” and exhibit only benign
modes of failure. Thus if a blade comes loose or breaks, it
should not become a dangerous sharp-edged missile or
flying sword. While studies on helicopter blade failures
indicate that blade pieces quickly become unstable in flight
and flutter down, there is no assurance that this will always
occur in a failure situation. This makes it difficult to accept
wooden blades without protective netting.
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Having noted the above, we now go on to describe the research
efforts. At this stage, blade materials and blade-making
techniques are chosen with different objectives than those that
will drive the final production versions. The first tentative
experiments use the materials and designs that minimize cost
and delay for small numbers of blades, and yet allow us to learn
lessons that can be used in the design.

Early on, we recognized that the cheap-blade approach allowed
us to attempt a biplane blade design. We conducted static wind
tunnel tests to determine the lift and drag curve slopes of the
blades, and how these were degraded when two blades were in
proximity. The above constraints drove us to test flexible blades
held stiff by tension. We believed that these would be amenable
to production using textile and mat-weaving skills [14].

Early tests showed that incorporating a guide vane upstream of
the machine would allow it to self-start, albeit slowly. A split
50mm diameter tube incorporated near the axis to serve as a
Savonius starter has worked best to-date. Initial tests were
conducted using a 1meter, 4-armed device with flexible double
window-blind slat blades on each arm (Figure 2). These allowed
generation of up to 260 rpm in the wind tunnel at 64 kilometers
per hour wind speed. However, they degraded and tore in time,
and this occurred rapidly when the machine was under load.
Keeping both blades on each arm in tension proved to be
difficult with the flexible blades, despite our developing special
floating bracket attachments for the purpose. Going to a 3-armed
version reduced the vibrations that were induced by resonant
antisymmetric loading of symmetrically placed blades. For
instance, consider what happens when identical blades pass
through the 0 — 180 degree positions of the VAWT with respect
to the wind direction. The blades at the front and back
experience aerodynamic loads in the same direction. One adds to
the centrifugal load whereas the other relieves the load, so that
the net force on the machine is antisymmetric, setting the
machine into a flapping mode of vibration. The flexible blade
approach offered advantages for the 1m machine, but failed with
a double-scale (2m x 2m) turbine (Figure 3) as discussed below.

A third-generation blade design used S2027 (low-speed,
laminar-flow) airfoil section templates cut from plywood, with a
PVC pipe acting as the spar and providing some torsional
rigidity (Figure 4). PVC roof flashing sheets were bent and
glued to the ribs, and stapled or glued together along the trailing
edge. The blade roots terminated in PVC pipe fittings that are
easily set at the designed blade pitch angle. While PVC sheets
and pipe are not environmentally friendly, this technology can
be used to demonstrate prototype machines, and get buy-in due
to the easy availability and maintainability of the components.
The blades of a VAWT generate driving torque and hence
power, primarily when the blades are in two sectors of their
orbits. To minimize the periodic fluctuation in power as the
blades turned, the blades were yawed as seen in Figures 4 and 5.

Our other wind turbine prototype is a 2x version of the smaller
turbine, reaching 2m diameter and 2m height. This still has a
small enough footprint to be placed outside a rural or urban
home, and the components are small enough to be transported,
for instance in a Sport-Utility Vehicle or pickup truck, though
probably not in a small car. In many parts of the world, pieces
that large are routinely transported a few at a time, strapped
alongside bicycles. This device is believed to be capable of 1
KW power. The initial design still used bicycle bearings, but this
may be changed either to motorcycle bearings, or to use multiple
bearings from bicycles. The efforts to operate it at low wind
speeds in the low-speed diffuser of our wind tunnel (See Figure
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3), failed. The Savonius tubes started the device and reached a
slow speed, but the flexible blades went into uncontrolled flutter
and generated net drag. The device actually worked better when
the “lifting” blades were removed and the machine was operated
as a Savonius turbine. The purpose of this device has been
redefined. It is now viewed as something that should be
designed to survive very high wind speeds, permitting it to be
left, for instance along a sea wall or beach ridge along the
Pacific Northwest coast [15] where strong winter winds are
expected. Accordingly, the blades of this machine have been
redesigned with steel tubes, foam core covered with fiberglass
sheets, and metal ribs. Blade construction is shown in Figure 5.
Wind tunnel testing is scheduled for mid-2011.

Results

A DC generator was initially coupled to the VAWT. However,
this generator was optimized for 5000 rpm, and at the 100-
250rpm speeds that were reached by the turbine, its conversion
efficiency was poor. The generator allowed us to directly power
a compact fluorescent bulb equivalent to a 40-watt incandescent,
but this only drew 6 watts and hence does not constitute any
great demonstration of success. Given the difficulties in the
power conversion, we decided to focus on mechanical power
extraction. Hub-based power generators for bicycles are still too
expensive [16] for many applications of the 1m turbine.

A rope dynamometer was used to maintain a constant torque on
the device, using a pulley and weights. Thus only the shaft rpm
has to be monitored to obtain mechanical power readings. A
laser non-contact rpm counter was tried for initial tests.
Subsequently an optical shaft encoder connected to a USB
power supply was installed at the top of the shaft. Because this
was difficult to install and was failure-prone, it was replaced
with a magnetic shaft encoder. This permits the detailed time-
variation of rpm to be recorded on a laptop computer, suitable
for remote transmission via the internet. A constant load of 2 Ib
(08.9N) is applied to the rope dynamometer. Of course a
production version of the machine will not have such
instrumentation.

In the spring semester of 2010 the VAWT went through a series
of tests. Material static bending strength tests were used to
develop the low-cost blades. Results are shown in Figure 6.
Pipes made of CPVC, available easily for home use, provide a
good alternative to ordinary PVC and to wood, as shown in
Figure 6. In order to reduce the deflection of the blades in the
VAWT, a gardening spike was placed in the center of the CPVC
tube. After reassembly of the reinforced blades, the VAWT was
tested over a range of wind-speeds ranging from 10 to 44 MPH.
The increased bending stiffness of the blades improved
performance. Video monitoring of the turbine operation helped
analyze blade deformation through the power-generation area,
located approximately 120° of azimuth counter-clockwise (i.e.,
along the direction of rotation) from the front of the VAWT. The
blades bend inwards in this region, with the inner blades having
higher deflection so that the spacing between the two blades
increases with wind speed. The blades of the Im VAWT
survive wind speeds over 80 kmph, but over time, the surfaces
deform and the blade aerodynamic performance degrades.
Figure 7 shows the turbine in operation, with the deflection of
the blades visible.

Horizontal Axis Wind Turbine Tests

A “400-watt” horizontal axis wind turbine (HAWT) of 54 inch
diameter was acquired for reference, and tested at the same
location as the 1-m VAWT was tested. With a 50-Ohm resistor
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as load, the power curve of the HAWT is shown in Figure 8.
The rotational speed of the HAWT was limited electronically.
Clearly the power output under these conditions is very small.
One reality of the HAWT is that at rated power, it must operate
at an rpm of between 500 and 1000 rpm, posing the dangers
cited before. Such an installation would only be suitable well
above reach of children and pets, implying a tower or rooftop
installation.

Numerical Simulation

Initial efforts at numerical simulation of turbine performance
used a blade-element formulation to construct the change in the
velocity diagram with azimuth. The simulation was conducted
using MATLAB coding. This was used to confirm that we were
calculating the expected variation of power extraction with tip
speed ratio. The peak extraction was found to be at tip speed
ratios close to 5, although values above 3 were good. Values
above 2 were essential to really start seeing good aerodynamic
lift.

This blade element simulation was carried forward to test finite
aspect ratio blades, and to see the relative effects of profile drag
and induced drag. The results showed that aspect ratio has a high
effect, since induced drag can become a large component of
total drag for this ideal calculation. Lift curve slopes and profile
drag values for this calculation were derived from the static
wind tunnel tests performed with the blades.

The effect of the drag generators (for starting) was also
incorporated into this simulation. Net power generation was
calculated by averaging the power around the tip circle.
However, the simulation results remained well above the
measured power results. Typical results are shown in Figure 9.
The abscissa is the tip speed ratio, between the machine tip
speed and the wind speed. The power is in watts, and is far
above any power measured to-date. The results show that the
power curve is sharply peaked as expected for vertical axis wind
turbines, and the peak occurs between tip speed ratios of 3 and
5. The parameter of interest in the particular study from which
Figure 9 is taken, is the blade thickness, keeping the thickness to
chord ratio constant. This means that aspect ratio decreases as
the thickness (or the chord as indicated in the figure) changes.
The purpose of this study was to check whether there is an
optimal thickness or aspect ratio, because a larger thickness
means blades of greater bending stiffness. The results show that
the chosen baseline is close to optimum, both for peak power
and for the peak occurring at the lowest tip speed ratio which is
still near 5.

The above simulation also shows that the expected mechanical
power of the 1m vertical axis machine is well below 100 watts at
tip speed ratios lower than 2. This corresponds to observed
results. The simulation lacks the detailed drag and interaction
modeling required to accurately capture the experimentally
found power. Figure 10 shows mechanical power measurements
made using the Im VAWT, using the rope dynamometer. The
power levels are only on the order of 20 watts or less at 12 m/s,
as expected.

Conclusions

The philosophy behind the design of small, low-cost vertical
axis wind turbines for family use is explained, and leads to a
design where blades are inexpensive and the rotating parts come
from bicycles. The measured power levels are low, but these are
justified by the cost of alternatives at these low power levels.
Specific conclusions:
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1. The figure of merit of small vertical axis wind turbines is
low.

2. A double-bladed turbine design is effective where blade
cost is low.

3. Flexible-blade designs are fairly effective for the 1m
turbine in the 100 watt regime, but are inadequate for a 2m
version of the design at any power level, due to flutter
issues.

4. Blade element theoretical predictions of the power show
that high rotational speeds are required to obtain good
figure of merit where the turbine radius is small.

5. A simple self-starting vertical axis turbine design has been
demonstrated.
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ABSTRACT

Large-scale production of surfactants by fermentation of
cellulosic material, like trimming vines shoots, would reduce
greenhouse gas emissions in comparison with the greenhouse
emissions produced during the synthesis of surfactants from
petrochemicals. Moreover, Lactic acid bacteria, considered
GRASS microorganisms, can be employed to obtain
biosurfactants that are known to interact favorably with human
skin, hair, and eyes, and that are readily biodegradable.
Surfactin (commercial biosurfactant produced by Bacillus
subtilis), is able to reduce the surface tension of water to 27
mN/m although its use is not very extended because it is not
water-soluble. In comparison with surfactin, biosurfactants from
Lactobacillus pentosus, obtained by fermentation of trimming
vines shoots, only can reduce the surface tension of water from
72 to 55 mN/m, but it has a higher capability than surfactin and
Tween 20 to stabilized gasoil/water emulsions. Besides, it was
found that biosurfactants from L. pentosus have similar
adsorption properties on sediments than tween 20 or surfactin.

Keywords: Trimming vines shoots, L. pentosus, biosurfactants,
surfactin, sodium dodecyl sulfate, Tween 20

1. INTRODUCTION

Surfactants create emulsions by enabling the suspension of
hydrophobic compounds (oil, hydrocarbons) in water. They act
as dispersants or flocculants, enabling the suspension of solids,
such as paint pigments, in liquid. These useful properties have
fueled the growth of the surfactant market, mainly in the
bioremediation of contaminated sites by hydrophobic
compounds. Surfactant market has annual global sales of $23.9
billion [1] whereas the annual global production of surfactants
is about 13 million metric tons [2, 3].
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Surfactin is one of the most powerful known biosurfactants. It is
able to reduce the surface tension of water from 72 to 27 mN/m
at a concentration of 20 pM; however surfactin has limited
utility for most consumer products applications because it is not
water soluble and it has at elevated market price, 50 mg of
surfactin from Sigma cost about 600 $.

On the other hand, trimmings of vine shoots from agriculture
industry, related with wine elaboration, usually are field burnt;
releasing cancerous compounds like polycyclic aromatic
hydrocarbon as well as greenhouse gases. Therefore, the
utilization of trimming vine shoots as carbon source to produce
biosurfactants can decrease the environmental impact produced
by this kind of residue, when it is field burnt.

Reznik et al. [4] proposed the utilization of cellulosic material,
soy hulls, as carbon source to produce biosurfactants. These
authors employed a genetically engineered gram-positive soil
bacterium derived from Bacillus subtilis to produce the
biosurfactant. Other authors have found that Lactobacillus
pentosus can produce biosurfactants from trimming vine shoots
[5, 6]. For instance, Bustos et al. [5] carried out continuous
production of lactic acid and biosurfactants from hemicellulosic
sugars of trimming vine shoots. However there are no much
comparative studies of this biosurfactant from L. pentosus with
other biosurfactants.

In this work L. pentosus is proposed to produce biosurfactants
from trimming vines shoots, and a comparative study between
biosurfactants from L. pentosus and commercial surfactants is
done.
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2. MATERIALS AND METHODS
Hydrolysis of trimming vines shoot

Ground samples of trimming vine shoots were hydrolysed under
selected conditions (3 % H,SO,, 15 min, 130 °C, liquid/solid
ratio 8:1 g/g) and neutralized with CaCOj; to a final pH of 6.5.
The CaSOy, precipitated, was separated from the supernatant by
filtration.

Microorganism

L. pentosus CECT-4023 T (ATCC-8041) was obtained from the
Spanish Collection of Type Cultures (Valencia, Spain). The
strain was grown on plates using the complete media MRS agar.

Fermentation of hemicellulosic sugars from trimming vines
shoots by L. pentosus

The clarified hydrolysates were supplemented with nutrients (10
g/L of yeast extract and 10 g/L of corn steep liquid), sterilized
and used directly as fermentation media. The chemostat
fermentation was carried out in a 2 L Applikon fermentor at 200
rpm with 1.6 working volume at 31 °C and pH controlled to
5.85 during 48 hours.

Extraction of biosurfactants

Cells were recovered from the fermentation medium by
centrifugation, washed twice in demineralized water, and
resuspended in 50 mL of phosphate-buffer saline (PBS: 10mM
KH,PO,/K,HPO,4 and 150 mM NaCL with pH adjusted to 7.0).
The bacteria were left at room temperature up to 2 hours with
gentle stirring for biosurfactant release. Biosurfactants were
obtained in the PBS and bacteria were removed by
centrifugation. The remaining supernatant liquid was tested for
surface activity.

Surface activity determination

The surface activity of biosurfactants produced by the bacterial
strains was determined by measuring the surface tension of the
samples with the ring method. The surface tension of PBS
extract containing the biosurfactants from L. pentosus was
measured using a KRUSS K6 Tensiometer equipped with a 1.9
cm Du Noiiy platinum ring. To increase the accuracy an average
of triplicates was used for this study.

CMC of bisourfactant from L. pentosus

The biosurfactant concentration was determined using a
calibration curve mg/L of biosurfactants (surface Tension
(mN/m)-72.6)/(-8.64). The calibration curve was calculated for
a commercial biosurfactant produced by Bacilli (surfactin)
using different concentrations of biosurfactant solutions, below
the critical micelle concentration with known surface tension. In
this biosurfactant concentration range the decrease of surface
tension is linear and it is possible to establish a relationship
between the biosurfactant concentration and the surface tension

[7].

67

Surfactants

The surfactants employed in this work consisted on Tween 20;
sodium dodecyl sulphate (SDS) supplied by PANREAC,
surfactin supplied by SIGMA and biosurfactants from L.
pentosus obtained in this work.

Surfactant sorption onto sediments

10 g of sediments (containing < 1% texture 63 pm; pH=6.1;
3.03 % of organic matter and a C/N ratio 12) were added to
different solutions of surfactans (Tween 20, SDS, surfactine and
biosurfactant from L. pentosus) at a liquid/solid ratio of 1:10
and the surface tension of the water was measured employing a
KRUSS K6 Tensiometer equipped with a 1.9 cm Du Noily
platinum ring. Surface Tension was measured up to 200 min. To
increase the accuracy an average of triplicates was used for this
study. The concentration of surfactants employed in the sorption
experiments was two times over their CMC.

Emulsification studies

Emulsification was performed according to the methodology
proposed by Das, et al. [8]. Gasoil was vortexed during 2
minutes with an equal volume (2 mL) of aqueous phase
containing surfactants and biosurfactants. After vortexing, tubes
were left to stand for 1 h, and after that time (considered the
initial time: 0 h) relative emulsion volume (EV, %) and
emulsion stability (ES,%) were measured at 24 h intervals up to
72 h using the equations 1 and 2 proposed by Das et al. [8].

Emulsion height, mm x Cross section area, mm?

EV, %= Eq. (1)

Total liquid volume, mm’

%ES =%EV,att1meh* 100

Eq. (2
EV,atOh 4

3. RESULTS AND DISCUSSION

From the adsorption experiments on sediments in can be
observed that biosurfactants from L. pentosus, are adsorbed very
fast; with similar behaviour to that observed for surfactin.
Tween 20, a non-ionic surfactant; also was adsorbed by the
sediments but the adsorption process was slower than that
observed for biosurfactants from L. pentosus or surfactin,
whereas sediments almost did not adsorb SDS, probably
because SDS is an anionic surfactant. Consequently it can be
speculated that biosurfactants from L. pentosus has similar
adsorption properties to non-ionic surfactants like tween 20 or
surfactin (the biosurfactant produced by Bacillus subtilis).
Figure 1 shows the evaluation of surface tension of water in
presence of different surfactants and sediments. The increase of
the surface tension of water is related with the adsorption of
surfactants on sediments.

It can be speculated that the minor adsorption of SDS on
sediments can be attributed to repulsion forces between the
negatively charged SDS and the negatively charged sediments.
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Figure 1. Evolution of surface tension of water in presence of sediments
and surfactants two times over their CMC (critical micellar
concentration).

On the other hand, Figure 2 shows the capability of
biosurfactants from L. pentosus to stabilize gasoil/water
emulsions in comparison with SDS, tween 20 and surfactin. It
can be observed that biosurfactants from L. pentosus gave better
percentages of emulsions (EV=16 %) in comparison with
surfactin (EV=0%) or Tween 20 (EV=9 % at 3.5 h and EV=7.7
% at 48 h); although SDS showed the best emulsify capability
(EV=50%). Biosurfactants from L. pentosus and SDS gave
emulsions very stable (ES=100%) whereas Tween 20 gave
stability values (ES) = 85 % after 48 h.
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Figure 2. Percentage of gasoil/water emulsion formed in presence of
different surfactants.

Related with the petrochemical consumption for the production
of surfactants, Patel et al. [9] found that 0.57 tons of
petrochemical intermediates were consumed per each ton of
surfactant produced. Assuming that these ratios apply to global
surfactant manufacturing today, surfactant production consumes
about 7.4 Mt of petrochemical intermediates annually [4]. Life
cycle analysis has estimated that each ton of petrochemical
intermediate used for surfactant production generates 4,270 kg
of emitted CO, [9]. Thus, the use of petrochemicals to produce
surfactants generates annual emission of 31.6 billion kg of CO,.
According to the U.S. Environmental Protection Agency,
combustion of one gallon of gasoline produces 8.8 kg of CO,.
Thus, Reznik et al., [4] estimated that annual worldwide use of
petrochemicals for surfactant production emits CO, equivalent
to the combustion of 3.6 billion gallons of gasoline.
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Consequently the commercialization of biosurfactants produced
by fermentation of trimming vine shoots by L. pentosus could
suppose an important advance for the environmental protection.

4. CONCLUSIONS

It is possible produce biosurfactants using L. pentosus from
hemicellulosic sugars of trimming vine shoots, and this
biosurfactants are adsorbed on sediments similarly to surfactin
and tween 20. On the other hand biosurfactants from L.
pentosus has better properties to stabilize gasoil/water
emulsions than Tween 20 or surfactin.
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ABSTRACT

Recently a project evaluation approach called Project
Assessment Indicator (PAI) Model has been developed based on
expert knowledge. The PAI Model has been succesfully applied
to evaluate overall monthly project performance based on 15
project elements derived from the project management (PM)
processes and results groups. However, the evaluation process
seems to be too subjective due to overdependency on PM
experts to manually assign model weights. This study proposes
using a Backpropagation Deep Belief Network (BP-DBN) to
address this limitation. To this end, we use 7 real IT projects as
our study objects. We completely eliminate the manual
assignment of model weights in our BP-DBN approach which in
effect increases the objectivity of the project evaluation process.
The evaluation performance on the test data shows that our BP-
DBN could compute monthly project performance based on the
15 project elements to within a relative error |¢| < 3.3% of the
PAI Model value.

Keywords: Deep Belief Network, Machine Learning, Project
Evaluation and Project Management.

1. INTRODUCTION

Project evaluation is a systematic analysis of information about
project processes and results to determine the performance of a
project. The evaluation outcome partially forms the basis on
which Project Management Office (PMOs) make decisions to
adjust the project processes for improved project performance
and success. Thus it is important that PMOs use project
evaluation approachs that are as rational and objective as
possible.

Recently, a project evaluation approach called Project
Assessment Indicator (PAI) Model [1] has been devised based
on expert knowledge. The PAI Model takes 15 project elements
as input variables and outputs a project performance indicator
called PAI. The project elements are derived from the Project
Management (PM) knowledge areas of scope, cost, schedule,
quality, risk, procurement, communication and monitoring [2].
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The merit of the PAI Model is its computational simplicity and
ability to comprehensively measure the overall performance of
any project based on the 15 project elements. However,
evaluating projects using the PAI Model seems to be a too
subjective process. This is in consequence of allocating model
weights and category scores by PM experts based on the
empirical rule. Category scores here refer to the maximum
points each of the 15 project elements can score. We observe
that a more rational approach for allocating weights and
category scores is essential for increased objectivity of the
project evaluation process and the project performance indicator
itself.

Project evaluation is essentially a pattern recognition problem to
which machine learning techniques like traditional neural
networks (NNs) have been applied. For example in [3][4], NNs
have been successful applied to predict project performance
while in [6][5], NNs have been applied to model project risk and
talent management.

The main focus of this study is to demonstrate that a
Backpropagation Deep Belief Network [7] (BP-DBN) could
provide a rational approach for: (i) automatically assigning
weights to the project elements, (ii) computing category scores
using the backpropagation weights, and (iii) objectively
measuring project performance. A BP-DBN is simply a
generatively pretrained DBN Model trained with teacher data
using backpropagation to perform discriminative modeling.
Although not yet applied in PM, DBNs and their variants have
been used successfully in 3-D object recognition [8], road
detection from aerial images [9], facial expression generation
[10], reduction of the dimensionality of data [11] and image
processing [12].

The rest of the paper is organized as follows. Section 2 gives an
overview of some classical project evaluation methods followed
by details of the PAI Model. Section 3 describes the basic
principles of DBNSs. Section 4 presents the data followed by the
experimental setup in Section 5. Results are discussed in Section
6. Concluding remarks are given in Section 7.
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2. PROJECT EVALUATION METHODS

We first briefly describe three widely used project evaluation
methods: Critical Path Method (CPM) [13], Program Evaluation
and Review Technique (PERT) [14] and Earned Value
Management System (EVMS) [15] and then give details of the
PAI Model later.

Critical Path Method

CPM is one of the useful scheduling tools applied in planning
and controlling many interrelated activities in a large and
complex project. The method consists first in the identification
of the so-called critical paths, critical activities and critical
events in the network, which is the project model. The next step
is the computation of values useful for PMOs and Project
Managers. The computed values contain such information as the
slack of events and activities, the earliest and the latest times of
the start and the finish of particular activities. CPM mainly
focuses on project schedule control.

Program Evaluation and Review Technique

PERT is another network-based PM tool for planning,
scheduling and controlling many interrelated activities in a large
and complex project. PERT uses the same approach and
network representation as the CPM to capture the precedence or
parallel relationships among the activities in the project and to
compute values that are useful to the PMOs and Project
Managers. CPM and PERT are usually used in a combination
often referred to as CPM/PERT. Again the focus of CPM/PERT
is mainly scope and schedule control of the project.

Earned Value Management System

An EVMS integrates a project’s work scope, cost, and schedule
into a single performance measurement baseline (PMB) and
reliably tracks the planned value of work, the earned value of
actual work done, and the actual cost of work done. It compares
actual performance measures with the PMB and provides the
means for identifying and reviewing changes to the PMB. It
further provides trend analysis and evaluation of estimated cost
at completion and a sound basis for corrective actions, and
management re-planning.

As can be seen, these classical methods mainly focus on the
performance of project scope, schedule and cost with no direct
reference to the other PM knowledge areas.

PAI Model

The PAI Model is a quantitative project evaluation approach
recently devised by Yamato et al [1] based on expert
knowledge. The model takes 15 project elements, shown in
Table 1, as input variables and outputs an indicator of overall
project performance called PAI. As earlier stated in the
introduction, the 15 project elements are derivatives of the PM
knowledge areas of scope, cost, schedule, quality, risk,
procurement,  communication and  monitoring.  For
convenience’s sake, we divide the elements into two main
categories: PM Processes and PM Results (See Table 1). The
PM Processes Category elements countercheck the quality of
management mechanisms and tools adopted in managing a
project. The PM Results Category elements countercheck the
quality of the results of adopting management mechanisms and
tools.
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Table 1 - The PAI Model input variables divided into the PM
Processes and Results Groups.

PM Processes PM Results

Group
Financial v

Project Element

Customer

Review

Progress

Performance
Quality
Organization
Risk

NENENENENENEN

Suppose that P is the total score of the PM Processes elements p;
and R is the total score of the PM Results elements r;. We
compute the overall project performance indicator PAI using the
PAI Model as:

PAI=P+R 1)

where:

P=>wp;R=>vr @)

ieMm jeN

w; is the weight assigned to the variable p;, M is the number of
variables in the PM Processes group, v;jis the weight assigned
to the variable rj and N is the number of variables in the PM
Results group. Experts assign weights empirically and
intuitively based on their PM skills and experience. The
correlations between the project elements is not take into
account when assigning weights w; and v;and category scores p;
and r;. We observe that the project evaluation process using the
PAI Model may be too subjective due to the human influence
arising from the differences in the PM skills and experience of
experts assigning the weights.

3. DEEPBELIEF NETWORKS

Deep Belief Networks (DBNs) are generative probabilistic
models recently introduced within the emerging field of deep
machine learning. Evolved from general belief networks [13],
DBNs are known to have better knowledge representational
capabilities than traditional NNs [14].

As illustrated in Fig. 1, the main building block of a DBN is a
model called Restricted Boltzman Machine (RBM). An RBM
consists of a layer of stochastic binary visible units ve{0, 1}
which interact with an upper layer of stochastic binary hidden
units he{0, 1} via weight W. There are no connections between
units of the same layer.
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Figure 1: General framework of a Deep Belief Network.

The attractiveness of a DBN lies in its use of RBMs as model
building blocks by which joint conditional probability
distributions are determined over the observed variables v; € v
and hidden variables h,® € h® where k = 1...., . hidden layers.
Denoting v = h©@, the joint distribution over the visible variables
and hidden variables is given as:

p(h(o)l h(l)' h(z),..., h(r)) _ p(h(0)|h(1)) p(h(1)|h(2)),---,
p(h('*z)lh('*l)) p(h('*l)lh(')) (3)

where all the conditional layers p(h®P|h") are factorized
conditional distributions such that

p(h('-l)|h(')) _ p(h(l_l):ﬂh(l), w pl- )) @)

b®"? is the bias vector of layer I-1 and WO is the weight matrix
representing the symmetric interaction terms between units in
layer I-1 and units in layer I. Notice that the RHS of Eq.(5) is
given as follows:

p(hi('*l) =1 h" w, b(H)) _ G(bl("l) +z jWi(jl)hJ(I)) ©)

where:

1
1+e7*

o (x)

A DBN learns to represent knowledge using a greedy layer-wise
unsupervised learning algorithm introduced by Hinton et al. [7].
Consider an observation vector v (hereafter denoted as h® for
the sake of consistency) presented to the visible units from
where the input signals are transmitted to the hidden units.
Going in a top-down direction, the hidden units h") attempt to
reconstruct the original input vector by stochastically finding the

(6)
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visible unit inputs h,®. The new visible unit activations are
forwarded to the hidden units where another attempt to
reconstruct the original inputs is made. This back and forth
Gibbs sampling process is repeated until one step reconstruction
hidden unit activations hj(l) are attained. During this learning
process, also called contrastive divergence learning [15], the
weights are repeatedly updated based on the difference between
two pairwise correlations as follows:

Awii * <hi(0)h§l)>data - <ﬁi(0)h(l)

j > reconstruction (7)

where 4wy is the weight update, the correlation (hi(o)hj(l))dalz
is the frequency measure with which the visible unit i and
hidden unit j are both on when the state of the hidden units h®
is determined from the original inputs h© using Eq.(9).

p(h =1/h”, W&, bY )= (b + Y W) ®

Slmllarly, the correlation <];i(0)hj(l))reconstruction is the frequency
measure with which the visible unit i and hidden unit j are both
on when the state of the hidden units h® is determined from the
reconstructions h©® of the original inputs h® according to
Eq.(10).

p(h? =11A®, WO, b )= o (b0 + 3 WR®) @)
The reconstructions are computed as follows:
p(ﬁi«n —1|h®, W), b“”):a(bf” +y ,-wi(,-”h}”) (10)

This process of learning hidden variables could be repeated for
any number of hidden units in as many layers as we desire.
Once the generative pretraining is done, the DBN can then be
fine-tuned  through  supervised learning to  perform
discriminative modeling. In supervised learning, label data are
presented to the unit(s) in the top level layer of the pretrained
DBN. The DBN is then trained using the well-known
backpropagation algortihm and its convergence monitored
through the minimization of either the mean squared error or the
cross-entropy error functions. Notice that new weights are
established between the top level layer and the last hidden layer
while the pretraining weights are only slightly adjusted.

4. DATA

The experiment data are obtained from 7 real IT projects carried
out from April 2006 to February 2007 (Table 2). Each project
has all the 15 project elements evaluated in the months shown as
well as the overall monthly project performance indicator (PAI)
computed using the PAI Model. All but Projects B1106 and
B1202 have 12 months durations. Since 12 months is the
maximum project duration we set the 5 projects with 12 months
duration i.e. B1101, B1102, B1104, B1203 and B1205 as
training data. This implies that our training dataset consists of
900 cases of monthly imput data (i.e. 15 monthly input variables
for 12 months for 5 projects) and 60 cases of monthly target
data (i.e. 1 monthly PAI for 12 months for 5 projects).

Projects B1106 with 10 duration (monthly input data = 150;
monthly target data = 10) and B1202 with 11 months duration
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(monthly input data = 165; monthly target data = 11) are set as
test data..

Table 2: Months (shaded) in which the project shown in the
leftmost column were evaluated.

2006 | 2007
Project Month
A|M|[J|J|[A|[S|O|N|D|J|F|M
B1101
B1102
B1104
B1202
B1203
B1205
Legend
Shade Meaning

Projects with 12 Months duration
Project with 11 Months duration
Project with 10 Months duration

5. EXPERIMENTAL SETUP

Normalizing Data
We normalize the experimental data via Eq.(11) such that the
data have zero mean and unit variance.

yl’ — u (1)
S

where y; is the normalized value of y;, u is the mean of the data
and s is the standard deviation.

Pretraining the DBN

We use the greedy layer-wise contrastive divergence algorithm
to train our DBN. The model parameters pertinent ot training
the DBN are the number of hidden layers and units, weight
initialization, weight-decay, the learning rate and momentum,
and batch size [16].

Number of hidden units: Our BP-DBN consists of 15
units in the visible layer, 500 units in the first hidden layer, 15
units in the second hidden layer, 500 units in the third hidden
layer and 15 units in the fourth hidden layer. The top-level layer
consists of 1 unit corresponding to the output variable which is
monthly project performance in this study. The 15 visible units
correspond to the 15 input variables (the monthly project
elements). Figure 4.1 illustrates the DBN Model we use in this
study.

Initial values of the weights and biases: The RBM’s
are trained sequentially one at a time in a bottom-up direction.
As shown in Fig. 4.1, RBM 1 is trained first and its output
becomes the input to RBM 2. This is repeated for RBM 3 and
RBM 4 until we get a complete pretrained DBN. Throughout all
these steps, we initialize the weights to a normal distribution of
1 =0and ¢ =0.02 while the hidden biases are set to 0.
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Weight-Decay: Weight-decay is an extra term that
added to the normal gradient to reduce overfitting to the training
data and to improve generalization. In this study, we use a
weight decay of 0.0001 throughtout our experiments.

Learning rate and momentum: We train each RBM in
220 epochs with a fixed learning rate of 0.01 and a momentum
of 0.9 throughtout the experiments. Momentum is a simple
method for increasing the speed of learning when the objective
function contains long, narrow and fairly straight ravines with a
gentle but consistent gradient along the floor of the ravine and
much steeper gradients up the sides of the ravine.

Size of each mini-batch: For a more efficient update of
the model weights, it is necessary to divide our dataset into
small mini-batches of 75 cases which are used to train the
RBMs through stochastic gradient descent.

[ 1 Unit in Top-level Layer ]

| WG Backpropagation
Layer

— [ 15 Units in 4™ Hidden Layer ] h*
e

RBM 4 —

L [ 500 Units in 3™ Hidden Layer ] h3~

IW3 L RBM 3

— [ 15 Units in 2™ Hidden Layer ] h? _]
WZ
L [ 500 Units in 1** Hidden Layer ] ht =

RBM 2 —

| w! L RBM 1
[ 15 Visible Units ] v

Figure 2: The 4-RBM layer BP-DBN Model consisting of 15
units in the visible layer v, 500 units in the first hidden layer ht,
15 units in the second hidden layer h?, 500 units in the third
hidden layer h® 15 units in the fourth hidden layer h*, and 1 unit
in the top-level layer. The 15 visible units correspond to the 15
input variables. Notice that v interacts with h* via W*, h?
interacts with h? via W2, h? interacts with h® via W2, h® interacts
with h* via W* and h* interacts with the top-level unit via W°.

Training the DBN Using Backpropagation

In this phase, we introduce 1 unit in the top-level layer to train
the DBN to perform our dscriminative task of modeling project
performance using 15 input variables. The 1 unit corresponds to
the output variable i.e. monthly PAI. We simultaneously present
the input variables to the visible units and monhtly PAI to the
top-level unit. At this stage, training reverts back to the usual
backpropagation (BP) learning [17]. Hence our model name BP-
DBN. Notice that the weights W*, W?, W?, and W* from the
pretraining phase are only slightly adjusted while a new vector
of backpropagation weights W® linking h* with the top-level unit
are established. We use stochastic gradient descent with a mini-
batch size of 75 as pretraining.
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6. RESULTS AND DISCUSSION

We assess the ability of the DBN to model monthly project
performance based on the 15 project elements using the relative
error of estimation ¢, defined as:

T BP-DBN _ T PAI
i .

o x 100%

where TEPPEN and T, are monthly project performance
computed using the BP-DBN and PAI Model for month i
respectively. Table 3 shows the maximum relative error of
estimation for each project and the month of the maximum.
Oberve that left side of Table 3 shows the training error |¢;| data
(Projects B1101, B1102, B1104, B1203 and B1205) while the
right side shows the test error |¢,| (Projects B1106, and B1202).
Notice that |e1] < |e,|. We now present detailed comparisons of
monthly project performance computed using the BP-DBN and
the PAI model for Projects B1106 and B1202. On test data from

100

12)

Table 3: Relative Error of Estimating Monthly Project
Performance using our BP-DBN

Project le) %0 (Month) | Project le2] %0 (Month)
B1101 1.95(July) B1106 3.13(June)
B1102 1.95(June) B1202 3.27(November)
B1104 1.88(March)

B1203 1.90(November)

B1205 2.03(November)

Project B1106, the BP-DBN computes overall monthly project
performance within a relative error margin || 3% < 3.13% of
the PAI Model computed value. On average the BP-DBN
computes monthly project performance with a mean relative
error |e,| BM% = 1.74%. Figure 4 shows the comparison of the
BP-DBN computed monthly project performance indicators
(Black bars) with the PAI Model computed values (Light Grey
bars).

Project B1106

90
80
70
60
50

Project Performance Indicator

1

Jun

40

Apr | May Jul

Aug

Sep

Oct | Nov | Dec | Jan | Feb | Mar

m PAl Value 48 68

78

82

77 77 81 84 85 84

mDBN Value 49.50/66.73

7717

80.86

76.15/75.22 82.5985.57 | 85.95/82.65

Figure 4: Monthly project performance indicators computed using the PAl Model (Light Grey bars) and the BP-
DBN (Black bars).

On test data from Project B1202, the BP-DBN computes overall
monthly project performance within a relative error margin
e2|P?% < 3.27% of the PAI value. On average the BP-DBN
performs with a mean relative error |e,| 3% = 1.73%. Figure 5
shows the comparison of the BP-DBN computed monthly
project performance indicators (Black bars) with the PAI Model
computed values (Light Grey bars). Comparing the relative

100

B1106 | B1202

errors |e,| and e, or the mean relative errors, we can
see some consistence in the BP-DBN’s computation of monthly
project performance on the test data. This implies that when we
use the BP-DBN trained on our current dataset to evaluate a
project, we are likely to obtain monthly project performance
values T;, such that TEPPEN= TPA + ¢ where T,*P®Nand T,
are as defined in Eq.(12) and |¢| < 3.3% is the relative error.

Project B1202

90
80
70
60
50

Project Performance Indicator

40

Apr | May | Jun Jul

Aug

Sep

Oct | Nov | Dec | Jan | Feb | Mar

m PAl Value 92 92 93

92

92

94 95 95 96 97 98

mDBN Value 93.56 94.0694.28

90.77

89.73

92.11|91.89/93.82|96.99| 98.02| 96.66

Figure 5: Monthly project performance indicators computed using the PAI Model (Light Grey bars) and the BP-DBN
(Black bars).
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7. CONCLUSION

To the best of our knowledge, the work reported in this paper is
the first attempt at applying BP-DBNs to project performance
evaluation. Our proposed approach shows that we could use BP-
DBNs to compute reliable monthly project performance
indicators based on the basic project elements data. The merit in
this BP-DBN approach is that the model weights are
automatically assigned during model training during with the
possibility of self-adjustment as new data is presented to the
operational model. This contrasts the subjective approach in the
PAI Model where model weights are manually assigned and
fixed by humans. We argue that not only can our BP-DBN
evaluate projects comprehensively but also that it provides a
more rational and objective evaluation approach.
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ABSTRACT

Mobile robots have the potential to become the ideal tool
to teach a broad range of engineering disciplines. Indeed,
mobile robots are getting increasingly complex and
accessible. They embed elements from diverse fields such as
mechanics, digital electronics, automatic control, signal
processing and programming. Moreover, they are attractive
for students, as a motivation means to learn. This paper
presents a mobile robot design, based on the PIC
microcontroller family. It incorporates ultrasound sensors, a
magnetic compass and encoders. The user can control and/or
program the mobile robot to navigate while receiving visual
information remotely. All this in an indoor environment. The
control system’s components and the main characteristics of
the constructed robot are described. Thanks to its modular
design, the mobile robot can be used in a wide range of
activities like household, industrial and educational; as
shown on the experimental results of this paper.

1. INTRODUCTION

Mobile robotics is still an open and challenging field with
a big projection into the future and lots of possible indoor as
well as outdoor applications that can help to improve
industrial production and some aspects of the workers life
quality [1]. Very interesting applications are currently being
developed, and in a medium term, will be part of our daily
life; see for example [2]. However, most of these applications
are still on a research stage, so it is important that the
knowledge generated by these research efforts is gradually
incorporated to topics that students, mainly engineers, learn
at university.

A mobile robotic platform is a robot for experimental and
research in real environments. These vehicles have similar
characteristics to robots for industrial or commercial
applications. A robotic platform is intensively used in the
development phase of research projects applied to robotic
systems. For example, robotic platforms are used for testing
and validating robot control architectures, or to examine
autonomous or semi-autonomous navigation algorithms or
as a way of testing different sensors, actuators and other
electronic components. We can mention the following
examples: robot Khepera [3], Nomad 200 [4], Magellan and
B21R [5], widely used platforms for experimental research in
the field of robotics.

The purchase of one of these robotic platforms is
generally of high cost. Other problems are some difficulties
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associated with import procedures, proprietary software
licenses, technical support, etc. For this reason, we chose to
develop our own prototype.

This paper presents the design and construction of a
mobile robotic platform of high performance, suitable for
teaching and research on issues related to mobile robotics. It
is of great use in robotic systems for static and dynamic
environments, for example, development and validation of
algorithms for robot navigation and control.

The paper is organized as follows: Section 2 presents the
general structure of the developed mobile robot. Section 3
presents different operation modes. In section 4, the position
control algorithm is described. The mobile robot testing is
presented in section 5. Finally, conclusions are shown in
section 6.

2. MOBILE ROBOT GENERAL STRUCTURE

This project was divided into two design stages:
mechanical and electronic.

Mechanical design. The robot has a metal structure that
provides support for all hardware. This metal structure has a
rectangular shape of 9.64in (24.5 cm) of width by 10.24in
(26 cm) of length with a rear structure that stands 3.15in (8
cm), as shown in Figure 1. The structure has four holes, one
on each corner, where rods are placed in order to support the
underlying control circuit platform.

The robot energy source consists of two batteries. One
feeds the motors and the other the control circuits; the battery
specifications are 12 Volts, 12 Amp-hour and 8 Amp-hour
respectively.

The mobile robot was designed as a tricycle, as shown in
Figure 2a. It is a front-traction robot, and each wheel is
attached with a set of gears like the ones used for speed
bikes; one on the wheel axis and another on the motor axis.
Both held together with a chain link as shown in Figure 2b.
On the back, we incorporate a free motion wheel that can
rotate 360 degrees that functions only as support for the
mobile robot.
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Figure 1. Metal structure

Ei‘]
-—

Free motion
wheel

(b)
Figure 2. (a) Wheel placing, (b) Motor and wheel
coupling

Electronic design. The prototype was designed in a
modular pattern, allowing different activities with slight
modifications; Figure 3 shows a block diagram containing
parts that correspond to the electronic design.

Remote-Control-
""" | R
RFE ! Fopscs
' T
Module-RFq

Serizl

communication§

Motion-module-of-the-
distance-sensor-senser®

PORTAS

PORTBY
Microcontroller-Af

MWD{

Distance-and-
compassgnzerst

Microcontroller-

PORTCY

Maotion:madule:of:

the:sighsahesl:

Motion-module-of- Mot dule:of-

the-camera-

Figure 3. Electronic system’s block diagram

The main subsystem is formed by a PIC16F877
microcontroller [6], [7], responsible for receiving information
from the radio frequency module, the distance and compass,
and to process and transmit movement signals from the
camera and the mobile robot movements.
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The communication protocols between these modules can
be observed in figure 3. Parallel, serial and i2c
communication protocols were used.

The secondary subsystem, formed by another PIC16F877
microcontroller, is responsible for driving the motors,
moving the SRF08 ultrasonic sensor and is the link between
the main subsystem and the control modules of each wheel.

The RF module receives operation commands to
manipulate the movements of the robot and camera. It has a
radio frequency receiver and transmitter (RWS434 and
TWS315 respectively).

The system has two ultrasonic sensors (SRFO08 and
SRF02) and a compass sensor (CMPSO03) [8], [9], [10]. The
SRF08 sensor monitors the distance at the front of the robot
(180 degrees of vision) for any object. The other sensor
(SFRO2) is used to detect steps on the ground, and is placed
on an endless screw which rotates with the aid of a motor and
moves the sensor to both sides of the robot sequentially. The
compass sensor (CMPS03) provides orientation with respect
to the Earth's magnetic north.

The camera motion module consists of: a small camera

that transmits a video signal through RF and two coupled
stepper motors for vertical as well as horizontal axis
rotational movement in order to allow vision of the robot
surroundings. This module is shown in Figure 4.
The remote RF control is shown on Figure 5. This remote
control transmits command operations for robot and camera.
The remote control includes a RF transmitter and receiver
(RWS315 and TWS434). It also includes two manual
controls and a personal computer and a microcontroller
(PIC18F2431) which encode the sent data.

Figure 5. Wireless Remote Control
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The mobile robot has a control module for each wheel.
Each module includes a microcontroller (PIC18F4431), H-
Bridge and optocoupler. For position and speed a digital PI
algorithm is used.

Figure 6 shows a front panel picture of the mobile robot.

Figure 6. Mobile Robot front panel.

3. OPERATION MODES
The operation modes of the robot are shown in Table 1.

Table 1. Operation modes
Operation mode Actions
Mode 1 Manual control of the robot.
Mode 2 Routine path unassisted.

In the operation mode 1, the user indicates the robot’s
motion using the left handle in the wireless remote control.

When any of the ultrasonic sensors detect any object or
step that obstructs the robot’s path, the secondary
microcontroller, which controls motor motion, sends a stop
command to both motors.

The stepper motors that hold the camera are controlled by
the right handle.

In the operation mode 2, the user previously defines a
desired motion sequence and subsequently transmits it to the
robot.

Figure 7 shows an example of a motion sequence. Any
sequence consists of a pair of commands whose format is:
(Orientation, Distance to go). Orientation is a number from 0
to 255 that corresponds to 0 to 360 degrees. The distance
ranges from 4-255 cm, as shown in Table II. Once the routine
has started, the microcontroller’s main task is to determine
the type of obstacle in the way using the signal deciphered
from the ultrasonic sensors. If the obstacle is small sized, the
robot rounds it and continues with the defined sequence. In
case the obstacle is big the robot aborts the sequence and
returns to its initial position.
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(60, 50)

(22, 64) D

(127, 50)
E
B

(255, 30)

Figure 7. Path example

Table 2. Data from a sample trajectory corresponding to

Figure 7
Path deogrrlzg.t?i:;;) Distance (cm)
AB 360° (255) 30
BC 31°(22) 64
CD 84.6° (60) 50
DE 179.1° (127) 50

4. POSITION’S CONTROL ALGORITHM

The objective of the control algorithm is to generate
action signals such that the robot follows the desired
directions. This objective can be achieved if each control
module has a good position control of its motor's shaft. In
order to control the position of each wheel, the speed profile
shown in Figure 8 was selected [12].

In this profile, we can observe the following regions:

Speed command
Actual speed
Wes
Time
L
\_J
Acceleration Slewing Deceleration Settling  Stop

Figure 8. Speed profile

(a) Acceleration: The position error counter sends a
command for maximum speed. The rotor is accelerated
according to the dynamic equation of the motor and the speed
controller is used.
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(b) Slewing: When the rotor reaches the desired
maximum speed, the speed controller maintains this speed
constant.

(c) Deceleration: To decelerate the rotor with a constant
torque, the command speed o, is given according with (1).

2p4

Wref )
where:

q = actual error position

B = deceleration rate

(d) Settling: Ideally, the motor must stop at the target
position and must not travel any farther when control is
governed exactly by (1). In practice, however, there is always
a possibility that the rotor overruns beyond the target,
because the speed command data is not given as an ideal
linear function but discontinuously because of digital
quantization. The system is normally designed so that the
rotor eventually settles after several cycles of oscillation
around the target.

(e) Stop: When the rotor comes to rest at the target, the
controller sends the required torque to maintain the rotor at
position. To get the speed profile shown in Figure §, the
controller generates speed commands ®, that depend on the
position error in accordance to the following rules:

if 0<g<qr = @g=.20mxq @
i) if —gr<q<0= g = — /2 nx(—q) 3)
i) if q7r <g <gmax = Wref = Whax 4)
iv)if —gmax <g<—¢qf = Wref =—Wmax (5)
where:
q = actual error position
qr = position error where the deceleration process
starts
Bmax = digital value that represents the maximum rate
of deceleration
Qmax = mMaximum position command

These rules are shown graphically in Figure 9.
5. RESULTS

Several tests were performed to verify the proper
functioning of each module and its operation as a whole.

To test both modes of robot operation, the following test
were made.

The first mode was checked by following the instructions
from the remote control.

For the second mode, a defined path with and without
obstacles was used (Figure 10). In this test satisfactory
results were obtained with almost no tracking error in the
trajectory.
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Figure 9. Speed commands in function of the position
error.

Figure 10. Trajectory with and without obstacles

Figure 11 shows the versatility of the robot in other
activities. Other accessories can be included to clean using a
defined path to sweep an area.

Figure 11. Cleaning robot

Finally, the robot was used as a watchdog. For this task,
the first mode of operation was used, guided by remote
control in an enclosed space.
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6. CONCLUSIONS

In summary, this paper presented the design and
implementation of a mobile robot. Several benefits can be
mentioned, one of them, the opportunity for students to learn
to make measurements and assemble a functional unit.

Figure 12. ‘Watchdog robot

This paper illustrates two different ways of using the
mobile robot as an incentive for teaching and learning.

The design of motion control systems for mobile robots
is a challenging task. A reliable and powerful motion control
system is the basic requirement for the robot to perform
accurately. In this design, a digital motion control system
was configured, designed, implemented, tested and
evaluated. The adaptation of PID compensation and
computational control gives the system maximum flexibility.
Safety was emphasized as an important factor in the design.

The PID compensator is programmed inside the master
controller of the mobile robot. It would be easy to reprogram
this compensator using any other control technique for
testing purposes. This shows how easily students could test
their knowledge in the robotics control area.

The modular design of the implemented robot allows
other modules like robotic arms, computers, vision
transducers or other types of sensors to be added or taken off
easily. Research would be a simple task because of the
robot’s versatility.

The mobile robot is under development and there are
potential applications to be evaluated. Research for
exploration and industrial inspection are possibilities yet to
be explored.
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ABSTRACT
Many organizations are in charge of global security
management. This paper outlines and argues for the

construction of a theoretical and methodological framework in
order to critically assess the new technopolitics currently being
developed in the field of global security and which are
materialized in standards. The main purpose is to design both a
methodology and specific text mining tools to investigate these
standards. These tools will be implemented in a platform
designed to provide cartographic representations of standards
and to assist the navigation of an end-user through a corpus of
standards.

Keywords. Standardization, text mining, ontologies

1. INTRODUCTION AND CONTEXT OF THE
RESEARCH

The research developed in this paper relates to the industrial
standardization of security and risks, located at the intersection
of global security and international standardization. The
technical and political aspects of these two areas give rise to
technopolitics, which we contend will play a leading role in the
field of industrial regulation in the XXI* century, causing major
industrial, economic and geopolitical impacts.

Many organizations are in charge of global security
management. To address this issue, ISO (International
Standards Organization), the main international organization for
technical standardization, has launched a set of studies in the
wake of the ANSI program “Homeland Security Standard
Panel” (law of 2002, November 25), subsequently adopted by
European and national standardization organizations.

This paper outlines and argues for the construction of a
theoretical and methodological framework in order to critically
assess the new technopolitics currently being developed in the
field of global security and which are materialized in standards.
The main purpose is to design both a methodology and specific
text mining tools to investigate standards. These tools are
designed as heuristics which enable reformulations, semiotic
transfer (texts to diagrams), and comparison between texts.

This work is part of a scientific research project called
“NOTSEG”' which stands for “Standardization and Global

I The NOTSEG Project (www.notseg.fr) is funded by the
French National Research Agency (ANR) over a 3-year period
(2009-2012).
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Security, The formulation in Standardization of the global
security concept”. The partnership includes academic and
industrial partners: two research centres, MoDyCo from the
University of Paris Ouest Nanterre La Défense - CNRS, CQP2I
from the Technological University of Compiegne, AFNOR, the
French national standardization body, and the company Sector
SA, specialized in decision-making and studies in the area of
technological and organisational risks.

The NOTSEG project mission is to draw up the cartography of
existing normalization frameworks in the field of security and
crisis management. The project comprises several successive
stages, namely: i) inventorying the list of standards to be
studied; ii) analysing existing standardization frameworks; iii)
studying and selecting variables; iv) analysing and monitoring a
corpus of standards using text mining tools. The methodology
of these tools is the topic of this paper.

Recent evolutions in standards are the core of our analysis. The
processes of international industrial standardization apply not
only to the artefacts of technical devices (in technical
standards), but also, since the year 2000, to organizational
methods and the evaluation process of these devices, including
state regulations, especially in standards of management.
Domains such as “business continuity” and “resilience” now
possess standards of ‘security management”.

The rest of this paper is organised as follows. Section 2 explains
the theoretical approach and issues. Section 3 details our
hypothesis and methodological approach. Section 4 describes
the experimentation in progress, section 5 details the platform
specifications and finally section 6 presents the conclusion.

2. THEORETICAL APPROACH AND ISSUES

Texts on industrial standards are here considered as means of
validating and communicating technical choices, knowledge,
and professional practices, as manifested in their cultural and
industrial contexts within the wider international and economic
situation. We aim to identify, in a specific sector of activity, the
conditions and mechanisms that are conducive to new standards
contributing to focusing and communicating certain practices,
processes, modes of organization and socio-technical
arrangements, on the European or international level. In the
second step, it will be necessary to investigate whether these
new standards really play a role in the evolution of the above-
mentioned elements. If this is the case, changes in stakeholders’
knowledge and professional practices will then be considered.



Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation (IMETI 2011)

In international standardization, the process of establishing each
standard is dependent on the conditions of production goals and
modalities of use anticipated by the standard. The development
of standards implies the analysis, case by case, of the means of
action and coordination of activities by organizations and
communities [1].

In what way do standards contribute to the communication of
knowledge in a specific sector of activity? Standards encode
knowledge, modes of organization (such as the «Plan-Do-
Check-Act model », a widely used corporate model that
structures the management process), approaches (to the nature
and evaluation of risks, for instance), or procedures that need
rethinking.

In the writing process of standards, our aim is to investigate,
beyond the institutional display of a “consensual” operation, a
pragmatic dimension in a given sector of activity (its technical
committee), the goals which govern their construction, the
categories of stakeholders involved, the motivations which
influence choices (in terms of writing the contents), the
participants in workgroups, and the adjustments that take place
between stakeholders from different cultures and languages. We
wish to point out that these stakeholders have professional
practices in the same domain which can be similar, different,
complementary but seldom conflicting.

What conceptual and organizational approaches will be
foregrounded (acknowledged) in international standards? Will
the different concepts and national practices combine to form
new standards? This seems highly unlikely as concepts and
practices differ, making them to a large extent incompatible. It
can be assumed that the standards which are the most widely
acknowledged and implemented on the international or national
level will be used to develop the international standard in the
domain in question. In the development process, competition
may arise between influential national standards and standards
backed by lobbies (such as ASIS in business continuity activity,
for instance). For this reason, following the example of
technical standards, corporate standards, called “management
standards” are used by consultants in the domain and by
companies aiming to apply for certification of their activities.

Lastly, the intertextuality and performative dimension of
standards, which play a crucial role in their application, remain
largely unexplored.

The formatting constraints imposed by standards create the
conditions of a « performative » [2] that is to say a form of
action is present, both intrinsically and extrinsically, in the
writing process of these formats.

Hence the importance of:

- monitoring standards during the writing process;

- perusing and comparing standards closely related with the
domain under the process of standardisation within different
technical committees;

- confronting and attempting to ensure agreement on the
definition of terms and concepts.

These three issues are generic and trans-sectorial. In the
NOTSEG project, we have chosen BCA (Business Continuity
Activity) as the field of experimentation for our methodology
but the tools designed are expected to be applicable to other
fields.
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3. HYPOTHESIS AND METHODOLOGICAL
APPROACH

Theoretically, research in progress deals with the relation
between media flow of knowledge and natural language
processing, in particular text mining tools.

The qualitative analysis of textual data enables data to be
processed in such a way as to reveal the heterogeneity of large
text corpora. Information traceability places communities (in
terms of professional cultures, lobbies, etc.) and memory at the
heart of knowledge flow, thus highlighting the interest of a
socio-cognitive and political approach to these issues. Grasping
and elucidating the diversity of points of view (political,
economical, institutional, national, etc.) of stakeholders, who
express their opinions in various spatio-temporal and cultural
registers, is a tremendous task.

Our proposal is to combine natural language processing and
linguistics with the sociology of science, in order to produce a
fruitful analysis of corpora [3], since the heterogeneity of the
texts imposes complex computing and epistemological
processing.

Using concepts from text linguistics [4] is mandatory if one is to
identify enunciative polyphony and to build classifications or
cartographies. When combined with insights from the sociology
of science [5] concerning stakeholders, their institutions and
industrial or scientific policies, these representations could
provide relevant categorizations of knowledge flows or

. 2
controversies .

In the context of the NOTSEG project, we focus on the role of
text mining tools which can provide a new way to apprehend
the complexity involved in comparing large numbers of texts.
This kind of approach combines linguistic engineering,
knowledge engineering and knowledge communication [6].

In the first stage, we aim to check a methodological hypothesis
concerning the comprehensive analysis of a corpus of standards
by using qualitative text mining tools. More precisely, we
attempt to identify the diversity of stakeholders and their
institutions by analysing the tracks they have left in the text.

Characterizing stakeholders profiles.

Presently, we have identified several profiles of stakeholders
who are likely to provide, prescribe or use standards. A diverse
range of practitioners is involved:

- editors of standards: their role is to edit standards by
comparing them with other existing standards on closely related
topics produced by other NGOs or national, European, or
international bodies.

- prescribers and their representatives (companies): these are
officials (employees or consultants) in charge of making use of
a standard in organizations (public or private) and monitoring
the impact of these standards on legislation and regulations.

- stakeholders involved in making use of these documents and
in the development of the corresponding operations.

- end users and their representatives.

2 Massachusetts Institute of Technology, « Mapping
Controversies »,[www.demoscience.org/resources/index.php]
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Socio-organizational modelling of actors

This modelling step aims at making the connection between
standards and their socio-organizational context based on
criteria related to geographical and institutional origins and on
working group participants. This categorization has been
implemented thanks to the work of AFNOR which carried out a
cartography of the people involved.

Institutions include international standardization bodies,
European or national standardization bodies, representatives of
States (Ministries), NGOs, private actors (from industry and
French or European think tanks). Participants in working groups
- the editor and expert-members - are also taken into account, as
are editors and expert-members belonging to companies. Figure
1 shows the different elements of this modelling in the form of a
UML diagram of classes.

contribute
Standard 1.
1.% publish
WG (Working produce 1
Group) . Country
N -
Standardization Body ’
Individuals
1. 1.+
Compan Expert Editor
TC (Technical 1 T
Committea) 1_ *
1.*
Public Administration

Figure 1: Draft representation of the textual, conceptual and
semantic context (UML formalism)

Construction of lexical maps : contrastive glossary of lexical
or semantic variations

Undertaking semantic and pragmatic analysis should make it
possible to build a dynamic glossary (in English and French) in
the field of security — limited first to a sub-field of security
which accounts for semantic variations of terms and variations
in their uses. This glossary is composed of a list of terms
systematically defined in standards in the section “terms and
definitions”.

This work does not aim at imposing a particular point of view
or a unified vision of the field investigated. Conducted
according to a comparative approach, this semantic and
pragmatic analysis of key-terms in the studied standards aims at
revealing zones of convergence, divergence, and cross-
checking, including controversies, based on criteria which have
to be identified. This glossary should account for semantic
variations in terms and variations in their contexts of use. To
achieve this aim, several possible methods of work are being
investigated:

- the hypothesis of a semantic corpus search with the help of
text analysis software (for instance, the list of terms defined in
the section “terms and definitions” of the standard).

- expert evaluation concerning the identification of key-terms
(corresponding to an interpretative choice of terms),

- a combination of the two approaches.

Concerning the semantic search hypothesis, the techniques and
practices related to “clusterisation” (linked to the aggregates
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method, cf. figure 3) and to graphic — particularly cartographic —
representations which derive from it, could enable the
construction of networks of categories and concepts, or
networks of co-citations to identify actor networks.

Centered on the comprehensive analysis of textual data,
computerized qualitative analysis tools can account for the
studied corpus in a detailed way and yield a representation in
the form of a graph (through tools such as Alceste, Lexico3, or
WordMapper, for instance). The construction of networks of
associated words (cf. figure 2) is among the techniques
implemented by these tools.

Figure 2: Display of the context of use for a word in
WordMapper

Figure 3: Diagram of clusters in WordMapper

In national, European and international standards, the principle
is to analyze documents by comparing language expressions at
the level of words, nominal groups, phrases, and paragraphs.
The objective is to understand the meaning of identical
language expressions in the international standard and in one or
several national or European standards, or, on the contrary, their
absence or their relative scarcity.

This work is an attempt to go beyond a debate of opinions and
to identify a method which provides metrics for comparing
texts, i.e. which makes use of statistical results calculated on the
basis of the presence of linguistic markers. In other words, it is
possible to conduct an analysis in terms of frequency of
occurrence or to display the terms which frequently co-occur in
a given standard, for instance, thereby displaying the context of
use of a key-word and describing its semantic environment.
Another issue is to calculate, in a standard, clusters which are
built according to indexes of centrality and density. We
hypothesize that this cartography would reveal, for a given
standard, the semantic environment of terms considered as key-
terms (with the option of returning to the text from the diagram
clusters in order to carry out a more in-depth analysis).
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Construction of local ontologies in the form of graphic and
interactive local ontologies

First, we propose to put at the user’s disposal tools which offer
a synthesis of the standard’s contents in a cartographic or
textual form. These new representations are designed to help the
appropriation of concepts, ways of thinking, ways of organizing
or defining modes of operation, these elements being connected
to their socio-organizational context.

This work will lead to the construction of a plurality of
ontologies — each of them representing a point of view — which
will take into account the main “local ontologies” of national,
European and international standards.

The originality of this approach is the construction of local
ontologies which represent points of view corresponding to
semantic worlds of standards studied individually. While an
ontology is often used to produce a unified representation of a
field, here it is used to express the point of view of a category of
stakeholders and a sector of activity.

The methodology consists in constructing a conceptual and
lexical representation for each standard, described for example
in terms of concepts, organization, practices and economic
competition. This work implies the design of a socio-technical
device (section 5) with the following characteristics:

- This device, which makes it possible to group or contrast
concepts, takes the form of an ontology.

- It is a formal language for the description of concepts and
their inter-relations. This ontology is built according to a
pragmatic approach, both linguistic and non linguistic,
introducing parameters such as actors, editors, committees,
nationalities or contexts (industrial or cultural).

- This technical device uses the semantic variations present in
terms associated to texts.

Although an ontology is always a more or less objective
representation, the construction of an ontology is an essential
step in building a conceptual representation. An ontology
describes a domain with concepts which are theoretical
schemata which favour the intelligibility of phenomena.

Comparative analysis of local ontologies

Then, a comparative analysis of the network of concepts built
will be conducted in order to build bridges between them. This
analysis will rely on a device which allows navigation between
different linguistic expressions of the same concept in all the
texts. Some visual support will be provided, with a set of
colours for instance, to assist the user.

The goal is to launch the construction of interactive
cartographies which facilitate cross-comprehension and provide
comparative information about texts of standards and their
associated context.

These cartographies will cast light on overlapping, similar,
different or convergent text areas between national or
international standards.

Another goal is to construct a general ontology from these local
ontologies. The ability to identify an abstract concept related to
local concepts and their linguistic descriptions in texts of
standards would be very useful for monitoring standards.
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4. EXPERIMENTATION

In order to assess our methodology, we have undertaken
experimentation in the field of BCA. This experimentation
comprises the following steps :

1. Corpus selection: selection of standards in a more
restricted field than that of information security. We have
selected BCA;

2. socio-organizational inventory of the universe of

standardization, in connection with national bodies
(AFNOR);

3. Building a glossary: Comparative analysis of texts of
standards;

4. Building the conceptual map and local ontologies; setting
up a referential of terms with the help of experts;
identifying words which are important for the description
of professional knowledge or practices;

5. Specification of the platform.
In this paper, only steps 1 and 5 are described.

Corpus selection

Within the large corpus of standards on global security
management, we have chosen the topic of BCA and risk
management because we are involved in Working Group 4 of
the ISO Technical Committee TC 223 on societal security.
Among the various standards that have been published in
different countries (USA, UK, Australia, France), the following
have been selected for the present study:

Standard reference Title

BS 25999-1:2006 Code of practice for
business continuity
management

BS 25999-2:2007 Specification for
business continuity
management

ASIS SPC.1-2009 Organizational
Resilience : Security,
Preparedness, and

Continuity Management
Systems — Requirements
with Guidance For Use

NFPA 1600. 2010 Standard on
Disaster/Emergency
Management and

Programs.

BCI  Good  Practice

Guidelines 2010

A Management Guide to
Implementing Global
Good Practice in
Business Continuity
Management

AS/NZS 5050:2010 Business continuity —
Managing  disruption-
related risks, Standards

Australia

ISO FCD 22301:2010 Societal security

ISO WD 22399:2010 Guideline for incident
preparedness and
operational  continuity
management,
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ISO/CEI FDIS 27031 Information technology -
- Security techniques --
Specification for ICT
Readiness for Business

Continuity (FDIS) SC27

ISO/CEI 24762:2008 Technical securities

NF ISO 31000 Risk  management -

(ISO/IEC Guide 73) Vocabulary. TMB

IEC/1ISO 31010 Risk management — Risk
assessment techniques

Draft ISO/IEC Guide 81 -- Guidelines

for the inclusion of
security ~ aspects  in
standards.

NF ISO/IEC IS 27005 Information technology -
- Security techniques --
Information security risk

management. SC27

5. PLATFORM SPECIFICATION

One of goals of the NOTSEG project is to specify a platform
dedicated to the management of a large corpus of standards,
between 15 and 100 texts, applied to a engineering field, such as
for instance BCA. This platform, designed to provide a common
environment, will be used by two kinds of end-users: first, by
consultants and editors of standards to help them during the
writing process of a new standard (cf. section 3.1); second, by
corporate departments in charge of tackling the implementation
of standards in order to comply with national or international
regulations (cf. 3.2). Two main ideas underlie our approach: one
is to provide cartographic representations of standards, the other
to assist the navigation of an end-user through the corpus of
standards.

Considering that there is no universal representation
independent of the goals and the organizational context, we aim
to provide both graphic and textual representations, and several
tools enabling comparison between several standards. It must be
emphasized that all the representations are interconnected and
that the platform provides specific interfaces allowing the end-
user to navigate between them. Furthermore, this navigation
will be assisted by applying specific knowledge based on the
NaviText model [7].

Textual and Graphic Representation

The glossary of the standardized domain is the main textual
tool. For each term, semantic and usage variations in the
selected corpus are provided and enriched links (see section 5.2
below) can be followed; at any moment, the textual contexts of
the same term in two standards can be compared by accessing
them in one or several standards. This very simple tool is
extremely useful to preserve conceptual coherence during the
writing process of a new standard by using the same word to
refer to an identical concept or on the contrary by choosing a
new word to highlight the creation of a new concept.

Graphic representations complete the glossary. As explained in
section 3.5, we consider that conceptual maps (or local
ontologies) provide a useful level of abstraction, while at the
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same time keeping and foregrounding the relations between
concepts and qualifying their semantics.

For example, relations could be linked to the different phases of
the PDCA cycle which governs all the standards.

Assisted Navigation

One of drawbacks of printed standards is that few tools exist for
navigating through them, such as indexes and tables of contents.
Thanks to digitization, a wide range of possibilities are
presently available. The main point is the granularity of the
objects accessed. In the NOTSEG platform, the basic
granularity is the word. From a structural point of view, words
are included in one or more sentences, which are included in a
paragraph, which are included in a section and so on. From a
text point of view, the frequency and context of a word, and co-
occurrence networks, can be computed and linked. From a
semantic point of view, the definition of a term in the standard,
and the semantics of verbs which co-occur with specific terms,
can be automatically annotated with metadata. Finally, from a
pragmatic point of view, organizational metadata can be
manually added in order to highlight the influence of certain
lobbies on the definition of concepts.

All these data and metadata will be used by navigational
knowledge [8] to afford different means of circulating through
the standards. This kind of tool should enhance the
intelligibility and comprehension of standards for engineers
responsible for implementing them in companies.

Technical issues

The platform must be interoperable and in line with
international standards of knowledge representation (RDF,
OWL), and offer API in order to cooperate with other software.
Two paths are checked. First, Protegé designed by Stanford
University (http://protege.stanford.edu/doc/) is used worldwide
and provides a sturdy background to implement the ontology.
Furthermore, an endpoint SPARQL is included to store data and
metadata.

SNBSS

Figure 4: A screenshot from Semantic Turkey [9]

A second option is Semantic Turkey (ST) designed by Tore
Vergata University [9], which is a “a Firefox based Knowledge
Management and Acquisition Platform for the Semantic Web”.
The main asset of ST is its ability to combine texts and several
ontologies and to provide tools to keep track of concepts and
their usages in different texts (see figure 4). Furthermore, an
experimentation in the legal domain is in progress at the
Artificial Intelligence Department of Roma 2.
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6. CONCLUSION

We have described a methodology based on hypotheses of how
to combine natural language processing tools with a sociology
of science approach.

We have presented the specifications of a platform which is
dedicated to editors, prescribers or end-users in the field of
standardization and work in progress in the domain of BCA.

This specific study on the texts of BCA standards will be used
for a more generic task, as the empirical core of a wider-
ranging, prospectively designed inquiry.

The first step is to identify the main concepts and
recommendations (operational, behavioral, technical, etc.) in
which these formats are embodied. In the second step, this work
on texts, related to the socio-organizational context of their
production and communication, should provide information to
identify or critically assess the new technopolitics already
developed or under development in the field of security and
crisis management.

Finally, this work will provide the opportunity to begin
exploring, in the industrial domain, ways of thinking about the
culture of security and risks which are presently the domain of
engineering.
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ABSTRACT

We considered the application of Genetic Traffic
Intelligent System (GTIS), which can be uploaded
on the internet and constructed in cooperation with
Traffic Engineering Department in Amman city in
Jordan. Our system enables the travelers and traffic
engineering department to be better informed, and
make better traffic intelligent decisions. Our system
designed to make the movement of people and
goods more efficient and economical. We designed
the overall architecture of the system, and also
showed the algorithm used to find the optimal path.
The GTIS can be used as a guide for traffic
navigation by the internet which will be a very
useful tool in the next generation of cars and a part
of the traffic control systems of the Traffic
Engineering Department. Therefore our system
could be a base for a very powerful Intelligent
System which managing efficiently dynamic
geographic and transportation data.

Keywords: traffic, transport, Genetic Traffic
Intelligent System, optimal path.

INTRODUCTION

Roads and traffic lie at the heart of modern
civilization[1], the problem of controlling the road
was and will still be a very important issue, and has
been gaining interests to support more efficient
control of transportation, since the road capacity is
relatively scarce[2-8]. Any traffic system must
handle the following issues:

Efficient control of roads and traffic [1].
Saving human lives and time [9].

e  Augmenting the overall safety of our
roads [9].

e Reducing journey times and journey-
related trip planning.

e Reducing some of the harmful

transportation effects on the environment
[10].

Our proposed system can be considered as a
navigation devices and traffic information services
that inform drivers about the most efficient routes to
use in order to avoid traffic delays and wrong
directions.

GTIS involves the Geographic Information System
(GIS)[4] and analytical/decision models to produce
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systems able to cope with the problems of
controlling the roads. It aims to support decision
making by applying quantitative approaches on the
geographic information which is stored in a
manipulability form within the GIS.

GTIS manages the optimal path that is composed of
links and nodes [11], it supports efficient and fast
handling of large data for traffic status incident
information query, optimal path finding, and many
other important features.

GTIS also handles the road data that are composed
of links and nodes such as traffic volume, road light,
road width, road length, traffic light, road name,
road setting, road-blocks, accidents, snow and
flooding, and many other factors[9] .

Our system is designed for the city of Amman
where its Traffic Engineering Department strived to
build safe and effective transportation systems, and
employ it in operating and controlling, and can be

implemented to any other city with some
modifications.
SYSTEM METHODOLOGY

The major targets of GTIS are the construction of
traffic information service center, integral traffic
information guide, genetic optimal path finding,
travel time guide, car navigation support, and all the
mentioned goals such as reducing traveling time,
minimizing the pollution of environment, guiding
travelers through unknown cities and areas,
increasing the safety on the roads.

Our system performs the major input/output,
presentation, search, and other functions related to
the traffic and transport data.

OUR OVERALL SYSTEM

The overall architecture of the Genetic Traffic
Intelligent System (GTIS) is shown in Figure 1,
GTIS system is consist of four sections, which
are[1-3]:

e Integrated genetic optimal path processing

section to manage optimal path
algorithm.
e  General traffic information section to

perform the static data related with
nodes, roads, and distances.
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e  Specific traffic information section to
integrate traffic information guide.

e Service information section to integrate
service information guide.

Service information section

General traffic information section.

Operation Information

-

A

Control

Operatipn Information

Integrated optimal
path processing section
using Genetic algorithm

Control

) Operation Information

»
»

Control

I v
Geographic Information System section.

Figure 1. The overall architecture of the GTIS system

INTEGRATED GENETIC OPTIMAL
PATH PROCESSING SECTION [12-20]

Intelligent Traffic System using genetic algorithm
has been constructed to find the optimal path
between nodes and positions, the alternative
solution(s) and to suggest optimal path to users.
This part is implemented by shortest path algorithm
that depends on the shortest distance between links
and nodes as the main role to manage the shortest
path algorithm. But to manage the optimal path,
there are number of factors, such as minimum travel
time, average speed, road setting, traffic volume,
road light, road width, road length, traffic light,
accidents, road-blocks, snow, flooding and the other
main factors.

The routing algorithm is widely used in many forms
because it is simple and easy to understand. The
idea is to build a graph of the subnet, with each node
of the graph representing a router and each arc of
the graph representing a communication line (often
called a link). To choose a route between a given
pair of routers[7-8], the algorithm finds the shortest
path between them on the graph.

One way of measuring path length is the number of
hops. Another metric is the geographic distance in
kilometers(Miles), however, many other metrics are
also possible but the physical distance is the best
one. In the most general case, the labels on the arcs
could be computed as a function of the distance and
communication cost. By changing the weighting
function, the algorithm would then compute the
“shortest” path measured according to the physical
distance criteria.

When the GENETIC ALGORITHM(GA) is
implemented it is usually done in a manner that
involves the following cycle:

Evaluate the FITNESS of all of the
INDIVIDUALS in the POPULATION.
Fitness-proportionate REPRODUCTION.

=
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Create a new population by performing
CROSSOVER operations.

MUTATION, which occurs infrequently.
Discard the old population and iterate
using the new population.

An Iteration of the previous loop is referred to as a
GENERATION. The first GENERATION
(generation 0) of this process operates on a
POPULATION of randomly generated
INDIVIDUALS. From there on, the genetic
operations, in concert with the FITNESS
measure, operate to improve the population.

Given a way or method of encoding solution of a
problem into the form of chromosomes and given an
evaluation function that returns a measurement of
the cost value of any chromosome in the context of
the problem, a GA consists of the following steps
(see Figure 2):

Step 1: Initialize a population of chromosomes.
Step 2: Evaluate each chromosome in the
population; using a fitness fi) which is

assigned to each individual in the
population, where high numbers denote

good fit.

Step 3: Reproduction: The reproduction

(parent selection) process is conducted by

spinning a simulated biased roulette wheel

whose slots have different sizes
proportional to the fitness value of the
individuals. This technique is called
roulette-wheel parent selection.

Step 4: Crossover: Creating new
chromosomes by  mating  current
chromosomes, with a probability Pc.

Step 5: Mutation: Is applied to get new

bits in the population, with a low
probability Pm.

Specific traffic information section
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Step 6: If the stopping criterion is
satisfied, then stop and return the best
chromosome; otherwise, go to step 2.

Several algorithms for computing the shortest path
are known. Our system is using genetic algorithm,
where each node is labeled with its distance from
the source node along the best known path. To
manage the optimal path, there are number of
factors such as minimum travel time, average speed,
road setting, traffic volume, road light, road width,
road length, traffic light, accidents, road-blocks,

GENERAL TRAFFIC INFORMATION (GTI)
SECTION

This section deals with static data related to links,
nodes and roads connected between nodes and their
cost (i.e. distance), and it supplies data to the
optimal path processing section to begin process, as
shown in Figure 3.

SPECIFIC TRAFFIC INFORMATION
SECTION

It performs the traffic information queries, maps,
images and traffic information’s display, according
to the results of the optimal path processing, and
presents it to the user to choose the suitable path
because the optimal solution that’s produced by the
algorithm might not be favored to the user. So the
user can use one of the alternative solutions
according to traffic information that help him to
make decision.

SERVICE INFORMATION SECTION

It performs the information queries, images for the
most important service (such as hospitals, market
stores, banks, schools and many other services ) and
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snow and flooding and other important factors. For
example for the city of Amman :

e If the time is between 7:30-9:30 am or
2:00-4:00 pm then the roads are busy.

e If there is a rain or snow then the roads
may be slippery or dangers.

o  If the number of traffic lights on a road is
more than 4 then the travel time
increases.

e If there are bridges, tunnels and traffic
lights then the road is safe.

shows the services according to the results of the
optimal path processing that been chosen by the
user.

OUR PROJECT GENERAL INFORMATION
SYSTEM (GIS) FEATURES

GIS system has close relationships with the other
parts of GTIS project. Major targets are offering
convenient and powerful functions to operators and
managers to handle input, output, map display and
search for the traffic information. So we
implemented every useful and diverse function in
transparent manner with other information in
Oracle.

GIS system consists of Oracle DBMS that manages
the data in the system, which is very powerful to
manipulate data. Because it performs the searching
and analyses very fast, so it is suitable for the
system. We carefully designed the database, because
it is strongly related to the performance of the
overall system as can be seen in Figure 4.
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Figure 3. the general traffic information part

Internet Application : In our system, internet is

the most important way to deliver the information to Human Computer Interaction (HCI): The prime
end-users. To support interactive application in web, focus of the (HCI) is how can the user make best
we choose java because it is more suitable and use of the system to improve the safety, comfort,
portable in internet than other internet programming efficiency, and productivity of display screen work?
languages. This section shows how our understanding of (HCI)

has shaped our design philosophy and how we have
We implemented search, special information applied it by using some HCI standards and
listing, and optimal path finding in the nternet concepts such as list of values, text editing (editor),
service. It's very interactive and friendly to users, system navigators, colors, and other standers.

and shows good performances and effective
solutions, as can be seen in Figures 5 and 6.
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Figure 4.GIS system architecture

e R AGY RSN L

Figure 5 .Result of genetic optimal path

92 Figure 6. The interface of the system



Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation (IMETI 2011)

System Improvements: The system can be
improved by adding the following features:

e  Using the network to manipulate data of
large database in very efficient and fast
way.

e Collecting  every  qualitative  and
quantitative real time traffic data and
static data that is necessary to manage and
maintain the real time data, by the sensors
and detector and signal controller to deal
with a dynamic process.

e Using this system as a base for a very
powerful intelligent traffic and
transportation  system by managing
dynamic geographical and transportation
data efficiently.

CONCLUTION

The Genetic Traffic Intelligent System (GTIS) can
make every journey more comfortable, safe, and
less stressful. GTIS helps to find the optimal path
between two locations using the gathered data that
has been stored in the database. The user can get the
information he would like to receive through the
system, such as optimal distance, minimum travel
time, average speed, road setting, and many other
different factors, the different options are calculated
using SQL queries on the database and can easily be
expanded. The implemented system shows efficient,
active, scalable facilities, functions, and many other
features in traffic intelligent environment. A freely
flowing traffic creates less than slow-moving or
stationary traffic, so our system which diverts
travelers to less congested roads, helps in lowering
the level of pollution.
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ABSTRACT

For many years, economic indicators such as the gross
national product and customer price index have been the
primary measure on “progress “available to decision
makers. However, decision makers are being challenged
to produce change that improves the quality of life in
social, economic, environment, health, political,
education and infrastructural sense. It was also generally
said that if a big industrial complex is established
anywhere, it will lead to a marked change in the
surrounding area in terms of general changes in
development and implement in employment opturnities,
income generation and consequently in the quality of life
of people. But unfortunately small towns have not
attracted industries or people and have not served as
counter magnets to the growth of big cities; as such there
is deterioration in the quality of life of dwellers of big
cities due to this very reason.

Also the current patterns of the urban development are
based on the ideas imported from western countries and
they use systems that are highly capital and natural
resources intensives. Capital intensity divided the urban
population in to urban rich and urban poor while the
resource intensity destroys the rural hinterland. The end
result is that while there is an effluent class with a very
high quality of life, the majority of urban dwellers face a
very poor environment quality.

The urban population in India has increased significantly
from 62 million in 1951 to 285 million in 2001 and is
estimated to grow to around 540 million by the year
2021.it would be touching 37% of the total population
next 15 years. India’s urban population has growth rate
nearly 41% in last decade. This directly affects the
quality of urban life.

In the present paper an attempt has been made to evolve a
composite index for quality of life urban dwellers and the
same has evaluated for Surat city by conducting pilot
survey (100 Nos.).By considering seven main indicators
like Natural Environment, Physical Environments,
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Health, Economic, Social, Political, Educational and
Infrastructure affecting quality of life. The subjective
measures for all factors given by stake holders and
objective measures by expert, to a normalized scale. The
importance weighing, on a rank order scale. The study
offers a way of expressing the quality of life index using
mathematical modelling. The indices of seven indicators
that were used to complete QOL Index. The quality of
life index for Surat city is 5.11.

This study also helps local Government, policy makers,
planners, non government organization and research
scholars for decision making tool for development of city
region.

Keyword: Quality of life, Urban development,
Environment, Infrastructure, Health, Education.

1 INTRODUCTION

Migration of population to urban centres, particularly to
the industrial cities, gives impetus to the growth of
metropolitan areas. As economics mostly depended upon
industry, trade and commerce, these activities
concentrated in metropolitan centres, where skill, design
and market were readily available. White collar jobs
grew faster than factory jobs in view of the fact that more
people were needed to design, finance and organise the
production and selling of the goods both within the
country and outside. [1] These trends caused rapid
increase of population in major urban centres.

The increase in urban population has its effect on towns
and cities. Over congestion in urban areas, resulting from
the increasing exodus of rural population has gradually
reduced even healthy and good areas into slums.

Quality of life is emerging as a central construct within
many disciplines, such as those comprising the social
sciences, economics, and medicine. Its attractions, in
part, are that it offers an alternative to some traditional
disciplinary views about how to measure success. [2]
First it’s directs attention onto the positive aspects of
people's lives, thus running counter to the deficit
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orientation of these disciplines. Second, it extends the
traditional objective measures of health, wealth, and
social functioning to include subjective perceptions of
well-being.

2 STUDY AREA

Surat is known as "The Silk City", of India. It is also
known as "The Diamond City", and "The Green City",
etc. Surat is one of the cleanest cities of India. It has the
most vibrant present and an equally varied heritage of the
past. Still today, Surat continues the same tradition as
people from all around the country comes for business
and jobs. In Surat, jobs are easier to get here due to very
fast development of various industries in and around
Surat City. The city of Surat is fast growing industrial
city and is the 9™ largest city of the India as per
Jawaharlal Nehru National Urban Renewal Mission
(JnNURM). From time to time jurisdictional limits of
SMC have also been extended to include the outgrowth.
At present SMC area is 326.515 Sq. Km which was
112.28 Sq. Km before the city limit extension in July
2006. The new physical boundary of Surat with respect to
Surat urban area is as shown in Fig 2.1[7] There are
about 6.50 lakh people (2001) reside in the immediately
periphery of the city. Surat is now considered as a Mega
City of India.[8] In census year 2011, it came out with
the highest growth rate among cities of Gujarat state.
Moreover, Surat was the second ‘Most growing City’ of
India as per Census 2011 with a rate of 62.38%. SMC’S
population rose from 28.42 lakh to 44.72 lakh between
2001 and 2011.

MRE 20 wn MR Fin
CTTAT TPOAE DOVELOCSDIR AUTKORDES . e e TR

Fig.2.1 Surat city and Surat Urban area.
3 OBJECTIVE

e To assess the Quality of Life Index for Surat
city

4 METHODOLOGY

It is felt that the approach of this study should be semi-
empirical and that the efforts are made to collect the data
from the concern department as well as by directly
talking to the local people. The inventory study approach
has been adopted. Main aim is assessment QOL Index for
Surat region. Each basic services id derived by giving
them ranking according to city peoples’ opinion. For
better study result and time constrain the study area is
limit to south-west zone. The peoples’ opinions are to be
taken by visiting this zone one by one and data are to be
collected. After collecting the all data, making
Mathematical model for QOL Index measurement [5]
Measure the quality of life index for this zone.

5 QOL INDEX MODEL

The evolution of the QOL Index was based on the model
developed by Mr. Kenneth E. Hornback. The following
values are required to be obtained in order to evolve the
life index values.

e S - The subjective, or satisfaction measure for
all factors given by people to a normalized scale
1-10.

e O - The objective measure for all the factors as
given by experts also normalized to scale 1-10.

e W; - The importance weighting which the
individual attaches to a particular factor, relative
to all the other factors, on a rank order scale.

All the above mentioned three values were obtained from
individual and experts who were permanent residents of
this city. A special form was prepared based on the work
of this study and a sample pilot survey was carried out
for this city.[3],[4],[6].

The analysis was done for this forms in the following
steps:

L. The sample forms obtained were broadly
classified into 5 different groups viz. Graduates,
professionals, females, below S.S.C. and others.

II.  To obtain the S;; values for different individuals
for different factors was an important thing. The
individuals were to read the statements
corresponding to different factors and were to
circle any one of the following code words.

I1I. The S;; value was to be obtained normalized to
1-10 scale. This was obtained by dividing the
statements into two sections — one which would
carry higher weightage if a person strongly
agreed with it and the second which would carry
higher weightage if a person strongly disagreed
with the statement.

IV. To obtain the Oj; values, different experts in
different fields were interviewed personally and
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were requested to give weightage normalized to
a scale 1-10, depending on the objective
indicators for a factor. The experts included ex-
mayor, doctors, engineers, professors, etc.
V. The individuals were also told to give weightage
to all the factors relatives to all other factors, on
a rank order scale. This was value of Wij.
After obtaining the required values the analysis
was done with the help of a computer. A
computer program was developed and data was
fed to the computer to give the QOL Index.

VL

6 DATA AND ANALYSIS

Factor Introduction

The physical input of the overall quality of life consists
of seven principal goal areas or QOL Index components.
They are defined in broad terms, and cover most major
concerns of all individuals :

L Environmental components
IL. Health components
I1I. Economic components

Iv. Social components
V. Political components
VL Educational components
VII. Infrastructure components.

These concerns have been chosen with a view to
developing as broad and common as possible a concept
of well being. The Environmental component discusses
the Natural Environment and Physical Environment. In
this discussion we shall see the importance of each
component and we will list out the factors to be
considered in each component.

Sample Data for South West Zone

In this study to use of above data the comparison between
population and factors, analysis are done and see
comparison in to graph. The work is carried out for seven
zones of Surat. In this paper the representative data for
south west zone has been given in Table No. 6.1 to 6.8
and Graph No.6.1.

Physical Environment

Parameters A B C D E
Housing 55 41 4 0 0
Transportation 0 19 64 17 0
Public Service 15 49 32 4 0
Aesthetics 20 64 16 0 0

Table No. 6.1 Physical Environment
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Natural Environment
Parameters A B C D E
Air Quality 19 30 30 20 1
Water Quality 28 42 16 14 0
Solid waste 13 42 21 23 1
Noise 29 38 19 14 0
Table No. 6.2 Natural Environment
Health Component
Parameters A B C D E
Physical Health 12 49 36 3 0
Mental Health 8 37 44 11 0
Table No. 6.3 Health Component
Economic Component
Parameters A B C D E
Income 13 65 18 3 1
Income
Distribution 8 42 43 7 0
Economic
Security 9 35 32 22 2
Work
Satisfaction 5 71 23 1 0
Table No. 6.4 Economic Component
Social Component
Parameters A B C D E
Family 15 63 16 6 0
Community 8 56 28 6 2
Social
Stability 22 60 18 0 0
Physical
Security 22 39 31 6 2
Culture 11 55 23 10 1
Recreation 6 59 33 2 0
Table No. 6.5 Social Component
Political Parameter
Parameter A B C D E
Political 6 73 19 2 0
Table No. 6.6 Political Parameter
Education Parameter
Parameter A B C D E
Education 12 56 21 11 0

Table No. 6.7 Education Parameter
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Parameters A B C D E
Drainage 4 20 70 6 0
Storm Water 2 16 70 11 1
Electricity 20 55 13 12 0
Communication 16 59 10 15 0
Traffic 5 34 36 24 1
Energy
Distribution 37 45 11 7 0
Fire Safety 11 49 28 12 0
Milk
Distribution 24 54 16 5 1
Table No. 6.8 Infrastructure Component
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Graph No. 6.1.Infrastructure Component

7 QOL INDEX ASSESSMENT

In this study, an attempt has been made to evaluate the
‘QOL Index’ for Surat region, by making use of the
mathematical model developed by Kenneth E Hornback
and others. The value of the index is measured on a scale
normalized to 1-10. The value of index nearer to 10
indicates an excellent quality of life, whereas the value
nearer to 1 indicates the worst quality of life.

QOL Index is an average value of the factor indices (F;
values) of different factors. Thus factor having low F;
value would tend to bring down the value of the overall
index of quality of life. Depending on this, the factors can
be grouped under various heads like poor factor indices,
medium factor indices and better factor indices. In poor
factor there are two sub-factor included. In medium
factor there are twenty two sub-factor included and in
better factor there are six sub-factor included.

Major Factors ( Fj Value )
Zone Average | Remark
Env. | Health | Economic | Social | Political | Education | Infra.

West 5.72 5.07 5.48 4.82 5.14 5.76 5.46 5.24 2
SwW 5.92 5.23 5.82 5.09 5.28 5.72 5.44 5.28 1
North 5.30 5.13 5.22 4.99 5.37 5.27 5.40 5.17 5
Central 5.10 4.98 5.17 4.92 5.24 5.51 5.31 5.19 3
South 4.83 4.80 4.83 4.71 4.54 5.21 4.96 4.83 7
SE 4.83 5.17 5.21 4.48 5.10 5.02 5.09 4.93 6
East 5.14 5.11 5.06 4.90 5.54 5.37 5.46 5.18 4

Table No. 7.1 Zone wise Factor Index and Rank
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8 CONCLUSION

In this study to use of all data the comparisons between
population and factors, In this study, an attempt has been
made to evaluate the ‘QOL Index’ for Surat city.

The composite value of the index obtained on analysis is
a result of the combination of the following factors: (I)
Natural Environment (II) Physical Environment (III)
Health (IV) Economic Sector (V) Social Sector and (VI)
Political ~ Sector (VII) Education Sector (VIII)
Infrastructure Sector.

Surat city in Gujarat has the highest growth rate. This
study has indicated that the QOL Index for south west
zone having highest rank and south zone is having lowest
rank among the seven zone of Surat city. Surat city of
India is having QOL Index as 5.11. The industrialization
and related urbanization are therefore not the indicators
of improvement in the living conditions of the people. It
is therefore desirable to use the QOL index of the urban
dwellers as a tool to guide the development and in
preparation of the master plan of the Surat city.
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ABSTRACT

Nanotechnology is, broadly speaking, an emerging technology
that enables engineers to design and build new materials and
products at the molecular level. The impact of hanotechnology is
already being felt in the form of new computer memories that
provide rapid access to stored data, that can hold more of this
data than the minidrives used in iPODs and do not need any
external power source to retain the data. The impact is also
being felt in the form of prototypes for photovoltaic cells that
can literally be sprayed onto buildings or computers to provide
cheap power sources. It also is being felt in the form of
“nanoengineered” gels that speed the recovery of damaged
nerve cells.

Not surprisingly, a technology this powerful is attracting
attention. The Economist, BusinessWeek, and Red Herring (a
magazine for venture capitalists) have all ran cover stories or
special reports on nanotechnology. New books on
nanotechnology and the underlying nanoscience are also
appearing at an accelerating pace. In this paper, we have
presented a detailed study of nanotechnology and its
applications along with its advantages and disadvantages.

Keywords: Nano-technology, -engineering, -electronics,
-photonics, -medicine

1. INTRODUCTION

1.1 Understanding Nanotechnology

Nanotechnology involves research and development of
materials or equipment at the atomic and molecular level. A
nanometer is a measure equal to one billionth of one meter,
occupies about 10 atoms. The formulation of a precise
definition of nanotechnology is a difficult task. There is debate
as to whether naturally occurring nanoparticles such as carbon
soot, fall under the rubric of nanotechnology. Finally, some
reserve the term “"Nanotechnology" for the industry with atomic
precision while others use the term nanomaterials to describe
the construction materials, devices and systems. According to
the Foresight Institute, a nonprofit organization dedicated to
preparing  society  for  nanotechnology,  ”Molecular
nanotechnology will be reached when we are able to build
things from the atom, and we will be able to rearrange matter
with atomic precision”[1]. The National Science Foundation, on
the other hand, defines nanotechnology as “research and
technological development at the atomic scale, molecular or
macromolecular levels, the length scale of approximately 1 to
100 nanometer range, a fundamental understanding of
phenomena and materials at the nanoscale and to create and use
structures, devices and systems that new properties and
functions because of their small size and / or intermediate
size.”[2]

1.2 History of Nanotechnology

Most epoch-making technologies have been thought of, or even
developed, in some primitive form, long before the epochs that
they define. Nanotechnology also has its own history of this
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kind. Medieval glassmakers sometimes used to color stained
glass with the help glass nanoparticles. This is real
nanotechnology, because particles of different size provided
different colors. Depending on their size, gold nanoparticles can
show up in glass as orange, purple, red, or greenish

“The current top-down method for manufacturing involves the
construction of parts through methods such as cutting, carving
and molding. Using these methods, we have been able to
fabricate a remarkable variety of machinery and electronics
devices. However, the sizes at which we can make these devices
is severely limited by our ability to cut, carve and mold”[4].

Bottom-up manufacturing, on the other hand, would provide
components made of single molecules, which are held together
by covalent forces that are far stronger than the forces that hold
together macro-scale components. Furthermore, the amount of
information that could be stored in devices build from the
bottom-up would be enormous.Although the limitations of
traditional chemistry were criticized, recent advancements have
improved its potential uses for nanotechnology.

1.3 The Industrial Structure Giving Rise to Nanotechnology
Many industries are using nanotechnology for their product
development .The interesting aspect of the nanotechnology is
that it has the applications in every field.

Nanotechnology seems set to provide some major benefits to
the pharmaceutical industry in the near-term future, both in
terms of drug discovery and in terms of drug delivery. These
will enable big pharmaceutical firms to find new blockbuster
drugs and add to the life of those already on the market or in the
pipeline. Nanotechnology will also help improve diagnostics,
but mostly in an evolutionary way, especially by offering ways
to enhance labs-on-a-chip and medical imaging. There are many
ways in which nanotechnology can lead to a great leap forward
for regenerative medicine. These include some very near-term
opportunities, such as stronger, safer stints. There are also
interesting possibilities for using nano-engineered “trellises” to
help grow damaged cells.

2. NANOTECH IN THE SEMICONDUCTOR,
COMPUTING AND COMMUNICATIONS INDUSTRY

The semiconductor industry is different from the other sectors,
in these other sectors, nanotechnology has a profound impact on
the products and services the way they are produced, and the
way they operate. When nanotechnology is at work for a decade
or more, many sectors will be transformed completely.

“CMOS is hard to beat and the semiconductor industry will not
totally abandon it, or conventional ways to make chips for many
years, Nano or no Nano tech. Unfortunately, this kind of
thinking is often taken to extremes, and it is in no way unusual
to encounter people in the semiconductor industry, which
examines that there is really no reason to spend much time
worrying about completely new ways of doing things. For some
it may actually be a sensible position”[2].
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2.1 Spin and Nanoelectronics

Roughly spintronics uses the properties of quantum spin. Spin is
closely linked with the more familiar feature of magnetism. Use
of electron control spin is a favorite among researchers for
many years, and almost every large electronics company has
toyed with the idea at some time or another. One product that
can be regarded as an adopted child of spintronics is giant
magnetoresistance (GMR) read / write heads that are already
widely used in the disk drives and also the Magnetic RAM
(MRAM) is one of the latest developments. “This new form of a
low energy, non-volatile "memory is nano" produced or being
developed by some of the biggest names in the semiconductor
industry. These include Freescale, Hewlett-Packard, Honeywell,
IBM, Infineon, NEC, Sony and Toshiba. GMR and MRAM are
inherently nano technology because of the thin layers required
in the building units” [9]. Some of the largest semiconductor
companies are now very interested in spintronics at the next
level.

2.2 Nanoelectronics with Molecules

The nanoelectronics platforms that we have discussed so far,
although quite revolutionary, bear a striking resemblance to the
good old-fashioned silicon microelectronics. Molectronics
(sometimes called “moletronics”) is different, because it has a
lot further to go commercially. In fact, it isn’t even all that well-
defined. Indeed, molectronics is basically a catchall term for
electronics that uses complex (often biological) molecules as
the main materials platform. There is a considerable amount of
interesting R&D in this field that is being performed in both
academic and industrial laboratories that involves quantum
computing or chemical computing.

There is another aspect to molectronics, though, one that is one
of the recent developments.”This approach is one in which
switching is based upon the change in state of individual
molecules. The change can be based on conductivity as a result
of an applied field (much like a classical FET), a
conformational change resulting in a change of conductivity
(including a complete contact break) or optical properties. In
practice, devices may contain many such molecules in an
individual switching unit. Although some approaches to this
kind of molectronics involve radical changes in circuit design,
others are more in line with conventional architectures”[10].

2.3 Plastic Electronics:

Plastic electronics based on thin film transistors (TFT),
produced by organic polymer films, gives directions to new
electronics, including the creation of a whole new range of
products that could not be manufactured using conventional
CMOS approaches. The discovery that polymers could be much
more conductive using doping is what makes this research field
interesting. The team of researchers who discovered this won
the Nobel Prize.

Plastic electronics generates very little heat and uses small
amounts of power, alleviating major problems that dog
conventional electronics. The approaches to plastic electronics
with the greatest commercial prospects are the ones that
emphasize these advantages to the fullest. This is because
plastic electronics cannot match the performance of CMOS
circuits, so its competitive advantage must be found in features
and capabilities that cannot be matched by CMOS. There are
opportunities to create new firms and new revenue streams for
older firms from these products.
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One of the main new product opportunities that seem to be
suggested by plastic electronics is disposable electronics for
RFID tags and smartcards, to name a few. Memories using low-
capacity but plastic electronics has the capability to lead to a
new breed of smart tickets, greeting cards, and other products
that may include more sophisticated circuitry and even small
displays.

Another important new product direction for plastic electronics
is electronic paper. This is a “cool” name for a special kind of
display that emulates (literally) the look and feel of real paper.
It is thin, flexible, high resolution, and (in some versions) will
even feel like paper. The difference is that “e-paper” is still a
display, which means that what is being shown on the screen
can always be updated electronically, including over a network.
E-paper will find applications in a number of areas. There are
already electronic book readers and e-paper systems can also be
used for easily updatable signage in stores and hotels.

Light-emitting diodes (LEDs) have come a long way from the
little red and green flashy things that you find on modems and
car dashboards. One direction that they have taken is towards
high brightness LEDs (HB-LEDs), based on galliumnitride.
These are already widely in used in home and industrial
lighting, flashlights, car headlights, and so on. Another type of
LED is currently being commercialized that are based on
plastics/polymers or on smaller molecules and could be the
basis of a wide variety of displays, including e-paper. Such
organic LEDs (OLEDs) may also ultimately find their way into
lighting systems.

Conventional semiconductor fabs now cost in the billions of
dollars and are expected to escalate for the foreseeable future.
This ability to customize is associated especially with ink-jet
printing and other “maskless” printing technologies that do not
require huge fixed costs per run.

The “printable electronics” concept seems likely to generate
some new business ideas. It is possible to imagine, although
sometime in the distant future, a store, much like today’s
photocopying store, where circuit designers and entrepreneurs
could go to bring their design into plastic realities for test,
sampling, or other low-volume requirements. Even if high-
speed plastic electronics processing were not available, an
engineer or businessperson may want to try out a CMOS
concept in plastic in order to get a low-cost answer to certain
questions that arise about functionality. This kind of vision may
be a little futuristic, but it is possible to imagine plastic
electronics manufacturing being used to generate application
specific integrated circuits (ASICs).

Plastic electronics is about printing with organic or nonmetallic
inks onto flexible substrates. It therefore opens up the business
to firms such as Xerox and Hewlett -Packard, who have long
histories in the non impact printing business. Some materials
firms are also likely to see plastic electronics as an emerging
opportunity.

Conductive polymers and flexible substrates that are capable of
supporting plastic electronics are commercially available. There
is a growing amount of research in this space and no one yet
knows what will be the standard materials platforms that will
support the plastic electronics of the future.

Products that can be created using plastic electronics, but could
not be created using CMOS appear to have a ready market. It
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seems obvious that a large roll-up display that can help turn a
cell phone into a computer or entertainment device would
ultimately find significant demand.

While the current generation of plastic electronics is pitched at
markets in which it will not compete with CMOS, no one really
knows how and where the two materials/technology platforms
will ultimately compete. Plastic electronics still seems to be a
long way from providing an alternative to CMOS-based
processing and logic. On the other hand, some of the theoretical
work that has been done suggests that organic material could be
used to create processors up to 1 THz, of course, only if one
could find the right material.

2.4 Nanophotonics

The impact of nanotechnology on photonics applications is
likely to be quite extensive and very much in tune with the
normal development of photonic devices, whose evolution in
pre nanotech days have often been based around new materials
developments. Thus, lithium niobate (LiN) helped improve
optical modulators and amplifiers and indium phosphide (InP)
offered the promise of integrated optics and electronics.”[15]
Now it may be the turn of nanophotonics to add its contribution.
A number of start-ups have opened their doors in this space and
the European Union has launched a large R&D program
focused on this area. The impact of nanophotonics is fairly
diverse. NanOpto makes a range of nanoengineered polarizers,
splitters, and “waveplates,” using a nanoimprint lithography.

3. NANOTECH AND ENERGY

3.1 The Real Energy Crisis

The semiconductor industry may have a crisis pending in its
inability to carry the CMOS paradigm forward down the path
set for it by Moore’s Law. The energy industry has a crisis all
its own, however, often presented as a shortage of energy. This
portrayal is based primarily on the theory that much of our
energy comes from fossil fuels and that we are quickly running
out of those fuels. Convincing as this theory may be, it is
somewhat of a mischaracterization of the energy industry’s real
crisis. Presenting the opportunities for nanotechnology in the
energy sector as largely defined by supposedly dwindling
petroleum reserves is likely to lead to an underestimation of the
opportunities and perhaps to misunderstandings about what
those opportunities actually are.

There is a lot more involved in the energy field than just energy
generation. Energy must be changed into different forms, stored
until needed and then transported efficiently. We are primarily
concerned with how nanotechnology is changing the economics
of power, rather than simply changing the cost of fuel. This
translates into a broader range of opportunities for
nanotechnology than might have been perceived if a purely fuel
based-analysis had been applied.

3.2 The Impact of Nanotechnology on the Energy Sector

As we have seen there seems to be a general agreement that
nanotechnology will have a big impact on the future of the
energy sector, even if no one can quite agree on what that
impact (or what that future) will be. Nonetheless, based on the
technology directions currently being taken by both R&D
efforts and corporate commercialization programs, it seems
reasonable to assume that the impact can be categorized into
five reasonably well defined headings: 1. The nano-enhanced
fossil fuel sector; 2. Fuel cells and the nanoengineered hydrogen
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economy; 3. Nanosolar power; 4. The nano-enhanced electricity
grid of the future; 5. Nanopower for the pervasive
communications network.

The vast majority of nano energy businesses will find that they
fit pretty well into the areas listed above, which also overlap
each other in some ways. The end game for the nano-enabled
energy sector could be a dramatic change in the world energy
picture, with major disruptions in the kinds of energy used by
industry and consumers and opportunities emerging for those
currently without access to reliable energy sources.

3.3 Nanotech, the Environment, and the Road to the
Hydrogen Economy

Pollution is a topic that is intimately tied up with the energy
sector, because most of the fossil fuels are highly polluting.
Nanotechnology firms may well help in this regard using
nanocatalysis, and as a near-term opportunity. Nanocrystalline
catalysts made from cadmium, selenium, and indium have
shown to be effective carbon dioxide filters, while titanium
oxide nanocrystals under UV light will remove mercury vapor.
Although such approaches certainly represent nanotechnology
in action, their impact pales in comparison to how
nanotechnology could potentially make a dream of certain
environmentalists come true, namely, the “Hydrogen
Economy.” Hydrogen fuel cells use energy liberated when
oxygen (from the air) and hydrogen combine to produce
electricity. These fuel cells come in different sizes that could be
used in cars, homes, offices, or mobile computing and
communications devices. In theory, the hydrogen economy
would have many advantages over the fossil fuel economy.

3.4 Nano-Solar Power

Like fuel cells, solar power has been on the verge of solving our
energy problems for a long time, but somehow has never
managed to actually do so. In part this is because both hydrogen
and solar power share the fact that they are based on
inexpensive, but low energy density fuels, so by the time they
are delivered to the customer they are quite expensive. The
promise of nanotechnology in both cases is that it will make
both solar and hydrogen power much cheaper to do useful work.

There are actually (at least) three ways in which researchers
have proposed harnessing the power of the sun: 1. Passive
solar. 2. Solar power stations. 3. Photovoltaic (PV) systems

3.5 The Nano-Enhanced Distributed Electricity Grid of the
Future

The economics of any networked distribution system is a
constant trade-off between using numerous hubs linked by short
distances and a network in which a few large and powerful hubs
linked by large distances. This trade-off is made by balancing
the cost of transmission against the cost of the hubs. Much of
the history of the telecommunications industry in the past 40
years could be written in terms of the shifting architectures as
new technologies moved the balance from a few big switches to
many small switches and back again.

4. NANOTECH, MEDICINE, AND THE
PHARMACEUTICAL INDUSTRY

Nano-enabled solutions seem like a way to enable their goals
through new types of regenerative medicine and better drug
delivery. The pharmaceutical industry meanwhile is seeing a
basic challenge to their core business model, which is based in
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large measure on the concept of the “blockbuster drug,” and
these are apparently harder to find than they once were.
Nanotechnology promises better drug discovery methods which
could lead to new blockbuster drugs and through reinventing
older blockbuster drugs with new delivery methodologies.
NanoMarkets’ research indicates that at the commercial level,
product managers in the relevant departments at pharmaceutical
firms are fairly skeptical about what nanotechnology can bring
to the table that will help them improve the bottom line for their
companies. This has been confirmed by other market research
firms and only the biggest nano-boosters, mainly either
executives at the start-ups or science writer types, really seem to
believe that there will be huge early markets in nano-enabled
medical products.

4.1 Seven Ways NanoEngineering Will Contribute to Nano-
Enabled Drug Discovery

One area where nanotechnology seems most likely to have a
short-term impact is in drug discovery. NanoMarkets research
indicates that the pharmaceutical industry faces increasingly
challenging market conditions that are leading to an intensified
search for better drug discovery technologies. Nanotechnology
can help with that search. The pharmaceutical industry has to
discover and develop innovative medicines for a wide range of
diseases in a marketplace that is both likely to experience
growing regulatory and pricing pressures and that s
increasingly targeted towards diseases that have been
traditionally resistant to pharmacotherapy (e.g., solid tumors).

1. Atomic Force Microscopy, 2. Near-Field Scanning Optical
Microscopy (NSOM), 3. Surface Plasmon Resonance, 4. Nano
Mass  Spectrometry, 5. Dip-Pen Nanolithography, 6.
Nanoarrays, 7. Quantum Dots

4.2 Nanotechnology and  Regenerative  Medicine
The aging of the population in the Western world and in Japan
would be a key driver for new medical technologies and
particularly for nanomedicine. This is most obviously the case
in the area of regenerative medicine, the restoring or replacing
damaged tissues, bones, and organs. Some of this regenerative
medicine is already available, while others are coming soon
while some might be futuristic. Some of it is the nano-
equivalent of Cosmetic surgery. Some of it is miracle medicine
for the severely injured and disabled.

1) Nanogels: One of the applications in regenerative medicine
for nanomaterials are gels that provide structures much like
trellises used to “train” plants over which damaged nerve (and
other) cells can grow as they regenerate. Similar gels have been
on the market for a while, which should help the nanogels find
acceptability quickly. The advantage that nanoengineering
brings to the table here is that a nanoscale trellis fine-tunes the
regenerative process, so that much of the original functionality
is regained.

2) Organ Replacements: Completely artificial organs have
been around for several decades, but have never really become
as popular as once thought. The biggest example of this is the
artificial heart. Meanwhile, there is a long wait for transplants
of human organs and the procedures for making these
transplants are lengthy, expensive, and dangerous. It is possible
that new nanomaterials, coupled with nanoelectronic devices
could make very significant contributions to constructing
artificial organs that would go some way at least to make them a
practical alternative to human transplants and thereby alleviate
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the shortage of organ donors. A more interesting, and perhaps,
even a more likely direction, is to use “nanotrellises” of the kind
described above to grow complete organs. According to one
report, NASA has used this approach to grow heart cells and
connect them up in a way that actually allows them to “beat”
when put in the correct artificial environment.

3) Better Blood: A number of other less dramatic nano-enabled
procedures should also help improve the cardiovascular system.
There has been talk of creating artificial blood cells, which
would consist of nanospheres filled with high-pressure oxygen
that could be injected into the body. This would be as much as a
drug delivery system and could be used to help treat heart attack
or stroke victims. Or it could be used to enhance performance,
perhaps becoming the next big business opportunities after
oxygen bars? Incidentally, artificial blood cells already have a
name: respirocytes.

4) Improved Memory: Primarily aimed at Alzheimer’s
patients, there are now several nano-related efforts to improve
memory. These could also ultimately find a way into improving
memory for the general population, if they proved to be
effective and not too expensive. Much like the heart example
above the choice is between a completely artificial solution
using some kind of computer memory (nanomemory or not) and
a nanoengineered conductive polymer to make the connection
to the brain. Another possibility would be to take real neurons
and plant them in the brain using some kind of nanoengineered
vehicle based (perhaps) on some of the drug delivery systems
that we have already met. In this particular case, the
nanopackaging for the neuron would have to be such that the
neuron could be artificially stimulated by a source (perhaps a
nanobattery) in order to enable it to emit chemical
neurotransmitters.

5. ENHANCING SECURITY WITH
NANOTECHNOLOGY

Nanotechnology is not only useful for physical Technical
applications for safety but also to help researchers use physics
theories and to show application security strength. In a sense,
this is similar to public key cryptography which uses theories of
mathematical ~ construct  cryptographic applications  and
prove their level of encryption. Nanotechnology also helps to
solve the challenge of devising a means of principles and run its
precision by assessing the limits of the adversary. The idea of

enlisting  physical  theories applications and  security
design prove their strength is not new. For quantum
cryptography, for example, Information Technology

Security facilitate secure exchange of secret keys [7].

5.1 A revision of two fundamental applications tamper-proofing
and functionality obfuscation reflects nanotechnology’s ability
to deliver secure systems and scientifically establish their
security robustness.

5.1.1 Tamper-proofing

A secured system is as strong as its weakest link. Key
protection should include a method to prevent adversaries from
reading the memory that stores the key from the outside. In
addition, adversaries shouldn’t be able to read the data bus that
carries the key from storage to the processing element during
the circuit’s dynamic operation. An additional threat concerns
probing the secret key at the processor’s initial logic gates.
Technical considerations that are more art than science,
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however, drive current approaches to tamper-proofing for
example, special coating techniques and clock irregularities.
Instead of providing fundamental proofs, these approaches rely
on the designer’s instincts.

5.1.2 Functionality obfuscation

The possibility of hiding a program or logic circuit’s
functionality carries major security implications. The hidden
functionality is regarded as a secret key known only to the
designer. When trying to obfuscate a logic circuit’s functioning,
adversaries can “shave” a circuit layer by layer and copy the
fabrication masks. They can then reconstruct the circuit’s logic
gates and analyze its functionality. Analysis leads to the
conclusion that the discrete structure of programs and logic
circuits inherently prevents true obfuscation. Yet, security
officials constantly conduct practical trials intended to provide
functionality obfuscation [8].

5.2 Nanotechnology and Tamper-Proofing

Tamper-proofing should be based on a scientific approach in
which probing destroys the value the probe attempts to read.
The energy the probe radiates or absorbs during the reading
attempt should disrupt the mechanism that stores, conducts, or
processes a bit, based on established physics laws.
Nanotechnology might provide the right tool because the
miniaturization gets to a level of handling a few electrons,
increasing the probability of disturbing the bit’s presentation
merely by attempting to probe it.

5.2.1 Storage

Nonvolatile molecular memory uses a molecule to store a
charge. Appropriate electrical bias is applied to set and reset a
memory cell. In multilevel molecular memory, the electrical
conductance in nanowires is adjusted by molecules that accept
or emit electrons. Such principles provide ample possibilities
for preventing external probing, whereby interaction between
the probe and the molecule disrupts the stored charge or the
electrons that control the nanowire conductance[10]. An
external tampering probe radiates or absorbs energy needed for
reading a stored value. Researchers can use rules from physics
to exactly evaluate the meaning of the interaction between the
probe and the charge or electrons that support the memory.
Using formulas from physics for security analysis is comparable
to using algebraic formulas to establish the complexity of
breaking a mathematical code.

5.2.2 Data-bus tampering

Data-bus tampering involves techniques such as using an ion
beam to drill a hole to the signal line, which the adversary then
fills with a conducting material to bring the signal to the
surface, where it’s probed. The following three possible
nanotechnology considerations pertain to preventing databus
readings.

5.2.3 Quantum-dot cellular automata

A quantum-dot cellular automata (QCA) cell consists of four
quantum dots positioned at the vertices of a square. Two added
electrons occupy the cell’s diagonals. Two possible
polarizations can encode a bit. The interaction forces
neighboring cells to synchronize their polarization and settle at
a minimum energy-stable state. This forms the basis for
conduction line and logic gates. Consider a case in which the
system transfers a stored secret key from storage to the
processor over a QCA conduction line. Probing the conduction
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line from the outside might cause instability in the states of the
cells that are based on single-electron interactions[10].

5.3 Nanotechnology and Functionality Obfuscation
Fundamental studies argue that it’s inherently possible to
obfuscate software code or logic hardware functionality due to
the discrete form of such structures. Based on fundamental
observations from physics, these studies also point out that
nanotechnology may form the foundations of hardware
obfuscation, in which the circuit’s discrete structure is blurred.

QCA

In standard microelectronics, the transistors and conduction
lines are made of different substances, and different masks
introduce them into the process. Since reverse engineering can
recover the masks, it can also recover the logic gates and circuit
functionality.

QCA cells are the building blocks of logic gates as well as the
conduction lines that join the gates when forming a logic circuit.
Making the gates and conduction lines of the same cells
obfuscates the discrete logic structure. When observing the
production masks, an adversary can’t know whether a specific
point in the circuit is part of a gate or part of the conduction line
that joins the gates.

Chemical or biological processing

Leading nanotechnology research focuses on the fabrication of
logic gates based on chemical or biological processes. Based on
proved theories from chemistry and biology, we can expect to
use a combined logic process that obfuscates internal
functionality. A possible leading component here is the Fredkin
gate, a universal logic gate that has great potential for being
constructed by chemical or biological means. It also provides
for reversibility, an attractive cryptographic feature. It’s
possible to wuse nanotechnology principles in security
applications, based on physics practice and theories. The
practice helps build the applications, while the associated
theories provide a formal means to analyze security robustness.
Research activities in these and similar directions might yield
fundamental results.

6. FUTURE DEVELOPMENTS OF
NANOTECHNOLOGY

Upstream engagement appears to encourage the public to focus
on imagining positive outcomes for nanotechnologies. We raise
issues in relation to the purpose of new science, such as
nanotechnology. This section puts forward a model where
human need rather than just consumer wants might influence
the development of nanotechnologies. The chapter ends with
some speculation about future directions that are desirable if the
social and ethical concerns of society are to be met.

6.1 Nanotechnologies and Developing Countries

We live in a rapidly changing world. Technological advances
are increasing productivity and income, quality of life, and life
expectancy in the developed world, that is. The truth is that
technological development is focused on meeting the wants of
rich consumers. Scant attention is paid to the vital needs of
people in the developing world. Each new technology that
comes along tends to result in a wider gap between the rich and
the poor in the world. Yet some innovations fail to be applied in
developing countries where there is the need. the challenge is to
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ensure that nanotechnologies are applied to areas of need in
developing countries.

With existing technologies this becomes a challenge because
the business models, including the supply chain logistics are
already well established. In the case of new technologies there
is a window of opportunity before products are released into the
market to negotiate new business models.

In a global economy, many topical issues - for example,
sustainable development, climate change, and democracy - are
all influenced by the role of science and technology in society.
A major challenge is to release public value from science and
technology and to channel that public value into developing
countries to help reduce poverty [3]. The challenge faced might
be reframed as being one of “how do we enable
nanotechnologies to deliver products which fullfil human needs
rather than consumer wants?”

6.2 How Can Nanotechnologies Deliver Public Value?

The role of technology in development is perhaps even more
important in the new century than it was in the last. In the era of
globalization, new technologies are rapidly reshaping the
livelihoods and lifestyles of people throughout the world. The
pace of technological change is increasing, and is beyond the
capacity of society to understand and regulate its impacts when
the implications are profound and far reaching, as is the case
with nanotechnologies. Most scientific and technological
research is now in the private sector, producing research for
Northern wants rather than Southern needs. Small-scale farmers
and the informal sector give little attention to small-scale
technological innovation.

Knowledge and communication-based industries are rapidly
reshaping the global economy. Many believe that these trends
are contributing to a new “knowledge divide” between the
information-rich and the information-poor. There is an
increasing sense of urgency-in the North and in the South-over
the need to regain control over the ways nanotechnologies are
developed and used. It is not recognized widely enough that the
poor are able to innovate themselves, and innovations arising
from developing countries need to be increasingly recognized
and supported.

Traditional views of technology that rely on a linear model of
innovation and diffusion are not appropriate to programmers
that aim to respond to new technologies. The predominant
traditional view has been based on technological determinism.
As suggested, “the adoption of a particular technical system
requires the creation of a particular set of social conditions as
the operating environment of that system.”

Yet we know that the technology for providing clean water has
been known about and in use for thousands of years (e.g., the
Romans around 300 BC). Failure to solve the issue might also
be seen as a cultural or indeed political or managerial problem.

6.3 Balancing Risk and Opportunity

The convergence of the newly emerging technologies of the
twenty-first century has the potential to revolutionize social and
economic development and may offer innovative and viable
solutions for the most pressing problems of the world
community and its habitat. However, a better understanding of
the potential benefits and hazards of nano-scale science and
technology is essential. Materials fabricated on the nanoscale
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have properties that are different from those that are
manufactured at a normal scale. For example, the precise way in
which the atoms are arranged often leads to unusual optical and
electrical properties. Carbon at the nanoscale can conduct
electricity better than copper. In other cases the small size may
have the effect of being more toxic than normal. A distinction
can be made, in terms of risk assessment, between active and
passive nanoparticles. Passive particles, such as a coating, are
likely to present no more or less a risk than other manufacturing
processes according to French. However, she goes on to assert
that in the case of active nanoparticles, their ability to move
around the environment leads to risks associated with control
and containment.

7. CONCLUSIONS

In this paper, we have presented a detailed study of
nanotechnology and its applications along with its advantages
and disadvantages.
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ABSTRACT

The paper describes the problem of selecting the motor
and reducer units for 2 degrees of freedom parallel kine-
matic machine. Parallel kinematic machines attract re-
searchers and companies, because they are claimed to offer
several advantages over their serial counterparts, like high
structural rigidity and high dynamic performance. The
need to increase production capacity, while maintaining
the quality standards, required the implementation of auto-
matic machines performance ever higher. In this context, it
is of strategic importance in the machine design phase the
correct selection of the motor-reducer unit. Unfortunately,
the choice of the electric motor required to handle a dy-
namic load, is closely related to the transmission choice.
The selection of suitable motors and transmissions is car-
ried on introducing some parameters that describe the per-
formance of the motor, the power required by the system
and the influence of the transmission mechanical charac-
teristics on the machine performance.

1. INTRODUCTION

The evolution of electronics in recent years has led to a
wide diffusion of electric drives and their control systems.
The ready availability and low cost of electronic devices
has allowed rapid diffusion of mechatronic applications,
highlighting the need for appropriate methods for select-
ing a motor-reducer unit. These procedures must be at the
same time accurate and easy to use, they should be able to
identify the available alternatives, compare them and help
the designer in choosing the most appropriate one for his
needs.

The choice of the electric motor required to handle a
dynamic load is closely related to the choice of transmis-
sion. This operation, in fact, is bound by the limitations
imposed by the motor’s working range and is subjected
to several constraints that depend indirectly on the motor
(through its inertia Jjs) and on the reducer (through its
transmission ratio 7), whose selection is the subject of this
paper.

A methodology for choosing the gear motor in order
to ensure maximum acceleration of the system and reduce
execution time for a particular law of motion is presented
in [1]. This article introduces the so-called problem of
inertia matching, showing how best performance can be
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reached when the inertia of the load, referred to the motor
shaft, coincides with the inertia of the motor itself.

In [2] a procedure for the selection of an AC synchronous
motor with permanent magnets and its reducer, for a generic
load, is shown. The authors use normalized torques, veloc-
ities, and transmission ratios to separate the load from the
motor characteristics. By virtue of this normalization, the
simulations for one standard motor (Jy; = 1 [kg m?]) are
applicable to other motors. In [3], the same procedure is
extended to all types of servomotors. This methodology
produces a chart representing all the usable motors and
their corresponding normalized transmission ratios range,
but not the available and actually usable commercial trans-
missions.

In [5] the choice of the motor-reducer unit is analyzed
with regard to the dependence on the law of motion used to
operate a generic load, while [6] evaluates the gain in mo-
tor torque as a consequence of the optimization of trajec-
tories and highlights the effect that a variable transmission
ratio has on the performance of the machine.

An in-depth discussion on the problem of motor re-
ducer coupling can be found in [7]. Although this work is
very accurate, it is extremely hard to use in a real indus-
trial situation. On the other hand, [8] proposes a simpler
approach, that consists in creating a database including the
commercial motors and reducers and then trying all possi-
ble combinations.

In [9], [10] the choice of motor and reducer is made
by comparing two parameters respectively related to mo-
tor features and to load demands. The relationships be-
tween motor and transmission are investigated by intro-
ducing some easily calculated factors useful for comparing
all the available motor-reducer couplings and selecting the
best solution. The procedure is carried on with the use
of graphs that allow allow showing all the possible alter-
natives. Following this approach the paper shows how it
is possible to select the motor-reducer units for a 2 d.o.f.
parallel kinematic manipulator.

The paper is structured as follows. Section 2 gives a
brief description of the manipulator with its main subsys-
tems. Section 3 recalls the conditions to select a servo-
motor and a speed reducer and the corresponding check-
outs. Section 4 introduces the multibody model of the sys-
tem, developed to calculate the inverse dynamic. Section
5 shows the selection of the motor reducer units and the
corresponding checkouts. Finally conclusions are drawn
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in Section 6.

2. THE SYSTEM

The parallel kinematic machine under study is a SR-2 d.o.f.
manipulator consisting on 4 links (5 considering the ground)
connected by five revolutionary joints (R) two of which are
located on the ground and driven by motors (Fig.1). The
manipulator can reach a place inside its workspace of co-
ordinates z = [z; y.]” which is as function of the actuated
joints coordinates ¢ = [01; 02]T.
It is constituted by 4 main elements:

1. the support, which is fixed and connected to the ground;

2. the driving system, constituted by 2 brushless mo-
tors, each actuating a joint. Main features of each
motor are resumed in Tab.1

Table 1: Motor main features

Symbol  Description

ey motor torque

I motor moment of inertia

Ta,N motor nominal torque

T]\E{in o  Motor theoretical maximum torque
TM,maz  SErvo-motor maximum torque

Wi motor angular speed

WM,maz Maximum speed achievable by the motor
WM motor angular acceleration

« accelerating factor [9]

3. the transmission, which changes the torque and the
speed supplied by the motor to the ones requested at
joints. Main features of transmission are resumed in
Tab.2

Table 2: Transmission main features

Symbol  Description

T transmission ratio

n transmission mechanical efficiency
Jr transmission inertia

4. the manipulator (coloured with light blue), machine
consisting in 4 connected by five revolutionary joints

The task of the robot is defined by the user and gener-
ally can consists on:
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support

Figure 1: The manipulator

e pick and place operation;
e execution of a job along a defined trajectory.

The power supplied by the motor depends on the ex-
ternal load applied (77,) and on the inertia acting on the
system (Jrwr). Since different patterns of speed (wr.)
and acceleration (wr,) generate different loads, the choice
of a proper law of motion is the first project parameter
that should be taken into account when sizing the motor-
reducer unit.

Otherwise, it may be that the law of motion has been
already defined and therefore represents a problem datum,
and not a project variable. Once the law of motion is de-
fined, all the characteristics of the load are known (Tab.3).

3. CONDITIONS OF SELECTION AND
CHECKOUTS

As it is well known [2], the selection of the motor-reducer
unit means checking the following conditions:

e rated motor torque:

[1 [t
TM,rms = r/ T]%4dt < TM,N; (1)
a JO

e maximum motor speed:

wyp < WM max> @)
e maximum servo-motor torque:
Tr(wnr) < Tavtymas(War) - (3
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Table 3: Load main features

Symbol  Description
Tr load torque
Jr, load moment of inertia
17 generalized load torque
(TE/k =T, + JLL()L)

7 rms  generalized load root mean square torque
Tr maz load maximum torque
wr, load angular speed
wr, load angular acceleration
wr,rms load root mean square acceleration
Wr.maee Maximum speed achieved by the load
tq cycle time
B8 load factor [9]

Once the available motor-reducer units have been identi-
fied it is necessary to check some further conditions:

e The maximum torque supplied by the servo-motor
for each angular velocity achieved:

Trt maz(war) >
T
. TTL N (M N £> o1

Yw.
4

e the effect of the transmission mechanical efficiency
(n) and its moment of inertia (J7) on the root mean
square torque:

ta T2

2 2 i
TN 2 Thprms = /0 3 dt =
a

ta . T\ 2
:/ —((JM-FJT)OLL—FT—L) dt
o ta T n

(&)

e the resistance of the transmission as supplied by the
manufacturer.

Conditions expressed by inequalities (1), (2) and (3)
are well known in the literature and represent the starting
point of all the procedures for motor and reducer selection.

This paper follows the procedure of selection described
in [9], [10] where these conditions have been rewritten by
introducing certain parameters related to motor and load
features. Most important are the accelerating factor a:

T~
o= —, 6)
Jm
and the load factor 3:
ﬂ =2 [djLaTmst,rms + (wLT[*,)mean] (7)
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It is important to highlight that all the parameters used
have a physical meaning and are easily obtained. In this
way the designer will have a clear idea of the needs and of
the steps to follow.

The preliminary choice of motor is made by comparing
only the values « and f3; these values are easily calculated
if we know the mechanical properties of the motor and the
load features. A motor must be rejected if « < 3, while
if @« > [ the motor can have enough rated torque if 7 is
chosen properly.

Once these parameters are calculated, conditions (1),
(2), can be easily expressed, for each considered motor, as
functions of 7.

Tmins Tmaz =
|:\/05 - 6 + 4wL,rmsT]j_’rms + a — B:| .
®)

am

Sy,

L,rms

WL max

®

TM,lim =
WM max

The result is a range of acceptable transmission ratios for
each motor.

(10)

Tmax Z T 2 max (Tmin; T]M,lim) .

However, since it is difficult to express the constraint im-
posed on the servo-motor maximum torque (3) as a func-
tion of 7, this condition will be checked after the motor
and its transmission have been chosen.

4. MULTIBODY MODEL

To evaluate the power required to the motors when the ma-
nipulator performs the desired task, a multibody model has
been developed.The model allows to define the trajectory
the robot has to follow, the end effector motion law and
the external forces applied to the manipulator.

Once the task has been defined, simulations allow to
calculate:

- torques required to the motor-reducer unit as a func-
tion of time (Ta/(¢)). From this result it is possible
to calculate the root mean square torques (1, rms)
and the maximum torque (73, maqz) required during
the task;

- the motor angular velocity as a function of time (wp;(£));

- reaction forces on joints to properly size the struc-
ture.

For example it is possible to define a linear trajectory
(Fig.2), with trapezoidal motion law (3, %, 1) (Fig.3),
with a cycle time ¢, = 0.8s.

The corresponding motion laws of joints and the re-
quired motor torques are depicted in Fig.4,5.
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Figure 4: Motion law ¢1 (), ¢2(t)

5. MOTOR REDUCER UNIT SELECTION

The choice of the motor reducer unit should satisfy some
design requirements:
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Figure 5: Required motor torques

limited space and weight;

high positioning accuracy and repeatability;

high torque availability;

e low wear;

high torsional stiffness;

high transmission ratio.

For these reasons DC brushless motors and Hermonic Drive
speed reducers have been considered. Available motors
are models: FHA—-8C,FHA—-11C, FHA—-14C, while
speed reducers have transmisison ratios: 1/30, 1/50, 1/100.

Once the task the robot has to perform (trajectory, mno-
tion law, external forces applied), numerical simulatuions
on multibody model allows to calculate all the terms re-
lated to the load as, generalized resistant toque (77) ap-
plied to motor shafts, velocities ((¢)1,(¢)2) and acceletions
((q)l,(q)g). using these values it is possible to calculate
the load factor 3 that can be compared with the accelerat-
ing factors « calculated for each considered motor using
information on manufacturers catalogues.

Consider now the motor task described in Section 4.
Figure 6 shows the values of « and /3, highlighting that all
the considered motors can be profitably used to perform
the required task since the condition « > (3 is verified.

For each motor it is possible to calculate the range of
suitable transmission ratios using eq.(10). Figure 7 high-
lights that transmission ratios 1/50 e 1/100 can not be se-
lected becaouse of the limit on the maximum achievable
speed. On the other side it results that motor FHA-11C,
coupled with the transmission ratio 1/30 is a good combi-
nation to perform the task.

However, it may be simplistic to choose the motor only
on a specific task, since the robot should be suitable for
many movements. It is also desirable to optimize the choice
of the motor-reducer unit, investigating which solution can
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Figure 7: Ranges of suitable transmission ratios 7

offer the best performance, ie which allows smaller cycle
times with the same law of motion.

Considering three simplified trajectories (radial, dia-
metrical and circular movement) and maintaining a trape-
zoidal law of motion, one can gradually decrease the cycle
time to obtain the limit transmission ratio.

Figure 8 shows the trend of the load factor 8 when the
cycle time decreases. This value can be compared with
the accelerating factors « calculated for each motor. The
graph gives an overview to easily understand when a mo-
tor can be no longer suitable to perform the task along a
certain trajectory. Figure 9 shows the maximum speed re-
quired by the task for each trajectory. It can be compared
with the maximum speed achievable by each speed reducer
allowing to identify which is the most suitable transmis-
sion ratio for the purposes.

Looking at Fig.8 and Fig.9 it is evident that, for every
considered machine task, motor FFHA — 11C and trans-
mission ratio 1/30 represent alway the best solution to per-
form the task. Once the motor reducer unit has been se-
lected, checkout described in Sec.3 have to be performed.
In particular, Figures from 10 to 12 shows the limits of the
selected motor reducer unit in terms of maximum torque
and nominal torque exertable. By reducing the cycle time
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the points (Lyns,wrms) and (Tinaz,Wmaz), move to the
border of the motor working zone. The closest point rep-
resent a limit working condition.

6. CONCLUSION

The paper presents a the selection of the most suitable mo-
tor and speed reducer pairing to drive a parallel kinematic
machine, once its task has been defined. The methodology
is based on information achievable on manufacturers’ cat-
alogues and it is carried out through a graphical represen-
tation of the characteristics of the machine and of available
motors and speed reducers. The designer has then a use-
ful procedure to compare all the feasible solutions and to
choose the best one.
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ABSTRACT

High dynamic performances, stiffness, accuracy and pre-
cision are just some main features that make the Parallel
Kinematic Machines (PKM) more suitable and desider-
able than serial robots for some typicall industrial appli-
cations such as laser cutting, pick & place operations and
machining. The development of PKM brings to a process
of optimization meant to improve the kinematic behaviour
of the machine. This paper presents a new practical index,
based on isotropy condition, easy to use for the design and
project of 2-dofs parallel manipulators.

keywords: parallel manipulator, kinematic optimization,
isotropy, performance index, optimum design.

1. INTRODUCTION

Industrial reality is deeply interested in Parallel Kinematic
Machines thanks to their closed loop structure that pro-
vides higher stiffness and lower moving masses -and there-
fore lower inertia effects- than their counterparts, the serial
manipulators, allowing to reach great advantages, among
which higher dynamic performances and better position-
ing accuracy. However these machines carry on a serious
drawback which is related to their workspace and non-
linear dynamic equations. In fact, a PKM has usually
a complex geometrical workspace shape and its perfor-
mances may vary significantly for different points in the
workspace and for different directions.

In order to satisfy industrial demands, the PKMs must
be designed pursuing the best workspace properties such
as a regular shape and homogeneous kinetostatic perfor-
mances. The optimum kinematic design is therefore mainly
concearned with the definition of geometric parameters -
i.e. the dimensions and the orientation of its links - that
maximize these performances.

The kinematic and workspace optimization is typically
analyzed following numerical approaches based on the con-
cept of isotropy and the definition of performance indices
calculated from the jacobian matrix.

This paper presents a new kinematic index based on
geometrical considerations that deeply simplifies the de-
sign of one of the most used PKMs, which is the five-bar
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2DOFs manipulator'.

This machine is widely used and appreciated in indus-
trial field. The interest is confirmed by the scientific litera-
ture regarding, in particular, the kinematic optimization of
this PKM ([11, [8], [6], [2], [4], [5], [7D).

2. SR2DOF PKM

The 5R 2DOF PKM has the classic configuration shown in
Fig. 1. The manipulator is characterized by a symmetric
structure, made of four links and a fixed frame connected
by five revolute joints. In order to place the motors on the
fixed base the joints attached to the ground are the ones
driven.

Figure 1: A typical SR 2DOF PKM.

Looking at the scheme depicted in Fig.2 it is noted
how, properly degenerating some joints, the manipulator

'Now called synthetically ”5SR 2DOF PKM”
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can reach significantly different configurations even if sim-
ilar from the kinematic point of view.

Config. 3 /ﬁz
Config. 5
K )
Config. 4 \>\% i
EE ‘ EE Config. 2
‘ ‘ Config. 1
Y Y
wf/%
Config. 6

Figure 2: Different configurations of SR 2DOF PKM.

This degeneration consists on making the axis of rota-
tion of a revolute joint as improper, thus transforming it
into a prismatic joint. The diagram depicted in Fig.2 can
be read like this: each configuration can be achieved by
making improper a joint; arrows indicate which axis of ro-
tation is made improper and the corresponding configura-
tion reached. The end effector of the manipulator is placed
at one of the robot joints. It is assumed that this joint can
not degenerate.

3. TYPICALL APPROACH

Isotropy

Isotropy is defined as the ability of the robot to have identi-

cal kinetostatic properties along each direction. The isotropic

behaviour of a robot, as a function of its position inside the
workspace, can be analyzed through some indices related
to the jacobian matrix using the well known relationships:

_os
s

where J is the jacobian matrix relating the gripper veloc-
ities § with those of the actuators Q, as well as the gen-
eral forces F, exerted with the forces and the torques Fs
applied to the gripper. Remembering that the i*" singu-

Q=J"'% F=JTF, J 1)
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lar value o;(J) of the jacobian matrix J is defined as the
square root of the eigenvalues of the corresponding matrix

JTJ:
oi(J) =/ N(JTT)  with:

The singular values o;(.J) of the jacobian matrix can
be interpreted as Velocity Amplification Factors (VAF) be-
tween the actuated joints velocities and the end effector
ones. The ratio between the maximum and the minimum
singular value can be considered as an index of isotropy:

Ai 20 2

cond(J) _ Omax _ Amaz

Omin

which is known to be the conditioning number of the ja-
cobian matrix [11]. When it is verified cond(J) = 1,
the minimum and the maximum eigenvalues coincide and
VAF are equal. In this case the manipulator is defined
as isotropic. Condition on isotropy can also be expressed
as [10]:

JTJ = kI 4)

where k is a scalar and [ is the identity matrix. It means
isotropy can be achieved when jacobian matrix is propor-
tional to an orthogonal matrix.

Ellipses of manipulability

A similar result can be obtained considering the robot el-
lipses of manipulability for speed and force. They have
been introduced to respectively approximate the locus of
points of maximum speed or force achieved by the end
effector of the robot [3]. They give a standard method, ap-
plicable also to complex manipulators with many degrees
of freedom, to indicate along which directions the robot
can reach high speed or exert high forces.

The evaluation of these ellipses for different reached
positions shows the robot behaviour inside its workspace.
The determination of the ellipses can be done on the ba-
sis of standard procedures that use the eigenvectors and
singular values of the jacobian matrix (or matrices derived
from it). Ellipses are defined according to the following
assumption [3]: imagine the actuators have a total speed
k, to share between them with the constraint that the sum
of the squares of the velocity is constant. From equation
(1) one gets:

|0 =r2=0me ©

ST Ty ts <k —  STUINH 18 <k? (6)

Once the maximum speed reached by each actuator is
set, Eq. (6) defines an ellipse in the &y plane described
by the matrix (JJT)~!. More precisely, the lengths of the
principal axes of the ellipse, which correspond to the in-
verse of minimum and maximum eigenvalues of .J.J7, rep-
resent the minimum and maximum velocity amplification
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Figure 4: Ellipse of ma-
nipulability in velocity in
isotropic configuration

Figure 3: Maximum veloc-
ity along direction r

factor, while eigenvectors of JTJ represent the direction
of the principal axes of the ellipse. According to this rep-
resentation, the ellipse of manipulability in velocity repre-
sents the locus of points of maximum velocity. Since gen-
erally one is interested in the shape of the ellipses rather
than in its actual size, it is possible to assume k,, = 1. Due
to kinetostatic duality [3], similar considerations can be
done for ellipses of manipulability for forces. Remember-
ing Eq. (4) the condition of isotropy can be interpreted by
looking the ellipsoids of manipulability of the robot: ac-
cording to this representation, isotropy is achieved when
ellipses (or ellipsoids) become circles (or spheres). In this
condition, in fact, the axes have the same length and then
all the jacobian singular values are identical.

Global and Local Indices

The conditioning number and other indices like the deter-
minant of jacobian matrix or the minimum singular value
refer to an optimal condition (isotropy, manipulability or
minimum stiffness) reached in a single point of workspace
and they are therefore called local indices. On the other
hand global indices have the purpose to describe the opti-
mal condition of the whole workspace and they are usually
calculated as a sort of average of local indices.
The simplest isotropy global index is in fact [11]:

 Jy kdW
o [ dW

where W is the workspace and k is the local index, for
example, the conditioning number.

The main goal of a global index is to supply to the weak
information given by a local index, which allows to know
the behaviour of a manipulator only in some poses. For
this reason, global indices can be profitably used to design
and optimize a robot since they are able to describe its
behaviour whithin the whole workspace. Moreover they
can be used to evaluate kinematic performances of existing
manipulators.

ke @)

V2mazx .

V2max

v “ Ulmax

A B
2max
Vimax V2max
01 = 02
Figure 5: Graphical repre-  Figure 6: S5R2DOF ma-
sentation of conditions to  nipulator with coaxial
reach isotropy grounded joints
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4. A NEW INDEX

The conditions of isotropy for a manipulator can be graph-
ically identified, considering the relative kinematic of the
manipulator links. It has been said the ellipses of manipu-
lability in velocity approximate the locus of points of max-
imum speed achievable by the end effector. To get that
ellipse one can impose the EE to move along a given di-
rection at its maximum speed by pushing up the motors.
The contribution of each motor depends on the direction
to follow. Consider the manipulator depicted in Fig. 3.
Suppose, for example, one wants to move the end-effector
of the manipulator along the direction 7 orthogonal to the
link AC. To achieve maximum speed (v3 ,,,,.,) in this di-
rection the system will be forced to hold the motor 1, while
moving the motor 2 at maximum speed (w2 ymqz). Know-
ing the pose of the robot one gets:

UBmaz = Y2maz X 0273 = Q X CiB

®)

where C' is the instant center of the link B-EE and {2 its
absolute angular speed, whose modulus is:

0O2B
|Q| = |Y2maz 073 ’ (9)
Finally the maximum speed along direction 7 is:
VBmaz = 2 X EEC (10)

The reverse should be done if one wants to reach the
maximum speed along a direction orthogonal to BC. By
repeating this for all directions, the locus of points is rep-
resented by a polygon.

For convenience of representation, it is usual to ap-
proximate these polygons respectively with ellipses, or with
circles (Fig.4). Ellipses are inscribed into the polygon and
tangent to it in the middle point of each side. Obviously,
depending on the configuration of the robot, the ellipse of
manipulability in velocity has different shapes and sizes.
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When the manipulator is in an isotropic configuration the
polygon is a square and the corresponding ellipse degen-
erates into a circle. Looking at Fig. 4 and Fig. 5, the
considered manipulator is in an isotropic configuration if,
and only if:

velocities are perpendicular

a = 90° —
velocities are equal

Y1 =72 —
an

These simple geometrical considerations can be ex-
tremely useful to evaluate the behaviour of the manipulator
inside its workspace [1]. Once the condition expressed in
Eq. (11) is verified, the triangle A-EE-B is defined. Its po-
sition and orientation to reach isotropy can be determined
knowing the features of the actuators and the geometrical
dimensions of the links in order to verify Eq. (11).

Consider now the standard configuration of the manip-
ulator and assume that its links are symmetric. The max-
imum speeds achievable by the end effector, for a generic
position, depends on the maximum speed exertable by the
actuators. The conditions in Eq. (11) define the geometri-
cal condition to assure isotropy (Fig. 5). These conditions
are verified for a limited number of poses [13] that can
not be reached without crossing a singularity configura-
tion [12].

However, making the axes of rotation of the links con-
nected to the ground as coaxial (Fig.6), the transmission
angles are always equal and so are the speed v; and vs.

In this configuration, the angle a becomes the only in-
dicator of isotropic condition.

The manipulator depicted in Fig.6 is also the one that
maximize the workspace area [12] and this is the reason to
concentrate on this configuration.

In industrial applications, the solution with coaxial ground

joints is feasible but requires particular attentions for the
space of the motors; however, even if it is not a practicable
way to collapse the ground joints, they are placed as clear
as possible, in a configuration that tends to the ideal one.

In this configuration, it is possible to identify the so
called isotropy loci represented by two concentric circum-
ferences whose centers coincides with the grounded joints
and whose radius R is:

/3

2
Re;=bY" +
’ 2

V2

As it is easy to notice, the isotropy is reached if a > b7,

otherwise the Eq. (12) is impossible. In particular,

2
1.if0<a< bg, there are no points of isotropy;

2 . . .
2. fora = bg, two coincident isotropy loci exist.

Their shapes are two circumferences with radius R, ; =
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S

2
3. if b% < a < b, the mutual distance between the

two circumferences increases for a — b (Fig.10);

4. if a = b, the circumferences have radius respec-
tively R, = av/2 and R; = 0 (it means a isotropy
locus degenerates into a point);

5. if b > a , the two circumferences where isotropy is
reached still exist, but the manipulator must cross
singular configurations to reach both the isotropy
loci.

V2max

EE/;Ulmax

Figure 10: Continuum isotropy loci for PKM with coaxial

2
grounded joints when bg <a<b

. . . 2
It is clear that the most suitable condition is b£ <

a < b. In order to know the optimized condition, the new
index of isotropy § = |90 — /| is compared to a classical
index (£ = 1/cond(.J)) based on the conditioning number
of the jacobian matrix.

The comparison is shown in Fig. 7, where § and £ are
depicted as a function of the position of the end-effector in
radial direction, for different values of a/b.

These two local indices are calculated for each position
of the end-effector and averaged along the workspce for
every value of a/b, as shown in Eq. (13) and depicted in
Figures 8 and 9.

Zx,y gz,y

gmean =
A
“ (13)
5 _ Zx,y 6Iay
mean Aw

Then global indices can be obtained as indicators of
the mean behaviour of the manipulator.

Thanks to the adimensional optimization, a general re-
sult is obtained and it can be used for the project of any SR
2DOF PKM with coaxial joints connected to the ground.

The comparison brings to a similar conclusion:
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Figure 7: Variation of ¢ and ¢ for different values of a/b along normalized radial direction.
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Figure 8: Values of § on the workspace for different a/b. a) a/b = 0.78; b) a/b = 0.8; ¢) a/b = 0.99.

e for 57 (b/a)optimum = 07 759;

o ford,  (b/a)optimum = 0,762;

Due to their nature, the two indices § and £ give re-
sults slightly different: the angle « is a limited variable
between two finite values while the cond(J) may become
infinite. Therefore the trend of these indices can have a
different behaviour, even if both of them express the same
condition.

5. CONCLUSIONS

In this paper a new alternative index representing the con-
dition of isotropy of 5SR 2DOF PKM with coaxial grounded
joints has been presented. The information gained from
this index has the same value of a classical index like the
conditioning number. However, while the last one is hardly
appreciable and has a difficult interpretation, the new in-
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dex « allows to easily understand the beahiviour of the ma-
nipulator and its closeness to isotropy. This can be reached
simply analyizing geometrical information.

The index a can be used for a fast design and optimiza-
tion of this kind of manipulators.
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ABSTRACT

This paper serves as a case study on the economic and
environmental sustainability of new buildings, in particular
referring to five of the major Information and Communications
Technology (ICT) and Building Automation System (BAS)
projects either designed and/or project managed by Electrical
Engineering Solutions (EES), for the Soccer World Cup 2010
hosted in South Africa.

To understand sustainability of new buildings, it is useful to
know what the threats to sustainability are, and these are
discussed in the context of the five projects below. Going
forward, a “sustainability ideology” should be key for
developers and other stakeholders. ICT and BAS professionals
must engage with architects and construction consultants at an
early stage to ensure that the required infrastructure facilities are
incorporated in the architectural design.. Furthermore the ICT
industry needs to educate and up-skill the built environment
delivery sector on a continuous basis, at both student and
professional levels.

In general, it can be shown that an intelligent building design
team interacts to set energy performance goals, manage the
building system’s interdependencies and produce a more
efficient, cost-effective, smarter building.

The implementation of a smart building design is usually best
delivered by a master systems integrator (MSI).

Keywords: Sustainability, Building Automation Systems,
Convergence, Information Technology.

1. INTRODUCTION
This case study illustrates how various convergence ICT

principles (all ICT systems converged on one physical network)
and engineering design principles aim to combat the challenges
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regarding sustainability in each of the following five projects,
either designed and/or project managed by EES, for the Soccer
World Cup 2010 hosted in South Africa.

The five projects are (total construction value shown):

1) Cape Town Stadium — ZAR 4,5 Billion

2) Nelson Mandela Bay Stadium - ZAR 2,1 Billion

3) Cape Town International Airport — ZAR 2,3 Billion
4) King Shaka International Airport — ZAR 7,8 Billion
5) Gautrain Sandton Station — ZAR 1,1 Billion

These projects are outlined in Section 2, followed by a
description of the concept of Green ICT in South Africa in
Section 3.

To understand sustainability of new buildings, one has to
understand the threats to sustainability. These include:

1) Total Cost of Ownership: Most importantly, savings on
capital expenditure often translates into high operational
expenses of buildings

2) Environmental: With global warming, as well as the high
cost of energy, the environmental impact of new buildings
is a major concern

3) Revenue generation: Many new buildings are not fully
utilized to their potential and opportunities for income
generation are missed

4) Workplace effectiveness: Problems with workplace
environmental conditions are not always effectively
resolved by facilities management

5) Physical and logical security: With many buildings being
designed and constructed without ICT value-adds
considered, the ICT network and building automation
systems may not be as secure as optimally envisaged

These issues are discussed with reference to the above projects
in Section 4 and thereafter lessons learned and
recommendations are shared in Sections 5 and 6.
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2. PROJECT BACKGROUND

This section comprises a brief overview of each of the five
World Cup 2010 infrastructures in which EES was involved.
Table 1 shows which systems were used for each
infrastructure/project.

2.1. Cape Town Stadium (CTS)

EES was the specialist sub-consultant supporting WSP
Consulting Engineers at Cape Town Stadium, and was part of
the consulting team tasked with designing and implementing the
stadium’s ICT and BAS infrastructure. The structured cabling
system supports the converged active network, which together
form the intelligent backbone. An intelligent infrastructure
allows the stadium to be managed more efficiently, opens up
multi-purpose  possibilities and ultimately provides the
owner/client with greater value potential. Both Cape Town
Stadium and Nelson Mandela Bay Stadium are considered 2010
World Cup showpieces.

2.2. Nelson Mandela Bay Stadium - Port Elizabeth (NMBS)
EES project managed the design and implementation of the
intelligent backbone at Nelson Mandela Bay Stadium in Port
Elizabeth. All of the stadia’s ICT and BAS services operate on
the intelligent backbone, demonstrating a true example of
convergence. As a multi-purpose stadium it can be quickly
transformed from a sporting pitch to rock-concert stage or trade
show arena, with minimal adaptation to the lighting, sound,
ticketing, safety and management systems from a single
operational control centre.

2.3. Cape Town International Airport (CTIA)

Substantial alterations and additions were made to Cape Town
International Airport (South Africa’s second largest airport) in
time for World Cup 2010, breaking new ground regarding
cutting-edge efficiency and a far enhanced passenger
experience.  The new foundation of the entire airport
technology infrastructure is now the converged ICT network
making the airport an intelligent building in line with world-
wide standards.

EES was responsible for project managing the implementation
of the Airport’s intelligent backbone. This included all the ICT
services at the new integrated terminal at the Airport. At the
centre of the upgrades and expansion was the new Central
Terminal Building (CTB), which opened in November 2009.
Work on the CTB involved integrating the domestic and
international terminals to streamline operations, boost
efficiency, ensure the airport is better utilised and enhance
travelers’ airport experience.

2.4. King Shaka International Airport — Durban (KSIA)
King Shaka International Airport replaced Durban International
Airport as the latter’s runway was too short to allow large
aircraft such as the Boeing 747 to operate intercontinental
routes out of Durban. The new airport now provides for direct
long-haul international flights to and from Durban and
accommodates the province’s rapidly expanding domestic
passenger business.

Work at KSIA involved the construction of a fully integrated
passenger and freight airport facility. The passenger terminal
caters for both domestic and international travel. EES provided
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technical assistance with the integration, commissioning and
operational trial testing of all special systems listed in Table 1.

2.5. Gautrain Sandton Station - Johannesburg

Completion of the Gautrain Sandton Station was achieved in
time for the World Cup. Sandton Station is an integral part of
South Africa’s upgraded, public transport, rapid rail link
project, which is still in progress and is currently being
extended to further areas.

The link between Sandton and OR Tambo International Airport
constitutes Phase One, and it expected that the second phase,
linking Johannesburg and Pretoria, will be operational this year.
In addition to the three anchor stations on these two links, it is
reported that seven other stations will be incorporated in
approximately 80 kilometres of rail along the route. EES was
integral in coordinating Mechanical, electrical and ICT services
for Phase 1.

3. GREENICT

Of key importance to all five World Cup 2010 projects
discussed in this paper is the need to transform to a greener built
environment. The issue of climate change is receiving
significant attention the world over. As increasing
environmental pressures take hold in SA, the country’s major
construction companies are striving to pursue green practices
and projects.

A Green building is a building constructed in such a way that it
mitigates ongoing negative environmental impact. In 2008 the
Green Building Council of South Africa (GBCSA) introduced
the Green Star SA rating tool (based on internationally
recognized green building rating systems), the purpose of which
is to set standards and benchmarks for green buildings, and to
provide the property development industry with an objective
measurement for assessing Green buildings. They provide a
concise framework, which when followed and implemented,
facilitates ‘integrated, entire-building design and construction
practices’.

A means to scoring green points, enabling Green Star SA
certification, is ICT. Converged network architecture enables
stakeholders to obtain building intelligence natively, and then to
measure the resulting effectiveness of Greening efforts.

Intelligent network architecture is vital for synchronized
automation of the various building systems, such as ventilation,
access, safety, power and lighting. And if such a network is in
place, the capital expenditure (CAPEX) and operating
expenditure (OPEX) of the individual systems could be
significantly less than otherwise.

An example of the importance given to Green building and ICT
is that of Cape Town Stadium. In the early stages of its
development, this stadium was assessed in accordance with the
CSIR’s Sustainable Building Assessment Tool (SBAT). This
tool embraces the triple-bottom-line approach, ‘triple’ referring
to people, profit and planet [1].
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Table 1: List of systems in EES’s scope for each project. The
brief for the Gautrain Project was purely a coordination
responsibility (not system specific) and thus is not shown in

the table below.

CTS

NMBS

CTIA

KSIA

Airport Specific

EVIDS/ BIDS/ FIDS
(Electronic Video, Baggage
and Flight Information
Display Systems)

CUTE (Common Use
TErminal)

AODB/ ARM (Airport
Operational Data Base,
Airport Resources
Management)

CUSS (CUstomer Self
Service)

BRS (Baggage
Reconciliation System)

PAS (Personal
Identification and Access
Control Systems)

Aviation Fuel System

TETRA (Terrestrial
Trunked Radio)

AGL (Aircraft Ground
Lighting)

BSS (Baggage Sortation
System)

(ADS) Advert Display
System

CATV (Community
Antenna Television)

AWOS (Automated
Weather Observation
System)

CTS | NMBS | CTIA | KSIA
GSM / Cellular X
NOC (National Operation X
Centre)
Stadium Specific/Other
Wire Centres and IT pre- X X X X
requisites
Voice Over IP / active X X X X
network
CCTV (Closed Circuit TV) | x X X X
BMS (Building X X X X
Management System)
Wifi X X X
Access Control X X X
Mass Access, Turnstiles X X
and Ticketing
Parking X X
Support Infrastructure X X
(workstations/ servers/
Uninterrupted Power
Supply/ Electronic rooms/
network monitoring)
Fire Detection and X X
Evacuation
Public Address X X X
Digital Signage X X
Passive Network (structured | x X X X
cabling)
Stadium Big Screens X X
HMI (Human Machine X X

Interface)

HBS (Hold Bag Screening)

Loading Bridges

NOC (National Operation
Centre)

OCC (Operations Control
Centre)
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4. THREATS TO SUSTAINABILITY

4.1. Total Cost of Ownership (TCO)

Fundamental to understanding TCO is CAPEX and OPEX.
While energy management systems are seen to be expensive, by
using an existing ICT network costs can be reduced.

Cape Town Stadium: A good example is Cape Town
Stadium as it has been in operation for one year. The Stadium
CAPEX was ZAR 95 million. Usually the OPEX of enterprise
environments is 8 to 12% of ICT CAPEX [2], and it is generally
accepted that the OPEX of a modern large building should be
under 8% of ICT CAPEX. A major contribution to this reduced
benchmark is the once off expenditure on structured cabling
which if professionally designed and installed should last at
least 20 years. Use of a converged network means less
maintenance and therefore lower OPEX for first 20 years. In
the case of Cape Town Stadium, the ICT OPEX for one year is
estimated at ZAR 5.8 million, which is 6.1% of the CAPEX.

Nelson Mandela Bay Stadium: This stadium
CAPEX was ZAR 80 million. OPEX for 2011 has been costed
by a service provider at ZAR 2.53 million (3.2% of CAPEX).
However this has not been awarded yet, as the stadium still has
to go out on a formal operational/management company tender.
At the moment it is on a cost plus basis on match days.

The above examples demonstrate a reduction in OPEX when
compared to the benchmark.

4.2. Environmental
ICT can reduce environmental impact due to the reduction in
the materials and energy it utilises.

With reference to the use of materials:

All five projects: The use of converged/structured
cabling means less cable is needed than in projects using
conventional cabling. GBCSA talks about material use in
“Section MAT-10: Dematerialisation” [3] which aims to
encourage and recognise designs that produce a net reduction in
the total amount of material used. Converged infrastructure
enables flexibility and reduces future wastage. Only one campus
network is used, which means that there are not numerous
separate ICT networks for each of the ICT systems. Less
equipment means less power and less cabling.

Cape Town Stadium: ICT enabled the coordination
of efficient controls for sub-system implementation e.g.
staggered lighting controls. Vendor selection criteria included
eWaste policies and capabilities. This helped to drive the roll-
out in particular of HP and Cisco take-back programmes
through the service provider

With reference to energy savings:

All five projects: All the energy management
systems: lighting, generator, power monitoring at MV (Medium
Voltage) use the ICT network which means ICT is the enabler,
although not a direct contribution. Integrated monitoring and
control systems save up to 30% in energy consumption through
better management.

Both Stadiums: Energy saving features were
incorporated into the initial design. A building management
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system (BMS) allows for control and monitoring of the active
environmental systems, in particular air-conditioning and
lighting in different areas, enabling the facilities manager to
optimise energy efficiency during operations. The boilers and
associated hot water storage are also controlled by the BMS

The parking garage is only fitted with an air supply system in
the deep areas away from the perimeter, while the remainder of
the parking in this area is naturally ventilated, saving
considerable power.

A LAN management system (LMS) is used to turn off switch
ports when not in use. This saves approximately 7 Watts per
port at an average of 2000 ports = 14kW.

Passive design principles such as ‘day-lighting’ and natural
ventilation are key components that were dealt with during the
initial design.

Cape Town Stadium: Through the networked IPTV
and the HDMI protocol, all screens can be switched off from a
central point using the IPTV software.

There are a multitude of energy savings that are currently in use
and not described, the key here is that ICT is an “enabler”, it
enables the cost effective implementation of a myriad of savings
which would otherwise be prohibitive or with lengthy paybacks.

4.3. Revenue Generation

There is tremendous pressure on the stadium owners, sporting
bodies or municipalities, for example, to view these assets as
revenue generators, rather than loss-making amenities.

Cape Town Stadium: Audio and visual systems
installed make the stadium very versatile with regard to the
diverse functions and events it can host e.g. concerts like U2
and religious events. It offers 3G and cell coverage, as well as a
sophisticated and fully equipped press and media facilities. In
general, the intelligent infrastructure allows for most areas of
the stadium to be utilized for a variety of functions, office space
to conferencing, catering to connectivity and sporting events to
live entertainment. Furthermore, multimedia versatility allows
for revenue generation via targeted advertising in all areas of
use.

Airports and Gautrain: Add on costs to provide
services to tenants are marginal, as the head end of the
equipment has already been paid for, not to mention that these
intelligent infrastructures are more energy efficient than
traditional facilities. ICT systems reduce cost of telephony/wifi
components etc. Flight Information Display Systems (FIDS)
provide advertising opportunities with resulting revenue
generation.

Nelson Mandela Bay Stadium: This multi-purpose
stadium can be quickly and easily transformed from a sporting
pitch to, for example, a concert stage or trade show arena, and
this versatility enhances its revenue generating capabilities.

The integrated management system enables stadium
management to better manage operations and effectively deploy
staff.
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General: There is advertising on networked IPTV’s
throughout all venues, and this makes it very simple and cost
effective to enable advertising on top of external broadcaster’s
multimedia content management.

Venue security is a serious considering factor - the network
enables complete security integration, including network
controlled turnstiles. Ticketing and security are key contributing
factors when determining an events viability.

Networked Point of Sale (POS)
management at lower cost for landlords.

terminals offer easy

4.4. Workplace effectiveness

To better manage operations and effectively deploy staff, an
integrated management system is a benefit to stadium
management. They can identify potential problems and deal
with them before they become an issue.

Cape Town International Airport and stadiums:
ICT enables intelligent lighting systems, which can
automatically simulate natural lighting, proven to be less
invasive in an office environment.

The ICT network provides a base for other systems, in turn
providing a lower cost for the operation of those systems,
making it an enabler for systems installation.

Airports and stadiums: ICT facilitates hot-desking
meaning people are able to work from any data point. It also
enables HVAC and C02 systems to make it more comfortable
for people to work .

4.5. Physical and logical Security

Security needs to be managed via an integrated network to be
properly effective e.g. Allan Gray utilizes an integrated system
whereby when a person gets removed from the payroll, access-
door controllers and all security elements associated will
automatically be informed. Fundamental here are physical
security databases on a Storage Area Network (SAN) in SQL
(database management language).

Both Stadiums: NMBS and CTS offer integrated
access control, turnstile and ticketing facilities, meaning that if a
person has specific rights to doors, he or she also has access
rights to the turnstiles. This can only be achieved if physical and
logical security is converged.

An active directory is linked to individual systems, meaning
that if an employee vacates their position and is deleted from
the active directory he no longer has access to operational
applications as his login is linked to the active directory.

5. LESSONS LEARNED

The general lessons learned from the projects are as follows:

1) The ICT engineer should be in control of all major design
and implementation documentation - and not simply leave
this to the integrator
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2) Even if you are taking over the project from another
company or organisation, start again — especially time
sensitive projects, don’t waste time trying to figure out
what they did

3) The builder must co-ordinate, control and quality check all
his sub-contractors’ installations

4) Co-ordination issues can severely affect response and
action to programme timeframes

5) Co-ordination communication between Civils & Building
and Mechanical & Electrical is critical

6) It is important to gain client appreciation of the time it
takes to commission the building services portion of a
project

7) It is vital to have the client 100% behind you -
suspicion/resistance from clients towards the team is
problematic

8) Appoint an operator/ICT manager early on. Late
appointment of an operator means that the integrators and
professional team are required to manage and supply
additional requirements, resulting in delays and further
costs. In this situation the consultant has had to make
technical decisions based on ‘assumed' operational
requirements  during  design,  construction  and
commissioning phases

9) Choose an integrator likely to carry you into the future. In
making this choice the visibility of the integrator resource
and expertise base is important; if this information it is
unknown it can be very risky to the project

10) ICT is not traditionally considered part of the construction
phase. This effectively means that upfront planning is not
performed adequately and the stakeholders or users of the
network are not always considered at the right times. It
also means that we do not have an effective procurement
model to enable ICT to be procured during the construction
phase

6. RECOMMENDATIONS

The implementation of an intelligent backbone must have a
team approach and all major players should integrate the
systems. Experts should co-operate and make use of their own
particular strengths to deliver a complete solution.

Using a silo approach (each system considered separately)
contributes to a disconnect between services, which makes it
complicated for owners and visitors to the structures to take full
advantage of the benefits of intelligent building systems, such
as energy monitoring, security systems, and integrated
communications. A Master Systems Integrator that
implements the total ICT solution is often favourable for fully
converged systems.

Achieving on intelligent backbone entails the installation of
both ICT and BAS. Planning must happen upfront. ICT
infrastructure should be included in the early planning phase of
stadia design and development to ensure that the ICT and BAS
are designed to support current and future information needs.
There must be sufficient flexibility in the design of the
intelligent backbone to allow for future inclusion of feature-
rich services that were perhaps not initially envisaged or
available at the time of planning. It must support not only
today’s technology, but tomorrow’s as well.
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Convention shows that developers listen to architects and
consultants. It’s our experience that this is where the principal
problem exists. Very few such service providers have the skills
and knowhow to incorporate an integrated ICT/BAS concept
into the building design .

When investing in infrastructure, it is vital that sustainability is
entrenched in the construction design from day one.
Technology companies can help the construction industry to
achieve this. Today a new thinking in the approach to projects
is needed. Stakeholders need to listen to each other and form a
working partnership in the early days of a project. This will
benefit future generations and positively impact into the global
built environment, going forward.

7. CONCLUSION

Based on their project experience, it is possible for an intelligent
building design team to improve building sustainability by
setting energy performance goals and managing the building
system’s inter-dependencies culminating in the production of a
more efficient, cost-effective and smart building. A master
systems integrator is recommended to implement the design.

Sustainability should be a key focus area for developers and
other stakeholders. ICT can be a significant enabler in achieving
sustainability.

Its apparent though that a major obstacle facing the ICT
industry is the human tendency to resist change. The individual
system silo approach is still favoured because it is familiar and
perceived as easier to implement, compared with the
‘unfamiliar’ advantages and benefits of converged technologies.

In closing, the current and future built environment
professionals need to be educated and up-skilled by the ICT
industry, in order to understand the benefits. This will ensure
that there is no resistance to a dialogue between professionals at
the conception phase of a project thereby ensuring that the
required infrastructure is installed and the above mentioned
threats to building sustainability are overcome.
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ABSTRACT

The removal of carcinogenic polycyclic
aromatic hydrocarbons (PAHs) from soils
presents a challenge to scientists and engineers.
The high hydrophobic nature of PAHs enables
their strong sorption onto soil particles. Thus,
the application of surfactant washing systems
may be a favorable option to release these
pollutants from contaminated soils. One of the
main limitations for the surfactants applications
in soil remediation is the lack of knowledge
about the environmental fate of the PAH-loaded
surfactants. The investigation presented here
focused on the electrochemical destruction of
anthracene and pyrene extracted from
contaminated soils by two  non-ionic
surfactants, Triton X-100 and Tween 80. The
electrochemical treatment of these solutions
was carried out in a glass cubic electrolytic cell
of 0.4L working volume and graphite electrodes
material. Nearly complete degradation of model
PAHs was reached for all the experiments

Keywords: Soil pollution,
Electrochemical treatment,
and Surfactant recycling.

Soil washing,
PAH-destruction

1. INTRODUCTION

A potential technology for rapid removal of
PAHs adsorbed to soils is washing the
contaminated soil with surfactant solutions for
the ability of these chemicals to partition
hydrophobic organic compounds into their
micelle  core.  Surfactant-enhanced  soil
remediation is an excellent alternative to pump-
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and-treat  for  remediation of  PAHs-
contaminated soil [1]. One of the main
limitations for the surfactants applications in
soil remediation is the lack of knowledge about
the environmental fate of the PAH-loaded
surfactants. Once PAHs enter into wastewater,
it is difficult to remediate by conventional water
treatment methods, as they are essentially
recalcitrant, persistent and non-reactive in water
[2]. Accordingly, many research efforts have
been expanded to find suitable methods for
remediation of soil and water environments
contaminated with PAHs [3]. Solvent
extraction, activated carbon adsorption, and ion
exchange can strip the contaminant out of
surfactant micelles leaving the micelles intact in
solution [4]. Among these methods, an
environmentally friendly approach for PAH
degradation in aqueous solution could be based
on the electrochemical treatment [5].

The objective of the present study is to evaluate
the validation of reusing the electrochemically
treated surfactants for excessive cycles of soil
washing process.

2. MATERIALS AND METHODS

Materials

Two types of non-ionic surfactants, Triton X-
100 (C34Hg011) supplied by Thomas Baker
(India) and Tween 80 (C24H4406(OCH2CH2)20)
obtained from Atlas Chemical Company
(England), were used to carry out this study.
Each surfactant solution was previously used
for alternatively extracting anthracene and
pyrene from PAHs-contaminated soil samples.
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The characteristics of the surfactants are given
in Tablel

Table 1 Properties of the surfactants as
provided by the supplier.
Surfactant Mwt HLB Purity
(g/mol)
Triton X-100 646.87 13.5 99%
Tween 80 1309.0 15.0 97%

The chemical structure of the surfactants and
the model PAHs used in this study are given in
Figs.1 and 2.

e
HsC—C—Cc—C
Ho
CH,

CHa
Triton X-100

H—(0CHCHy)y—0 (CHyCHyO)y
0— (CH;CH,0)y—H
o O—(CHQCHQO)ZY(
0
x+y+z+w=20

0

CH,)-CH=CHICH,);CH;

Tween 80

Fig.1 Chemical structure of the tested non-ionic
surfactants.

T\

—~ =
“Y Y ] \ 7\ 7
N T \—/
Anthracene Pyrene

Fig.2 Chemical structure of the model PAHs.

Electrochemical cell

For this study, an electrochemical glass cell of
0.4 L working volume was used. The cell had a
cubic body with a working graphite electrode
immersed area of 52 cm’® and an electrode gap
of 8 cm. Sodium sulfate (Na,SO,) was selected
as an inert supporting electrolyte of 0.1 M
concentration.

All experiments were conducted at constant
voltage drop (5V) applied through a couple of
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graphite electrodes with a DC power supply
(Model L30E). Magnetic stirring was used to
prevent concentration and pH gradients. The
experimental set-up is given in Fig.3

(2

9
S
'

4)

{ S—

(5

/00 o\

Fig.3 Experimental set-up: (1) electric power
supply, (2) electrolytic cell, (3) graphite
electrodes, (4) PAHs-loaded surfactant solution,
(5) magnets, (6) magnetic stirrer.

Experimental procedure

The PAHs-loaded surfactant solutions were
treated by electrochemical technique to destroy
the previously extracted PAHs from
contaminated soil samples and to allow
recycling of the PAH-free surfactant solutions
for excessive soil washing cycles. Four
different surfactant solutions (Table 2) were
alternatively treated in the electrolytic cell.

Table 2 PAHs concentrations in the non-ionic
surfactant solutions.

Sol. Surfactant PAH PAH conc.
No. (mg/L)

1 Triton X-100  Pyrene 71.63

2 Triton X-100  Anthracene 49.39

3 Tween 80 Pyrene 58.27

4 Tween 80 Anthracene 41.17

The difference in the initial concentration of the
model PAHs in the surfactant solutions is due
to the different desorption capacities of pyrene
and anthracene from the spiked-soil as it was in
the order of pyrene > anthracene.

Samples of the electrochemically reacted
mixture were taken from the electrolytic cell
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every 2 h to be analyzed by HPLC for
determination of PAHs concentrations gradient.
The electrolyte pH and conductivity were
monitored along the treatment period.

In order to estimate the wvalidity of the
electrochemically treated surfactant solutions,
these solutions were reused for extracting
alternatively pyrene and anthracene from
PAHs-spiked soil samples. The initial
concentrations of pyrene and anthracene in soil
samples were 500 mg PAH/kg soil. Then after,
the PAHs-loaded recycled solutions were
retreated electrochemically to destroy the
extracted PAHs.

3. RESULTS AND DISCUSSION

In order to obtain PAHs-free washing solutions,
the PAH-loaded surfactant solutions were
treated for complete degradation of PAHs. In
the present study, electrochemical oxidation
was proposed as a convenient treatment for
PAHs destruction in which, the electrical
current induces redox reactions upon the
surface of the electrodes and the oxidation
reaction results in the destruction of the
refractory organic pollutants. The time-courses
of anthracene and pyrene destruction in virgin
solutions of Triton X-100 and Tween 80,
respectively are shown in Fig. 4.

According to Tran et al. [6], the anodic
oxidation of pollutants occurs heterogeneously.
Initially, the organic pollutants will transport
toward the anode electrode surface to be
oxidized, and then two different regions can be
recognized as illustrated in Fig. 4. In the first
region, the degradation of PAHs increases
almost linearly within the initial duration.
Beyond 10 h, the rate of PAH degradation
remains nearly stable.

The decomposition of the pollutants occurs due
to electrophilic attack of oxidizing species, e.g.
hydroxyl radicals, ozone which are generated
electrochemically. These species generated
from destruction of water molecule at anode
surface and react favorably with electron-rich
compounds. They efficiently react with the
carbon double bonds C=C and attack the
aromatic nucleus, which are the major
component of refractory PAH.
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Fig.4 Profiles of PAHs electrochemical

degradation with time in the virgin surfactant
solutions.

Similar profiles were obtained for the
degradation of anthracene and pyrene in Triton
X-100 and Tween 80. The initial slope of
anthracene degradation was higher, reaching an
average value of about 95% in 6 h, increasing
up to complete degradation after 10 h. For
pyrene, it is notable that the initial and final
degradation levels were relatively lower than
anthracene. This could be attributed primarily
to the level of aromatic fractions of the model
PAHs molecules (Fig.2) as higher fraction of
aromatic fractions may need longer time to be
destructed. Also, the higher level of pyrene
concentration (Table 2) may represent another
potential reason for the lower degradation rate
of pyrene compared to anthracene.

However, for anthracene and pyrene, their
degradation rate in Triton X-100 was slightly
lower than in Tween 80 and this result may be
explained by the different hydrophobicity of the
surfactant solutions which in turn could affects
the interaction between the miceller core and
certain PAH. Thus, in case of anthracene, after
24 h of electrochemical treatment, complete
degradation up to 100% has been obtained. For
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pyrene, few more hours up to 6 h may be
needed to obtain a complete degradation. Such
a fact points out the potential of this technique
for PAH degradation in surfactant solutions as
well as being compatible with the environment
because the main reagent which is the electron
is a clean one [7].

Additional observations can be estimated
relative to the electrochemical degradation of
PAHs as follows:

e The PAHs degradations didn't affect the pH
of the electrochemically treated surfactant
solutions since the pH remained in the range of
7.4-7.9 in the electrolytic cell during the
progress of the PAHs degradation process.
Preventing concentration and pH gradient was
due to the continuous mixing of the
electrochemically  treated  PAH-surfactant
solution using magnetic stirring.

e Prior to adding the inert electrolyte Na;SOs,
the electrical conductivity values of the
surfactant solutions in the electrochemical cell
were at a range of 31.6-38.8 ms/cm for the two
types of PAHs in each surfactant solution.
Upon the addition of Na,SO4, consequently
electrical conductivity increased up to about 65
ms/cm. This raise in the electrical conductivity
is well expected [8], which in turns increased
the reaction rate significantly, and almost
complete oxidation of the PAHs was reached in
shorter treatment time with adequate electric
power consumption.

The percentages of PAHs destructions in the
electrochemically treated surfactant solutions at
10 and 24 h are given in Table 3.

Table 3 Electrochemical destructions of PAHs
in virgin surfactant solutions at 10 and 24 h.

PAH PAH destruction (%)
10 h 24 h
Triton X-100
Anthracene 98.5 100
Pyrene 69.0 83.0
Tween 80
Anthracene 100 100
Pyrene 74.0 89.3

"Average of 2 values.

Due to the relatively high cost of surfactants, it
is necessary to examine the possibility of
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recycling the washing solution and to verify the
efficiency of this solution in a successive soil
washing process. The percentage removal of
PAHs from soil samples using recycled
surfactant solutions compared to virgin
solutions are given in Table 4. These promising
results indicate the validity of reusing the
electrochemically treated surfactant solutions
for subsequent soil washing cycle.

Table 4 Comparison between the efficiency of
PAHs desorption from soil by virgin and
recycled surfactant solutions.

PAH PAH desorption (%)
Virgin Recycled
solution solution
Triton X-100
Pyrene 86.3+2.6 83.8+3.5"
Anthracene 59.5+4.1 57.5+6.3
Tween 80
Pyrene 70.2+4.6 68.4+3.8
Anthracene 49.6 £ 2.8 475+34

i represent one standard deviations; n = 3.

Upon completion of soil washing cycle with the
recycled surfactant solutions, they re-subjected

to an electrochemical treatment for the
destruction of newly extracted PAHs. The
electrochemical  degradation profiles of

anthracene and pyrene in recycled surfactant
solutions are presented in Fig.5. The profiles
and the rate of PAH degradation are nearly
similar to those obtained as for PAHs
destruction in virgin surfactant solutions
(Fig.4). The percentages of anthracene and
pyrene destruction in the recycled surfactant
solutions are presented in Table 4.

Table 4 Percentages of PAHs electrochemical
destruction in recycled surfactant solutions at
10 and 24 h.

PAH PAH destruction (%)*
10 h 24 h
Triton X-100
Anthracene 98 100
Pyrene 64 83
Tween 80
Anthracene 100 100
Pyrene 70 85

"Average of 2 values.
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As shown in Tables 3 and 4, the degrees of
PAHs degradation in recycled solutions are
approximately at the same level as in virgin
surfactant solutions.

These findings suggest a potential approach for
PAHs degradation due to the high efficiency of
electrochemical treatment as well as the
flexibility of recycling the surfactant solutions
for excessive treatment cycles.
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Fig.5 Profiles of PAHs electrochemical

degradation with time in recycled surfactant
solutions.

4. CONCLUSION

This study has demonstrated the effectiveness
of the electrochemical treatment employed for
PAHs degradation in virgin and recycled
micellar forming suspensions. The remediation
of the PAHs-loaded surfactant solutions has
been developed and evaluated at a laboratory
scale in a cubic glass electrolytic cell
comprising of graphite electrodes. The liquid
collected from the electrokinetic remediation
process, which was polluted with anthracene or
pyrene  was  successfully oxidized by
electrochemical treatment ready to be recycled
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for excessive soil washing cycles. The quality
of the recycled surfactant solution and their
efficiency to clean-up the PAHs-contaminated
soil were approximately similar to the virgin
solutions quality indicating the potential of the
electrochemical treatment application.

It can be concluded that the electrochemical
treatment described here was highly suitable for
PAHs degradation.
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ABSTRACT

The need for an effective maintenance strategy and management
system has been recognized as a very important and critical for
reducing operational and maintenance costs, especially when the
equipment increases in size and complexity. Selection of an
appropriate and adequate maintenance and its frequency is
considered to be crucial for failure free operation of plant
equipment maintenance in process industries, particularly in
desalination plants. In this paper a Decision Making Grid
(DMG) technique has been applied to select the most suitable
type of maintenance. Further, this paper outlines mathematical
models that are applied to determine the optimum inspection
frequency based on stochastic failures under preventive
maintenance. Mean time between failures, mean time to repair
and mean inspection time are fitted to compute optimum
inspection frequency under preventive maintenance. Case
studies from a desalination plant are presented based on the
actual break down details and maintenance information.
Keywords: Mean Time between Failures, Mean Time to
Inspections, Mean Time to Repair, Condition Based
Maintenance, Preventive Maintenance, Decision Making Grid .

1. INTRODUCTION

Modern production equipment has been designed with greater
production capacity and higher reliability to meet the rigorous
operating demands of industries, especially process industries.
These improvements have also made the equipment more
complex and challenging to maintain. Over the past few years,
there is enormous emphasis to improve the maintenance
performance. However if maintenance strategy is to be effective,
it must be supported with a decision on adequate resources and
maintenance information. Computerized maintenance system
and decision models provide the maintenance planners to take
decisions on how a plant should be maintained and how often
and how much maintenance is to be done in an effective manner
with minimum cost [1].The application of various maintenance
strategies during the life period could be established based on
the failure pattern of any system. In Operate To Failure
(OTF) or Breakdown Maintenance, machine is repaired once it
fails and the downtime expected here is short. Fixed Time
Maintenance (FTM) or Preventive Maintenance (PM) is a time-
based strategy where maintenance actions are performed on a
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pre-determined, periodic basis. PM involves the repair,
replacement, and maintenance of equipment in order to avoid
unexpected failure [2]. The objective of any PM program is the
minimization of the total cost of inspection and repair, and
equipment downtime (measured in terms of lost production
capacity or reduced product quality). The traditional approach in
PM is based on the use of statistical and reliability analysis of
equipment failure. Under statistical-reliability (S-R) based PM,
the minimum total cost objective is pursued by establishing a
“optimal” PM interval at which the equipment or system can be
replaced or overhauled [3].

Condition Based Maintenance (CBM) approach involves the use
of sensor-based monitoring of equipment condition in order to
predict machine failure. Under condition-based maintenance,
intervals between PM works are no longer fixed, but are
performed only “when needed” [4]. Design Out Maintenance
(DOM) and Skill Level upgrade (SLU) are also well considered
maintenance strategies in industries. In DOM, the equipment is
designed for minimum maintenance, but takes a long time to
bring it back upon failure, whereas the machine can be repaired
very fast upon failure in SLU.

2. DECISION MAKING GRID

Grid Analysis or Decision Making Grid (DMG) is a useful
technique for making a decision on maintenance and considered
to be powerful where a number of alternatives are available to
choose from, and many different factors to take into account [5].
The DMG map has different levels/ranges as rows on a table,
and the factors/criterion of maintenance as columns. The score
of each option/factor combination is weighted and added these
scores are accumulated to give an overall score for the option.
DMG is an effective method that uses a multiple criteria for the
evaluation of machine performance such as downtime and
frequency of failures. DMG model is very effective in getting
rid of critical problems of machines. Further, DMG deals with
the selection of the appropriate maintenance strategy that is
suitable for prioritizing failure analysis. When there are several
options, DMG tool helps the maintenance engineer to choose
the correct decision amongst other different factors [6].
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3. MATHEMATICAL MODELS

3.1 Inspection models
The availability A of an equipment or plant is given by a simple
equation

A=—— 1)

Where, R is the Reliability and M the Maintainability.
MTBF(Mean Time Between Failures) is a measure of the
reliability and is fixed for given equipment, whereas MTTR
(Mean Time To Repairs) is a measure of maintainability[7]. The
availability of machine can be increased by reducing the MTTR
which could be possible only by an effective and meaningful
maintenance strategy. The maintenance decision is primarily
related to inspection of machine for finding the working
condition. The inspection of machine can be optimized based on
past information on the machine and their interpretations.
Decision on optimal inspection could be complicated as it
entails consideration of cost, down time, production demand,
preventive maintenance shut down and survival time etc.
Further, for a constant failure rate (A) of a machine, the
following simple relation for the examination interval can be
deduced [4]:

At_ _ Ci
ert— At —1+AC—J] )

where c; is the examination cost and cy is the unitary downtime
cost or cost of repair.

Our goal is to determine the inspection policy which minimizes
the total downtime per unit time incurred due to a breakdown as
well as to maximize the profit per unit time. The total down time
D( n) is considered as sum of down time incurred due to repairs
per unit time and inspection per unit time[8]. This will give rise
to equation.3

M+?

D(n) = 3)

Where p is the Mean Service rate= 1/MTTR and i is the Mean
inspection rate =1/Mean Time to Inspection (MTTI).
Differentiating above equation,

d —Amy 1 ‘) = =#
d—n[D (n)= p +i and hencel (n) = p )
Substituting for A(n) =§ and A'(n) = % ; where the K can be

interrupted as the arrival rate of break-downs per unit time when
one inspection is made per unit time. We obtain an expression
for inspection frequency to minimize the down time as

n(D) = E‘ )

We can extendequation.5 for maximization of profit as

e = Ll ©

Where C, is the profit of the value of the output in an
uninterrupted unit of time if there is no downtime losses, C; is
the average cost of inspection.
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3.2 Preventive Maintenance replacement models

There are two basic preventive maintenance policies for the
systems that are subject to stochastic failure. They are age-based
replacement policy and constant-interval replacement policy [9].

According to age-based replacement policy, preventive
replacement is performed after t, hours of continuous operation
without failure. If the system fails prior to t, hours, maintenance
(replacement) is performed at the time of failure and preventive
maintenance is rescheduled after the same t, operational hours.
In a constant-interval replacement policy, preventive
replacement is performed after it has been operating for the total
t, hours, regardless of the number of intervening failures. If a
failure occurs prior to t, hours, only a minimal repair is
performed. Minimal repair does not change the failure rate of
the system and preventive maintenance (replacement) renews
the system and it becomes as good as new.

An age-based replacement policy is generally suited for simple
equipment or single-units in which repair at the time of failure
(replacement) corresponds to a general overhaul. A constant-
interval replacement policy is suited for complex systems like
engines and turbines which has a larger number of units within
itself. In this paper, the constant-interval replacement policy is
reviewed to determine the optimal time for preventive
maintenance, t, as age-based replacement policy is relevant to
simple equipment only [10].

Total expected cost of preventive and breakdown maintenance
per unit time,

Total expected cost due to PM & minimal repairs

UEC(ty) = Expected length of interval

_ Cp+ @H (p)
t,

0

P

Where, H(t,) = [P A()d ¢ A(t)= Ei;

and C, is the cost of PM

and Cg is the unitary

downtime cost or cost of repair
replacement.

And f (t) is Time-to-failure probability density function, R(t) is
the reliability and tpis Time for preventive replacement. The
optimal tpis the value of tythat minimize the function UEC(t,).

4. CASE STUDIES:

4.1 Decision Making Grid

In this paper, the selection of appropriate maintenance strategy
for a desalination plant is devised using DMG. Approach
adopted here is categorizing the desalination plant failures by
considering their downtimes and frequency of failures. Various
factors are taken into account while developing DMG model
such as machine criticality, downtime, frequency of failures,
machine age and other operational limitations.

The following steps are used to implement the DMG for the
desalination plant.

Step.1: Criteria Analysis: In this step, an attempt is made to
assess how badly the component is performed for a period of
two years’ time. The worst performers are sorted and placed into
high, medium, and low sub groups according to number of
failures and down time as shown in Table.1. It is a priority table



for the failures based on down time and number of failure of an

item.

Step.2: Decision Mapping: The aim of this step is to monitor the
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Figure.1. This is done by assigning the type of maintenance to

be followed depends upon the down time. Here the grid acts as a
map on which the performance of worst components is located

worst component of the desalination unit on a grid as shown in

Table.1
Data Analysis for the DMG

according to multiple criterions.

Down Time
Name (hours) Name Frequency
Tube Leaks 48 Tubes Leaks 15
Bundle Fouling and Scaling 48 Bundle Fouling and Scaling 25
Hich Screen Jetting 48 Screen Jetting 6 Hich
i i
& Filters(Demister) 48 Gaskets 5 &
Chemical Air Pumps 24 Feed Pump 5
Feed pumps failure 24 Chemical Air Pumps 5
Gaskets 12 Pin Hole Leaking 5
Pin Hole Leaking 12 Vales Failure 4
Medium | Valve Failure 12 Loss of Vacuum 2 Medium
Temperature Gauges 12 Temperature Gauges 2
Chemical Drum Leaking 12 Bolts broken 2
Loss of Vacuum 6 Chemical drum Leaking 1
Instrument line failure 6 Instrument line failure 1
L Sample point clogging 6 Sample point clogging 1 L
o Bolts broken 6 Filters (Demister) 1 ow
Broken knobs of pumps 6 1
Loosen of different types of flanges 3.6 Loosen of different types of flanges 1
DOWN TIME
Low Medium High
F OTF FTM CBM
R A: D: G:
E Low (Instrument a; Chemical Drum Filter (Demister)
point, flanges)
Q ~
U FT FTM
. B: H:
E Medium Bolts lves, Nil
Temperature es,
N Inside Vacuum
C <
SL FTM
Y C: F:
High Nil Gaskets
al air
pump, Feed pump;,
Screen Jetting
\ 4

Figure 1: Decision Mapping
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Step.3: Multi leveled decision support: Once the worst
performing machines are identified and the appropriate action is
suggested, it is now moved from strategic systems level to the
operational component level [11]. Figure.2 represents criteria of
evaluation (objectives), types of machine, failure categories and
failure details etc. The criteria evaluation is based on downtime
(in minutes or months), frequency of failure, spare parts

requirement and bottlenecks in work execution. Further, these
criteria are mapped under various failure categories and then
fault details are assimilated. Interrelationship between the
criteria and failure modes are indicated by arrows. Table.2
depicts the DMG obtained from a multilevel decision support
based on Figure 2.

| Desalination Unit Multiple Criteria Decision Analysis (MCDAI) |

Level 1: Criteria

Downtime

Frequency

Bottlenecks

Spare Parts

-~

2
Refinery Desalination Unit

Level 2: Criteria

Electrical Mechanical

| Material inadequacy |

Pneumatic | Software

| Pumps Failure |

Tubes Failure| | Scaling & Fouling |

Design Failure

Level 2: Fault
|Loss of Vacuum |Materia| Deterioration| | Pressure Faults | | Corrosion
Figure 2: Multi leveled decision support
Table.2
Decision Making Grid
SI No Downtime Frequency Failure Name Decision taken

1 Low Low Instrument air, sample point, flanges, Pumps broken OTF

knobs
2 Low Medium Bolts FTM
3 Low High Nil SLU
4 Medium Low Chemical Drum FTM
5 Medium Medium \Ijin Hole, Valves, Temperature Gauges, Desal Inside FTM

acuum

6 Medium High Gaskets FTM
7 High Low Filter (Demister) CBM
8 High Medium Nil FTM
9 High High Tubes Leaks, Bun(_jle Fouling, Chemical Air Pump, Feed DOM

Pump, Screen Jetting

The DMG model developed and proposed for implementation
could support the decision making on strategies of maintenance
for equipment in the desalination plant.

4.2 Inspection models
Maintenance records were reviewed and the breakdown and
maintenance information are obtained for determining optimum
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inspection frequency. The optimum inspection frequency based
on cost and down time computed using the model described by
equation.5 and 6 is exhibited in Table.3. Here, the inspection
cost per month and cost of products per month (production loss)
are taken as RO (Rial Omani) 2.750and 20910 respectively.
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Table.3
Optimum Inspection Frequency
Cost of Optimal
SL.NO | Inspection items K (Dljl/[iI:tIZS) (1\1/}/11:5;) Repair in Insll))ection
RO n(P) n(D)
1 Tube Leaks 0.625 192 30 3251 2 2
2 Bundle Fouling and Scaling 1 120 60 114 2 2
3 Screen Jetting 0.25 480 15 179 3 3
4 Filters 0.042 288 30 9.6 1 1
5 Chemical Air pumps 0.21 288 30 52 3 3
6 Feed Pumps Failure 0.21 288 60 62 3 3
7 Gaskets 0.21 144 30 27 1 1
8 Pin Hole Leaking 0.125 240 30 19 1 1
9 Valves failures 0.21 144 60 51 1 1
10 Chemical drum Leaking 0.042 720 15 29 1 1
11 Bolts broken 0.083 180 30 10 1 1
12 Instrument failure 0.042 360 30 22 1 1
13 Sample point clogging 0.042 360 40 7.5 1 1
14 Loss of vacuum while starting 0.083 180 60 15 1 1
15 Pumps Control 0.042 360 15 12 1 1
16 Temperature Gauges 0.125 120 15 27 1 1
17 Flanges 0.042 216 20 6 1 1
4.3 Replacement models /
The breakdown details of the three similar sea water pumps for H(ty) = fo 4 A(6)d t= fotp - 61_ {i ¢ =1 1336_6_lD .

past three years (36 month) were studied. It is assumed that
during three years this equipment follows a uniform time to

failure probability density function. Considering pump.1, the 3374150655
cost of preventive replacement is RO 337 and the cost of failure UECft)= Gt ®H () _ To
replacement is RO 1500, the optimal time for preventive % %
replacement can be estimated as follows, - 3t_37 1t_5°ﬂ] %t

P P P

1

(11)

(12)

f(hH=— 0<t<36 ®) . .
36 The expected cost of PM is computed for different values of
. 1 9 time as depicted in Table.4.The value of tythat gives the lowest
R@®)=1- T ©) expected cost (UEC) is shown in Figure.3.
) _ 5 1
= = 36 =
A®) R(t) 1 —t 36—t (10)
36
Table.4
Expected cost of PM
Cost of Cost of Time t, in months
Cost failure Preventive
replaceme | Maintenance 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
nt (RO) (RO)
Pump 1 1500 337 82 803 | 78.7 | 77.6 | 76.8 | 763 | 76.1 | 76.2 | 76.5 77 77.7 | 78.6 | 79.7 | 81.1 | 82.7 | 84.6
Pump 2 1700 460 102 | 98.7 | 96.2 | 944 | 93.1 | 922 | 91.6 | 91.3 | 91.7 | 91.7 | 922 | 93.1 | 942 | 955 | 97.2 | 99.3
Pump 3 1100 515 87.3 | 833 80 775 | 755 | 73.9 | 72.6 | 71.6 71 70.5 | 70.3 | 704 | 70.6 | 71.1 | 71.8 | 72.8
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Figure 3: Optimal replacement time

5. CONCLUSION

Sea water desalination is extremely vital for the daily life
activities and for the development of GCC states like Sultanate
of Oman. The desalination plant has been suffering from
frequent shutdowns and repairs over the past years. It is apparent
that there is a lack of a proper maintenance strategy which could
reduce down time and unwarranted failures. Based on the
analysis that was carried out, a DMG model has been developed
for the selection of appropriate maintenance strategies in order
to reduce the frequency of failures and the downtime of the
desalination plant. The DMG model developed is very effective
in getting rid of critical problems of machines and to select
appropriate maintenance strategy for the Desalination plant
considering various aspects such as down time, frequency of
failure, spare parts, failure modes etc. A fair estimate of
inspection frequency has been derived considering MTTR,
MTTI, breakdown details and various cost elements.
Implementing the inspection models  obtained can reduce the
frequency of failures and will prolong useful operating time of
plant equipment. Further, the mathematical model has been
applied to determine optimum replacement for seawater pumps
under constant interval replacement policy. The result shows
that the optimum PM replacement is influenced by failure rate,
cost of replacement and cost of PM instead of a fixed schedule.
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ABSTRUCT

The authors propose a new creative concept of “meta-
engineering” as a dynamic engineering approach that
is effective for breakthrough innovation.

A science and technology driven country is expected
to play a leading role in addressing increasingly more
diversified global issues and in solving them with
maintaining harmony of sustainable growth of human
society and preservation of environment in recent
years. A key for performing such a role lies in
innovation by continual orchestration of global issues,
science and technology, and new social value.
Addressing merely emerging issues with science and
technology is insufficient for realizing breakthrough
innovation. The proposal maintains that the spiral
process is a key driving force for innovation and
solution of challenges that local economy, regional
communities, whole countries, and the world are faced
with. The processes include “mining invisible and
potential/latent issues from bird's eye point of view
(M)”, “exploring and strengthening necessary science
and technologies (E)”, “converging these science and
technologies to generate solutions (C) ~ and
“implementing them for creating social value (I)”.
These processes are represented as MECI process.
“Meta-engineering” that the authors propose is
different from the engineering approach of today that
focuses only on converging of technologies. “Meta-
engineering” is to promote radical innovation going
down to the root of a superficial problem.

For further deepening and perfection of “meta-
engineering,” more accelerated investigation and
specific demonstration and implementation in parallel
are indispensable. Such actions require well-
coordinated  and  intense  academia-industry-
government collaborations with close interactions
with the general public, under the national and
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international science, innovation
policies execution.

The authors emphatically propose to put a high
priority on the development of “meta-engineering” as
a new approach for innovation and sustainability for

generations to come.

technology and

Keywords: Innovation, Science and technology,
Converging technology, Meta-engineering, Issues.

1. INTRODUCTION

The authors are working as members of the
Engineering Academy of Japan (EAJ). EAJ has the
Committee on Technology Policy that proposes
effective policy of science and technology that are
necessary from the standpoint of engineering for
society.

Globally cloud computing, smart grid, and
iPhone/iPad are coming out as innovation. On the
other hand, not so many innovations are coming out
from Japan while Japan is said to be extremely good at
engineering, capable of making excellent products,
and has competent craftsmen. This is the start point of
the investigation.

Engineering has many definitions and it is often
defined “to design under constraints [1]” in National
Academy of Engineering in the US. Or “to provide an
optimal solution within a limited given condition.”
The authors question whether these definitions are
sufficient. Totally different answers may be obtained
that may lead to innovation, by removing the
constraints, instead of by narrowing down. In studying
innovation, the authors first took notice of
“converging technology,” which is an idea developed
in the US [2] and the EU[3]. If this idea fits well in
Japan, just need to be developed into a Japanese-style
converging technology. After analyzing these
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activities the authors reached a conclusion that meta-
engineering is the key factor for innovation.

2. CONVERGING TECHNOLOGIES IN
EUROPE AND US

Converging technologies (CTs) start with identifying
what the future challenges will be and exploring what
sciences and technologies will be needed for them. In
the final proposal of CTs, the four fields of NBIC —
nanotechnology, biotechnology, informatics
technology, and cognitive science — are identified as
the core technologies [4]. It also says that any single
field of them is not enough to address global issues
and that converging multiple fields are necessary.
“Converge” means “to bring together.” While the four
fields of NBIC are originally independent, they should
be converged keeping the original fields. Some fields
may merge into a new field if a new field emerges, but
the respective original fields must remain as well.

3. CONVERGING TECHNOLOGIES IN JAPAN

In the US where innovation continues, the people are
superior in mining potential issues. They find issues to
address solutions, and then make all efforts for the
solutions. Japanese are good at finding a solution for a
given issue under limited conditions, but are rather
weak with open questions with no limits nor
conditions. Innovation is mnot realized unless
approaching the unseen issues and seeks solutions. It
is necessary to think what is behind the visible issue,
what the real issues are, and what the hidden issues
are.

When a Japanese company does business, it tends to
think, “We are capable of doing this. How could we
make this into business?” In US Company, however, it
has a clear vision “we want to do this kind of
business.” A project starts in a top-down style, where
the top people think what they have, what they don’t
have, and what they should do. In Japan, the bottom-
up style is very strong, where the technology that the
company possesses is molded into a new product.

Two typical Japanese products are as examples. First
one is an air conditioner. It is highly efficient. It uses
intelligent inverters and heat pumps, and utilizes very
fine technology. Secondary the hybrid vehicles
combine the gasoline internal combustion engine and
the battery motor in a sophisticated manner. Two of
these are both very excellent in a manner that these
solve the visible problems under the given constraints.
Since the Japanese are capable of such skills, they try
to solve problems in that manner.
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4. META-ENGINEERING

The authors decided to name the effort of mining
potential issues and solving them by removing the
limitations as “meta-engineering.” (Fig.1) The
definition of Meta-Engineering is as follows:

First we find the hidden and not apparent issues in our
society. Then we look for the appropriate science and
technologies to solve this issue. In many cases it is
difficult to solve the issue by single science and
technology and we need to converge several science
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Fig. 1 Meta-Engineering

and technologies. Finally we implement this solution
to the real world and get new value to the society.
Several references show the term meta-engineering
has been used in some areas [5], [6]. The authors
selected this term for this proposal. After considering
other candidate names such as “holonic engineering,”
“comprehensive engineering,” “ecological
engineering,”  “transformative  engineering,” or
“Japanese converging technology,” etc.. The authors,
however, determined as meta-engineering since this
name produces an image of metaphysical engineering
as a level above current engineering. Meta-
engineering places “why” question at the beginning.
For instance “why is innovation is necessary in energy
field?”  One of the answers will be “to keep the
global environment and natural resources for our next
generation.”

Always keeping the above “why” in mind, meta-
engineering is to circulate the four processes into a
spiral. It begins with mining process to find an
invisible and potential or buried issue (M), and then
exploring necessary science and technology to solve it
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(E). If the issue cannot be solved by existing science
and technology, some technologies are converged (C).
Finally, the solution to the issue is implemented (I).
These processes are represented as “MECIL.” Another
new issue emerges in this process. The image of the
four processes turning round and round is important.

One of the reasons of returning to the process of
mining a new issue is that innovation is meaningless
unless it continues. And so the four processes repeat
cyclically.

In that sense, it is a spiral rather than a cyclical
feedback. It means that, the world may change by
introducing new things, but some other potential issue
arises because of that new introduction.

This MECI process is cultivated in meta-engineering
field or “Ba” in Japanese.

5. IMPORTANCE OF ‘WHY’ PROCESS

The most difficult part is mining potential issues. The
authors have no specific plan at the moment, but
marketing shows some hint.

A salesperson visits a client, and the client says, “I
want to drink some juice.” (Fig.2) In a Japanese
company, the salesperson will purchase a high
technology juicer and some fresh fruits, make juice,
and take it to the client. The client will be 100%
satisfied and may buy the glass of juice for 10 dollars.
Though the actual cost maybe 9 dollars to buy the
juicer and the fresh fruits. Selling the glass of juice for
10 dollars generates 1-dollar profit. In a Japanese
company, this is highly evaluated because the
customer satisfaction is 100%.

On the other hand a US company looks at the root of
the issue. If the client says, “I want some juice,” the
salesperson will ask, “Why do you want juice?”
(Fig.3) When the client answers, “Because I'm
thirsty,” the salesperson will sell water. This will solve
the client’s thirst. Another client may say, “I want
some cola.” He may be just thirsty. Then, the
salesperson will sell a glass of water for 1 dollar to 10
thirsty clients. If he sells water for 1 dollar a glass, the
sales will be 10 dollars. Assuming the total cost of 10
glasses of water is 5 dollars, the profit is 5 dollars.

In this example a Japanese salesperson misses the
process to identify “what is really necessary.” The
authors consider this process is important and
Japanese should train themselves to acquire this point
of view. The Japanese are keen on “how” and “how-
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to.” But they need to go beyond into “what is really
important” and “why” so that they would mine
invisible potential issues. In the example “what” is to
know that a client wants juice, “how” is what kind of
juice to sell, and “why” is that the client is thirsty.

In conventional engineering, “what” is given as a
problem to be solved, and an engineer figures out
“how” to make something. It is suggested that an
engineer go down to “what” and “why.”

Through the discussions in EAJ the authors noticed
two major points. One is education: How to help
people realize the importance of “why” process. The
other is further research of meta-engineering itself.
These are the current tasks that the authors propel.
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As to education, debating is a common and effective
measure in the US. In the course of debating, the
settings and perspectives will change. Through debate
people will learn switching perspectives.

There was a symposium on privacy and security in
the information society, organized by the engineering
academies of Japan and the UK. Japan discussed
about how pattern recognition could be performed by
video cameras and at what angles the cameras should
be set. The UK started a discussion on the institutional
approach of security conservation, of how to privacy
while maintaining national security.

Japanese engineers are accustomed to saying nothing
about the system. They focus on technological aspects
because they consider that it is what they are expected
to do.

Switching perspectives are important for engineers
who tend to get fixed a perspective if they stay in one
place too long.

US company respects carrier mobility. Someone in
sales division may go to marketing division, or M&A
one, which the authors regard business development,
or do project management. People can experience
different types of work to enhance their own expertise.
If one stays in a position for 18 months, he/she earns
the right to move to another section in some US
company. There exist incentives to encourage
mobility.

6. MANAGEMENT OF TEHNOLOGY AND
META-ENGINEERING

There is a close relationship between management of
technology MOT) and meta-engineering.
Management of manufacturing technology, as an
example, shows the similarity between MOT and
meta-engineering. Here the important thing is not only
manufacturing process but also the kinds of product to
market, develop, manufacture and sell. Namely the
multiplication of “what” and “how” must be
considered. In short MOT is the multiplication of
“technology” and “management” under the
uninterrupted dialogue with market place. Even if you
have a good technology, it will be useless without
good management. And good management is
meaningless without a good technology. Balancing of
multiplication of technology and management is
important. Meta-engineering can play a significant
role here.
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There was a book written by Lester and Piore,
“Innovation: The Missing Dimension [7].” It says,
“Innovation will take place interpretively rather than
analytically.” The authors felt that this perspective
was new to Japan. Therefore it is important to expand
engineering to interpretation rather than to analysis
only. People with engineering expertise have the
knowledge of analysis. So if they enter the interpretive
process they may be able to attain meta-engineering.

This meta-engineering is practically realized in the
innovation of smart grid in energy area, cloud
computing in information area, and will be applied to
create innovation in mobility of human beings
transportation in future.

7.METHODOLOGY AND APPLIED
EXAMPLES

The outline of the methodology of the meta-
engineering is shown in Fig. 4.

When one applies meta-engineering to an issue to be
studied, the first step to be followed is to state “Why it
is the issue to be studied” based on the field on which
“What is the issue to be studied.” Then it is necessary
to dig the “What.” The process will become the one
shown in Fig. 5.

What can become "why"?  Anything will be
allowable only if engineering will be workable and is
ethically acceptable for the proposition. It is
unsuitable if the motion is based on the greed to get
money by cheating socially vulnerable people, such as
a retired handicapped person or a young child even if
it will be easily attained by applying modern ICT
technologies.

MINING: Define “Why” &
“What”

l—»

EXPLORING: Develop the
elements of “What”

Spiraljup
Seek new “Why” &
“What", constantly
to proceed new
“MECI"

)
CONVERGING: Develop &
Design a solution

| —
IMPLEMENTIG: Apply the
solution to the society”
—

Fig. 4. Outline of the methodology
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MINING: Define “Why” &
“What’
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Let us show an example. Suppose the basic field be
an energy problem. Why is the energy problem to be
studied? Because it is the science and technology
heavily related issue and it has to be overcome for the
survival of human beings and for the sustainability of
the earth. These are the definitions of “Why.”

When one applies meta-engineering to an issue to be
studied, the first step to be followed is to state “Why it
is the issue to be studied” based on the field on which
“What is the issue to be studied.” Then digging the
“What.” The process will become the one shown in
Fig. 5.

As far as the proportion of the electric energy
continuously increasing to occupy major part in the
total energy consumption, electric energy system
should be innovated dramatically. More concrete
expression of the subject is described as follows. The
generation and consumption of electric energy are so
rapidly changing that the grid system to connect these
should be innovated dramatically. The innovation
could be one of the vital solutions of the previously
stated “What.” It is seldom understood by the general
public why the grid plays very important role in the
electric power system to use electric energy
effectively.

The emerging issue about the power grid is “smart
grid.” Therefore, the next “What” will be as follows.
“Up to today, the efficiency and reliability of the
electric power system has been raised by enlarging its
scale. Without killing the strong point of the large
scale power network, and with promoting electric
power consumer be also a small scale power producer,
we would have the power system of next generation.
To develop the innovative way to go together of large
and small is the key issue.” This is the meta-
engineering “What” statement on the smart grid and
above description is the “Mining” stage.

Next is “Exploring.” The process shown in Fig. 6
will be followed.

It is necessary to develop the concrete parts, another
word, constituents which form “What” of the smart
grid. There are many; for instance, solar and wind
power generation equipment, electric energy storage
including battery for automobile, various electrical
household appliances ,and ICT equipment and
software to connect these parts. Some of these are in a
so called “Green House,” others are in the grid.
Various types of infrastructures which support
metropolitan and urban life would be taken into
account. It is sometimes effective to defuse the
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analysis intentionally ,so that interesting new issues
may be found.

These are all electricity related parts. Here, the
distribution and consumption of electricity is
connectively considered. Electric current form and
voltage height are the issues. Which are the more
convenient form, alternative or direct current for a
specific purpose? How high voltage is effective for
distribution and consumption. The electrical current
from solar power panel is at first dc. Electricity from
wind power is at first unstable ac. TV and personal
computer use very low dc voltage to drive their
electronic circuits. Air conditioner and refrigerator
receive 50/60Hz ac, then change its frequency,
another words, change received 50/60Hz ac to dc then
dc to ac of adequate frequency.

Electric energy storage is another important issue.
Until today, although pumping up hydro power station
has worked effectively as energy storage, and fuel cell
storage has continuously developed, the amount of
storage has still been insufficient form the smoothed
electric load curve point of view. The large number of
very small distributed electric power storage, that is an
automobile battery, is dramatically changing the
situation by being connected to power grid. Together
with solar cell, electricity is becoming consumed at
the very close place where it is generated. This type
of generation-consumption ratio will increase heavily.
Then is everything distributed?

The authors think “No.”  The development of
technology and business model by which many types
of concentrated and distributed power generation are
smartly connected, monitored and controlled would be
the winner of the coming electric energy field.

Many other issues are to be considered in this field,
such as compatibility, standardization, construction,
maintenance, disposal, ownership of equipment and so
on. Standardization, maintenance and disposal are
especially important to the distributed equipment.
Ownership innovation might ease the problem.

It is then important to clarify the boundary condition
of these issues, another word to specify the conditions
so that each problem would be solvable, by exploring
these issues without sticking in a single science and
engineering domain. After that, the process to seek
candidate solutions by combining the knowledge of
related fields or by deepen a specific field is
proceeded. Then the most adapted solution is selected
(sometime plural solutions are selected), developed,
designed and implemented (Fig. 7).

At the final stage, the business incentives are quite
important. Not only business model but also social
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systems such as taxation and
regulation) must be innovated.

regulation (de-

8. CONCLUSIONS

Meta-engineering can be applied globally for
promoting innovation creation. As Japan boasts
manufacturing, it should maximize the accumulated
experiences as its strength. The MECI process shall be
much more activated to create innovation. In order to
promote this concept one important activity is
education on meta-engineering in engineering course.
And the other is to cultivate “Ba” or meta-engineering
field on which the MECI process is smoothly carried
out.
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ABSTRACT

Social network sites (SNSs) intrigue the academic and
industry for their heir large numbers of users, broad
coverage and astonishing increment speed, and attracts
more and more attentions of them. This paper reviews
empirical researches on SNSs at individual level, and
categorizes them into two parts. The first part investigates
the factors affect usages of SNSs and the second part
examines what kind of effects the SNSs bring to users.
After summarizing the main contents and features of the
two kinds of existing studies concerning SNSs, we
conclude with considerations for future research.

Keywords
Social network sites (SNSs), Facebook, antecedents, use,
social capital, privacy

1. INTRODUCTION

Social network sites (SNSs), such as Facebook, MySpace
and LinkedIn have attracted hundreds of millions of users,
and become part of users’ daily life since their
introduction. Four different terms for Facebook have
arisen in Hitwise’s Top 10 search terms, including
“Facebook login” and “www.facebook.com”, which
account for 3.48% of all searches in the US among the
top 50 terms. Furthermore, Facebook.com has firstly
topped Google.com as the most-visited website of the
year in March 2010 [1]. SNSs have been also
experiencing incredible growth in China since 2003.
Nowadays, many SNSs like renren.com (which began
among students in high schools and universities and is a
successful imitator of Facebook), kaixin001.com (which
aims at white-collar population), douban.com and so on,
attract lots of users by online community. At the same
time, researchers, mass media and business persons in
China have shown a lot of interests on SNSs and their
trendy.

There are variety kinds of SNSs, which allow individuals
to present themselves, articulate their social networks,
and establish or maintain connections with others [2].
Some sites, such as Facebook.com, renren.com, etc.,
support the maintenance of existing off-line social
networks and some others help strangers connect
according to their shared interests and similar purposes,
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like dating site (e.g. Match.com) and business-related site
(e.g. Linkedin.com). Some sites cater to diverse audiences,
while others attract people based on common language,
racial, or religious. SNSs provide a great deal of services,
such as creating users’ own space, sharing photos,
maintaining blogs, instant messaging (IM), and so on.

Scholars from disparate fields have examined SNSs usage
in order to understand the practices, implications, cultures,
and meanings of the sites, as well as users’ engagement
with them [3]. Most of them select Facebook.com as their
research platform, which is the most famous social
network site. We review empirical researches that are
directly concerned with SNSs at individual level in this
paper, and then categorize them into two parts. The first
part investigates which factors affect usages of SNSs, and
the second part examines what kind of effects usages of
SNSs bring to users. After summarizing the main contents
and features of the two kinds of existing researches
concerning SNSs, we conclude with considerations to set
a stage for future research.

2. BACKGROUND

Definition

According to the definition of Wikipedia, SNS is “an
online service, platform, or site that focuses on building
and reflecting of social networks or social relations
among people” [4]. Boyd and Ellison define SNS as a
kind of web-based service that allows individuals to three
kinds of things. First, construct a public or semi-public
profile within a bounded system. Second, articulate a list
of other users with whom they share a connection. Third,
view and traverse their list of connections within the
system [3]. All the definition of constructors mentioned in
this article are shown in Table I.

From the above definitions, we can conclude some
common features of SNSs and the main difference
distinguishing SNSs from instant message and blogs.
That is the nature of socializing, which makes SNSs
essentially consist of a representation of each user (often
a profile) and his/her social links, and an individual-
centered service.
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Table I. Definitions of constructers

Constructer Definition

a kind of web-based service that allow individuals to (1) construct a public or semi-public
SNS profile within a bounded system, (2) articulate a list of other users with whom they share a

connection, and (3) view and traverse their list of connections within the system [3].

the belief in one’s capabilities to organize and execute the courses of action required to
self-efficacy

produce given attainments [5]

need for cognition

individual’s tendency to engage in and enjoy effortful cognitive endeavors [5]

need to belong

people need to be loved and socially accepted collective self-esteem: that aspect of the
individuals’ self-concept which derives from their knowledge of their membership in a social
group together with the value and emotional significance attached to that membership [5]

Collective self-esteem

the aspect of the individuals’ self-concept which derives from their knowledge of their
membership in a social group together with the value and emotional significance attached to
that membership [5]

situation factors

strength and nature of relationships with other members, perceived risk, and privacy and
security issues and so on

privacy dilemma

privacy needs and the need for sociability and content sharing [13]

social capital

resources accumulated through the relationships among people [2]

bridging social capital

Bridging social capital is linked to “weak ties”, which are loose connections between
individuals who may provide useful information or new perspectives for one another but
typically not emotional support [2]

bonding social capital

bonding social capital is found between individuals in tightly-knit, emotionally close
relationships, such as family and close friends [2]

maintained social

capital

the ability to maintain valuable connections as one progresses through life changes [2]

Development

SNS has existed over a decade, and its development
mainly contains three phases. The first phase began in

1997, when the first SNS, SixDegrees.com, was launched.

It allowed users to do the basic and most essential work,
such as creating profiles, listing friends and so on [3]. The
second phase started in 2001, when Ryze.com was
launched. Some other similar SNSs, such as Linkedin etc,
were established during this period, and they focused on a
certain topic or function, such as business. The third
phase began after the year 2003. Many multimedia-shared
SNSs, such as Flickr.com and YouTube.com, arose from
the development of UGC (user generated contents). After
that, comprehensive SNSs like Facebook started to
emerge.

3. ANTECEDENTS OF SNS USAGE

The first kind of researches focuses on which individuals
use SNSs, how and why they use them, and what kind of
antecedents affect usage of SNSs. As Figure 1 shown,
passing researches involve three aspects: self-description,
socioeconomic factors and situation factors.

Antecedents

Self-traits
eSeffidentity
®Social identity
®Fersonality
Socioeconomic
[ TU)

eGender
®(ncome Level
..

Situation Factors
oPrivacy

..

Media variables

Motivation
Willingness
Attitude

Figure 1. Antecedents of SNS usage
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First, in self-trait part, some researchers pay attention to
the influence of social identity. Gangadharbatla found
that Internet self-efficacy, need to belong, and collective
self-esteem have positive influences on attitudes toward
SNS use [5]. Furthermore, attitudes fully mediate the
relationship between willingness to join SNS and Internet
self-efficacy and need to belong and partially mediate the
relationship between willingness to join and collective
self-esteem. Additional psychological predictors like self-
construal [6] are discussed in detail. Others focus on
different personality’s influence on SNSs usage [7][8][9].
For example, Orr et al. support that “shyness” is
positively correlated with the time spent on Facebook and
negatively correlated with the number of Facebook
“friends” [9].

Second aspect comes to socioeconomic factors.
Dimensions like age, gender, income level, culture, and
ethnicity are usually discussed [6][10][11][12]. Hargittai
found that a person’s gender, race and ethnicity, and
parental educational background are all associated with
use of SNSs [12]. For example, Hispanic students are
significantly more likely to use MySpace than are Whites
in the sample, while Asian and Asian American students
are significantly less likely to use MySpace.

Third, situation factors refer to strength and nature of
relationships with other members, perceived risk, and
privacy and security issues and so on [5]. Scholars pay
much attention to the privacy issues [13][14][15][16].
Brandtzaeg et. al study the “privacy dilemma” issue,
especially on how multiple social ties and groups on
SNSs affect users’ social privacy, and what kind of
differences in practices and experiences of sociability,
content sharing, and privacy are, between younger and
older adults [13]. One of their finding, for example, is that
younger users are more skilled social networkers and
more likely to be aware of and to change privacy settings
compared to the older.

This first point of view of research attracts many scholars
from different disciplines. Researchers from not only
information system and management, but also computer
science, psychology, sociology and mass communication
show a lot of interests and do much of research work on
this fangle, in order to figure out why so many individuals,
especially young people, take their time and energy for
SNSs.

4. SNS USAGES AND OUTCOMES

As illustrated in Figure 2, second kind of studies focuses
on SNS usages and their outcomes.
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SN Usage Outcomes

Social capital

Average stay time per log-in Non-social part
9 Y P g ®Sharing information

Number of “friends eEntertainment
Profile length ..

SNS use time

Figure 2 SNS usage and outcomes

Researches of SNSs usages have pay attention to different
aspects. Some scholars conclude what SNSs can provide
for their users. According to Boyd and Ellison [3], SNSs
are “web-based services that allow individuals to (1)
construct a public or semi-public profile within a bounded
system, (2) articulate a list of other users with whom they
share a connection, and (3) view and traverse their list of
connections” within the system. Others focus on
researching users’ behaviors on some special usages or
applications of SNSs [17] [18]. For instance, Golder et. al.
[18] select two kind of usages of SNS, messaging and
poking, and use them as proxies to reflect college
students' daily, weekly and seasonal schedules and to
discuss their use as a way for college students to support
both distant and geographically proximate relationships.
Additionally, Lampe et al. [19] look at how use and
perception of Facebook.com has changed over time
indicated by their three consecutive years of survey data
and interviews. They find that there was little change in
Facebook use over time in most ways. Finally, SNSs
usages are always broken down and measured by
constructs like SNS use time, average stay time per log-in,
number of “friends” in SNS, and profile length [6][9].

Usages of SNSs bring several positive outcomes. First,
SNSs can help maintain existing offline relationships or
enhance existing relationships [20][21]. According to
Lampe et al., their research objects through both survey
and interview show that they are typically using the site to
maintain lightweight contact with relationships they have
developed offline [19].

Second, scholars examine the relationship between the
use of SNSs and the formation and maintenance of social
capital (benefits received from individuals in one’s
network) [2][21]. Ellison et. al. [2] found strong positive
associations between usage of SNSs and the three types
of social capital (bonding social capital, bridging social
capital and maintained social capital), with the strongest
relationship being to bridging social capital.

Third, SNSs can satisfy users’ non-social needs such as
entertainment, recreation, searching information and
sharing contents. In addition, Chen started to research
what factors would influence the continue use of
professional virtual communities (PVC) by using
Expectation-Confirmation Theory (ECT), and found that
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the contextual factor and technological factors both exert
significant impacts on PVC participants’ continuance
intentions [22].

As a nature of sociability of SNSs, large part of the
second kind of research discuss social capital issue, which
is accepted as one of the most important benefits of SNSs
and the key factors for their continuous development.

5. DIRECTIONS FOR FUTURE
RESEARCH

As described in the prior section, SNSs have attracted lot
of researchers from disparate disciplines, different region
and culture to do research on this topic, because of their
broad coverage and amazing increment speed. Given the
continuing interest and empirical attention to SNSs, we
provide this review paper and some potential directions
for future researches.

Usually, large numbers of studies about predictors of the
adoption of certain new technology will emerge during
the initial stage of its introduction, and so is the same for
SNSs. Many researches about antecedents of SNSs usage
have been done, and it has important practical implication
for the improvement of design of SNSs. As SNSs are
complicated systems, there are still lots of influencing
factors needed to discuss in the future research, which
could suggest devising effective strategies that take into
account differing levels of users for website owners, and
could be helpful to enhance perceived usefulness and
perceived ease of use [23][24] of SNSs for users in order
to increase membership and participation, and bring more
revenue for operators of the sites. Furthermore, a
relatively integrated conception model including different
aspects of antecedent variables maybe useful to
understand this issue completely.

Other potentially promising avenue for future research
could be consequences of SNS adoption. As discussed
above, social capital is center topic in this research field,
and several studies have discussed the positive impact
SNSs usage can bring to form or maintain social capital
for users.

However, as the number of friends on SNSs increases and
different kinds of friends or groups hold different kinds of
relationship with the user, one user usually face diverse
social capital in the same time in this transparent
environment. Generally, an individual performs
differently when facing distinct social capitals. As a result,
on one hand, we need to study social capital itself and add
some new meanings to it in surrounding of SNSs, on the
other hand, we need to dig deeper into what kind of social
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capital could be mixed and in what way it is suitable in
socially transparent environments such as SNSs [13].

Sociability is not the only positive outcome of SNSs, as
we mentioned before. However, there is little research on
benefits that has little to do with sociability or
connections about SNSs. Future research may also exam
this “non-social” benefit of SNSs by using theories or
models from different disciplines.

Finally, although we divide research on SNSs into two
parts, these two parts are not completely divorced and
have no relationship with each other. Actually,
interrelation may exist between these two parts. For
instance, benefits of using SNSs may have effects on the
motivation for SNSs usage, and people with common
motivations may get different benefits from SNSs usage.
That is to say, this direction may be a meaningful
research topic in the future.
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ABSTRACT

The effective use of computing in undergraduate civil
engineering education is becoming an integral part of education
in the US institutions. This paper presents the use of
professional software in the following three areas of civil
engineering: Hydraulics Engineering, Structural Analysis and
Design, and Transportation Engineering. In addition, the paper
will include an example on the use of AutoCAD in real life
project during the freshmen year.

The paper will present a brief description of software, how it is
utilized including examples from individual classes and
capstone course. The following software will be presented:

a) CAD Software: AutoCAD 2010/2011.

b) Construction Management package: Microsoft Project.

c) Structural Analysis and Design packages: SAP2000 and
ETABS

d) Transportation packages: The Synchro and SimTraffic,

e) Hydraulics package: KYPipe 2010.

In addition, the use of Excel in construction management and
transportation classes will be introduced. A discussion on the
pros and cons of using these packages as well as a summary of
students’ comments and evaluation of these packages will be
presented.

Keywords: Professional Civil Engineering Software, freshmen
and Capstone courses, Construction Management, Structural
Analysis, Transportation, and Hydraulics.

1. INTRODUCTION

Using technology in education is becoming an integral part of
civil engineering (CE) education in the US. Computer software
packages can be used in many tasks including but not limited to
collecting, storing, analyzing, and displaying data’. A study
conducted by the American Society of Civil Engineers’ Task
Committee on Computing Education of the Technical Council
on Computing and Information Technology found that the use
of Computer-aided Design (CAD) and Spreadsheet software
ranked the highest among educator and practitioners as shown
in Table 12 A list of all software packages are presented in the
reference 2. In the same study, practitioners prefer to have
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graduates with solid theory and fundamentals, be able to do
hand calculations, and to have real engineering experience
before graduation. N.S. Grigg, et al. reported that the CE
profession will be left behind if it ignore technologies and does
not take advantage of it*.

Table 1: Selected Skills from the “Survey of
Importance Results™?

Computer Practitioners Educators

Skill Rank | Rating® | Rank | Rating®

Computer-

aided Design 3 4.0 3 3.9

Construction

Software 10 3.0 11 3.2

Spreadsheet 1 4.5 1 4.4

Structural 6 33 6 36

software

Transportation 12 29 7 35

software

Water 8 3.1 9 3.4

Resources

(35 most important, 1 = least important

One of the major challenges for engineering educators is that
technology and practice of engineering increases in its
complexity with time. Accordingly, there will never be enough
time to cover all of the required topics in depth®. However, it is
important for educators to remain current with ongoing trends in
their field in order to present a general overview of technologies
that are used in the workplace. Numerous studies have been
conducted to develop new technologies and methods that can be
introduced to students in order to allow them to become
successful engineers upon exiting universities. In a study
conducted by Romero and Museros suggested that computers
could play an important in engineering education and in
particular in structural engineering education in a variety of
ways, one of which is using commercial design programs®.

2. PROFESSIONAL SOFTWARE IN CIVIL
ENGINEERING EDUCATION AT IPFW

The new civil engineering program at Indiana University-
Purdue University Fort Wayne (IPFW) was established in 2006.



Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation (IMETI 2011)

One way to provide all students with real life experience is by
requiring a real life project in most of the engineering courses.
In order to achieve this goal, students have to do the
calculations for the project by hand and then use appropriate
software in their project. The flowing is a summary of selected
software used in several areas of civil engineering courses at
IPFW including Graphic Communication, Construction
Engineering and Management, Structural Engineering,
Transportation Engineering, and Hydraulics courses.

The new civil engineering program at Indiana University-
Purdue University Fort Wayne (IPFW) was established in 2006.
One way to provide all students with real life experience is by
requiring a real life project in most of the engineering courses.
In order to achieve this goal, students have to do the
calculations for the project by hand and then use appropriate
software in their project. The flowing is a summary of selected
software used in several areas of civil engineering courses at
IPFW including Graphic Communication, Construction
Engineering and Management, Structural Engineering,
Transportation Engineering, and Hydraulics courses.

Computer Aided Design Software

Student at IPFW learn AutoCAD software in their freshmen
year in Graphic Communication and Spatial Analysis course. It
is a two-hour course that teaches student how to communicate
engineering concepts effectively using AutoCAD, writing
memos, and conducting presentation. Students are required, in
addition to assignments and exercises, to do two projects. One
the project is to a layout for a building and design a parking lot.
The goal of this project is to expose students early to some
aspects of professional life. The proposed lot and layout of the
new building are shown in Figure 1.
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Figure 1 (a): Proposed lot for new building
(Source: Google Maps accessed on January 21, 2009)
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- 100

Figure 1 (b): New Building layout, dimensions are in feet.

Students are required to draw the lot to scale with access points
to avoid congestions on the street, to locate and draw the
building on the lot considering maximizing the utilization of
excess land of the lot for the parking spaces, and to design and
draw the layout for the parking lot around the building. They
shall comply with handicap acceptability act with sufficient
parking stalls allocated for handicapped parking. Student needs
to communicate the information requested in the project in a
brief, 1-2 page memo.

Students have difficulty at the beginning in drawing the lot to
scale. They frequently ask about the right number of the parking
spaces or what is the best location for the building. Although
the project statement provide them will specifics, it is difficult
for them at the beginning to handle the new concept of multiple
solutions. However, the students’ response to this project is
mostly positive. Figure 2 show sample of student work.
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Figure 2: Sample Solution of the Parking Lot Project
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Construction Management Software

Excel and Microsoft Project are used heavily in the construction
management course. The project in this course requires students
to work in a team in a virtual contracting company, and bid on a
project. Students are provided with the bidding documents of
the project including drawings, specifications, geotechnical
report, etc. The goal of this project is to have students acquire a
professional life experience by reading blue prints (drawings)
and other contract documents. Acting as a contractor, students
are required to prepare quantity takeoff, cost estimate for the
project, and prepare a detailed schedule of the project activities
using Microsoft Project software. Sample of student work in
Excel and Project are shown in Figure 3 and 4. Students’
feedback on the use of software and the project are positive.
However, they would like to learn Excel early on in their life.
Usually, students learn fundamentals of Excel in their freshmen
year. This course requires high level of skills in Excel which
introduced to them during the lab.
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Figure 3: Resource Allocations using Microsoft Project.

Quantities Take off for Foundations

Rebar Rebar Total . Total Nominal
S"“c"(":' ;'eme"‘ #(H | Length | 3 Re,":“ Le(:lg)‘" Quantity | Length ‘:‘E?S‘ Weight | Diameter
be orv) | () (f (Ib) (in)
#4H | 57783 | 183 | 15 | 1647 23 | 134346 | 0668 | 89743 05
#8V | 17.167 57783 | 579 | 99366 | 2670 | 265308 1
#4v | 16167 57783 | 579 | 93578 | 0668 | 62510 05
Foundation Wall | #5H | 577.633 100 2 11557 | 1043 | 12054 0625
Footings
4/83.1

Foundation Wall
41831

#4V 1917 577.83 1157 2216.9 0.668 14809 05

Exterior Wall

15A/532.3 #4VR 5 05 69.29 35.645 178.2 0.668 119.1 05

#avL| 4 05 6929 | 35645 | 1426 0.668 952 05
Exterior Wall Footings | #5H | 69.290 2 1.00 2 1386 1.043 1445 0625
15A/S33-4 #4V | 1750 1 69.29 69 1213 0.668 810 05

3
1
1
1
1
#4H | 69290 | 133 | 15 4.00 7 485.0 0.668 3240 05
2
2
1
2

Piers
P1/S2.1
Pier footer
F8/S2.1

#8 | 13667 - - - 8 109.3 25670 2919 1

# 6 - - - 12 720 1502 108.1 0.75

where,
= Rebar # (H or V) = Reinforcing Steel Bar Number (Horizontal or Vertical and Left or Right if applicable)
= )= Frequency of Steel Rebars (1 rebar every X feet)
= Rebars / ft = Number of Rebars per Linear Foot
= Length (ft) = Length of the Structural Element
= Weight (Ib/ft) = Weight values for each rebar. Source: en. Wikipedia.orgiwiki/rebar

Figure 4 Sample of Part of Steel Calculations Using Excel.
Structural Analysis Software

SAP2000 and ETABS are used at IPFW to help the civil
engineering students gain real world experience with some of
the most powerful software packages available to professionals.
Students are exposed to the software step by step of modeling,
analysis, and design in a sequential approach through successive
core and elective courses including Structural Analysis,
Reinforced Concrete Design, and Steel Design. SAP2000 is
intended for use on structures such as bridges, dams, stadiums,
industrial structures, and buildings. ETABS is a special version
of SAP2000 that is used mainly for buildings®.

Figures 5 show the results of SAP2000 for the shear and
moment diagrams as well as the deflection curve for the two-
span continuous beam. Figure shows the work of students in a
senior design project to design, model and analyze a pedestrian
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bridge. The deformed view of bridge with wind load applied is
shown in Figure 7.

Transportation software

Excel, Highway Capacity Software, Synchro, and TrafficSim
are used in the Transportation courses including Transportation
Engineering, Traffic Engineering, Transportation Planning and
Senior Design. In the Transportation Engineering course, one of
the project statements required the use of Excel in developing a
program for highway geometric design; from simple curves to
compound curves; both vertical and horizontal. This project
was linked to ABET outcomes that address the ability of
students to design a system, component, or process to meet
desired needs within realistic constraints and, measure student’s
ability to use the techniques, skills, and modern engineering
tools necessary for engineering practice. Figure 8 present the
input screen for the design of simple and/or compound curve.

(a) Shear diagram for continuous beam

(b) Moment diagram for continuous beam.

(c) Deflection curve for continuous beam.

Figure 5: Structural Analysis of continuous beam using
SAP2000.

Figure 6: Extruded view of pedestrian bridge.

Synchro plus and SimTraffic are one of the most commonly
used software packages in traffic engineering. Some of the
important features of Synchro are the analysis tool for traffic
engineers include the use of methodologies developed in the
Highway Capacity Manual, the effectiveness in evaluating
signals and signal systems in arterial networks, the ability to
evaluate multiple intersections with a single controller such as
Michigan Lefts, diamond interchanges and closely spaces
intersections. Synchro’s limitations include its limited analytical
capabilities of roundabouts and some problems with extremely
skewed intersections.
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Figure 7: Deformed view of bridge with wind load applied.

Figure 9 shows part of a senior design project entitled
“Transportation Network for IPFW.” The main objectives of the
project is to design a transportation network for the IPFW
campus that adequately handles the 60% projected growth of
the campus population and facilitates the growth objectives of
the Master Plan, while promoting safety. The figure presents the
existing design and the proposed design.

INPUT
Simple Curve enter 1, Compund Curve enter2  CT= 1
Simple Curve Data
Multiple of the Stationing (ex. 25, 50, 100) n= 100  ft
u =Speed [mph] u= - mph
PC = Point of Curvature PC= 4+65
Length of Curve 1 (max 68 STA) L= 183  ft
Radius of First Curve Ry = 500 ft
User Deflection Angle D= degrees
Degree Angle of Simple Curve 1 0, = 34 degrees
Second Curve Data, For Compund Curve
PCC = Point of Compound Curve PCC= 6+00
Length of Curve 2 (max 68 STA) L= - ft
Radius of Second Curve R, = 350 ft
Degree Angle of Simple Curve 2 0,= 26 degrees
User Deflection Angle D, = degrees
Simple Curve Output Data
Point of Curvature PC= 4+65
Radius R; = 500.00 ft
Length (max 68 STA) L= 183.00 ft
Tangent Length t = 152.87 ft
External Distance E, = 22.85 ft
Middle Ordinate M, = 21.85 ft
Degree of Curvature 0, = 34.00 degrees
Deflection Angle D,= 11.459 degrees
Angle to determine first full STA 61, = 6.503 degrees
Angle to determine last STA 6y,= 0.000 degrees

Figure 8: Input and Output Table for Simple Horizontal Curve
Hydraulics Engineering Software

In the Hydraulics Engineering course, students learn sources
and distribution of water in urban environment, including
surface reservoir requirements, utilization of groundwater, and
distribution systems; analysis of sewer systems and drainage
courses for the disposal of both wastewater and storm water;
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Figure 9: Input and Output Table for Simple Horizontal Curve
(®) Source: Google Maps accessed on February 21, 2008

pumps and lift stations; and urban planning and storm drainage
practice. All these contents are based on the scientific and
engineering principles of conservation of mass, energy,
momentum, and force balances. The specific laws and equations
include Manning’s law, Darcy’s law, Bernoulli equation,
Hazen-Williams equation, and Darcy—Weisbach equation. The
students are required to understand and be familiar with all
these fundamental principles, which are incorporated in all of
the exams, exercises, homework, and projects.

One of the course learning outcome is “to identify and use
modern computer software to analyze and design different
water and wastewater systems” to the course. This outcome was
added because software modeling is a common tool and
important platform for current engineers to design and simulate
different hydraulic applications.

KYPipe is professional software for hydraulic analyses. The
newest version Pipe2010 has a common user interface linked all
of the calculation models including hydraulic, water hammer,
steady state, and transient systems. However, all kinds of
hydraulic software, including KYPipe are just tools. They
cannot replace scientific and engineering principles. Students
must understand the theories and mechanisms of hydraulics
behind the software. As a result, students can be trained as
masters with a strong scientific and engineering background,
instead of software operators merely. Accordingly, the
fundamental principles and hand calculations are arranged to be
taught ahead of the software modeling. Afterwards, software is
taught using simple examples followed by a couple of design
projects to reinforce the skills of computer modeling learnt by
the students.

The interface of KYPipe is pretty user-friendly. Generally, left-
click of mouse makes nodes and right-click of mouse connects
nodes by pipes or conduits. The properties of each node or
conduit can be entered or modified in the pull-down window by
selecting it. Figure 10 shows an example of a layout pipe
network in Pipe2010. In this example, the node of R-1, R-2, and
R-3 is reservoir, which has a constant water surface elevation
and zero velocity. The working curve was given for Pump-1.
With the assigned pipe materials and diameters, the water
surface elevation of each reservoir, and the elevation of each
node, the flow rate in every individual pipe was calculated in
seconds as shown in Figure 11.
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Figure 10: Layout network of a piping system in Pipe2010.

Figure 11: Simulation results showing the flow rate for the
piping system by Pipe2010.

3) STUDENT FEEDBACK

The overall students’ feedback on using the software is positive.
The following is a selected sample of their input:

- Structural Software: the sample of students surveyed
used SAP2000/ETABS throughout various stages of
their design projects. When students asked on using
the software packages in their structural design of
their projects, 63% found it very helpful and 37%
helpful (37%). In addition, 100% of the students
either recommend or strongly recommend using
SAP2000 and ETABS in structural engineering
courses.

- Excel in Transportation: the results of the assessment
indicate that student students have a major
improvement of their skills in Excel and in their
ability to model and develop engineering design.
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- Water Resources: upon completion of the course, a
survey was conducted at the end of 2010 to collect
comments and suggestions from the students
regarding the course and KYPipe software. 60% of
the students listed KYPipe as the most favorite part of
the course. They were happy to see the software gave
them the correct answers within seconds, compared to
otherwise difficult, complicated and time-consuming
hand calculations. However, although KYPipe has a
pretty strong function in simulating pressurized piping
system; in storm sewer area, the students found its
function and interface could not compete with EPA’s
Storm Water Management Model.

4) CONCLUSIONS

It is critical for any civil engineering program to focus on the
fundamentals of engineering principles, to provide solid
theoretical background of the concepts, and expose students to
real world projects. Using the software in civil engineering
education should be as a tool and in way replace learning sound
scientific and engineering principles. However, software can
have the advantage of supplementing this knowledge with tool
to analyze complicated real world projects. In addition, using
these software packages in the Capstone Senior Design project
supplies the students with very powerful tools needed not only
to complete the project successfully, but also to provide them
with a skill that may be attractive to potential employer.
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The Importance of Interdiscipliner Studies in Engineering Education
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ABSTRACT: As the world’s dependence on technology increases, there is no question that the demand for
engineers is increasing. Engineering is a key component of innovation and technological society. Engineering
education system is the most important subject for the future of the society. For large scale projects, many dif-
ferent professions such as architects, civil engineers, mechanical engineers, electrical engineers, consultants,
state officers, bankers etc. have to work together. In the professional life, engineer generally has to overcome
very sophisticated problem during execution stage of the project. In order to solve those problems, it is neces-
sary to know point of view of different professions. Those problems can be solved by engineers have broader
perspective. This perspective can be given during education period. However, existing education system leads
students to go into technical details of specific problems not common in practice. In this paper, it is aimed to
investigate the lack of interdisciplinary studies during university education in Turkey and the world. In addi-
tion to this in order to decrease unemployment rate in university graduate students, the qualification of the
students must be increased. This study mainly focused on the two aspects: theoretical discussions and exem-
plification of practical concern of interdisciplinary education.

Keywords: Education, interdiscipliner, engineering, architecture, university

1 INTRODUCTION higher than OECD countries as shown in Figure
2. However natural science is generally more
popular in OECD countries in compared with

Engineering is a field of broad scope that ranges developed countries.

from the design and construction of structures,
roadways and pollution control processes to the
management of natural and engineered re-

sources. The breadth of the field has led to divi- e -
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for BSc. education in both developed and devel-

oping countries as shown in the Figure 1. o y
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As shown in the Figure 1, the increasing indus-

trial growth rate is parallel to engineering de-
grees in China. In order to sustain industrial
growth rate, it is necessary to educate more stu-
dents as engineer.

Figure 1. The university engineering degrees by
selected countries, 1985-2005.

According to OECD education data for 2007,
engineering popularity in developed countries is
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Figure 2. Science and engineering degrees as a
percentage of new degrees for selected OECD
countries [1]

Especially for developing countries, civil engi-
neering is one of the most important engineering
branches. Because developing country has to
construct many buildings, schools, factories,
roads, tunnels, dams, power plants etc. Civil en-
gineering draws on a number of science disci-
plines including chemistry, physics, ecology, ge-
ology,  microbiology,  material  science,
economics and mathematics, and statistics. Civil
engineering is about community service, devel-
opment, and improvement, planning, design,
construction, and operation of facilities essential
to modern life, ranging from transit systems to
offshore structures to space satellites. Civil engi-
neers are also problem solvers, meeting the chal-
lenges of pollution, traffic congestion, drinking
water and energy needs, urban redevelopment,
and community planning.

A collaborative project between the faculties of
computing and education, beginning with a
study to identify the problems experienced by
students and staff, has resulted in a series of
modifications to the structure and delivery of the
subjects and the development of a tutor training
course almost impossible to take into account re-
liably only a century ago the nature of civil en-
gineering education was entirely different than
today. It was more like art than science, focused
on creativity and leadership and on building a
holistic, or qualitative, understanding of our pro-
fession. The available knowledge was mostly
heuristic in the form of decision rules acquired
through centuries of practice following the mas-
ter-apprentice paradigm. To-day, the focus is
mostly on the analysis, on building quantitative
understanding and numerical optimality, as it is
in science. The civil engineering knowledge is
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only partially heuristic, over the last century it
has been supplemented by all kinds of mathe-
matics- and physics-based theories, including
complex mathematical models. Civil engineering
became a science, but at the same time becoming
painfully aware that the price for this progress is
the loss of our creativity and the excessive focus
on the quantitative aspects of this profession.
This shift from art to science has ultimately
caused that civil engineers are inadequately pre-
pared to deal with complex challenges of the
21st Century, which require novel solutions pro-
duced by out-of-the-box bold thinking [2].

Civil engineers are rarely perceived as proactive
and creative leaders. They are usually seen as re-
active technologists and followers. Subsequent-
ly, public attention moved to other areas of tech-
nology, mostly to Information Technology. As a
result of that, a number of undesired phenomena
occur today, including growing stagnation in
civil engineering, deteriorating infrastructure,
reduced infrastructure spending, etc for devel-
oped countries. This situation has also caused
that the best and brightest students choose not to
study civil engineering and a lot of enthusiasm,
creativity, and prides are lost in the process. In
addition to this, students are doubtful about their
level of practice and capacity of problem solving
for professional life. Because in professional life,
they have to deal with many different profes-
sions and have to solve very sophisticated prob-
lems. They also have to manage and coordinate a
site which is full of human. Recent years, the
unemployment rate in university graduated
young people has been increasing in developed
or developing countries (i.e. %42 in Spain). In
order to decrease unemployment rate in universi-
ty graduate students, the qualification of the stu-
dents must be increased. The interdiscipliner
study practice is one of the important experience
and reason for employers. That’s why they have
to have basic terminology about management,
human relations, psychology, finance, design,
mechanics, electricity etc.

2. EXISTING EDUCATION SYSTEM

Over the years there have been recommendations
from employers and various technical and pro-
fessional organizations to revise the engineering
curriculum to ensure that students are prepared
for the professional practice of engineering [3].
Practicing engineers and educators have also in-
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dicated that they are not completely satisfied
with the average engineering program in the
United States [4], [S5], [6]. One aspect that ap-
pears to be missing is the development of practi-
cal experience and leadership skills in students.
However, many civil engineering departments
have encouraged collaboration with industry to
increase the practical outlook of their students
[7]. It has also been written that professors
should be rewarded for being involved in indus-
try. In this manner, it should be possible to in-
corporate technology into the curriculum at all
levels [8]. Today, there is a movement in engi-
neering education toward exposing students at
all levels to more realistic and practical design
experiences. For example, at some schools client
sponsored design-project courses are required
for both undergraduate and graduate students
[9]. Here, the involvement of practitioners is vi-
tal since a small number of traditional faculties,
according to some authorities, may lack the
depth of practical project experience and judg-
ment that engineers in business and industry tend
to possess [10]. Financial need often forces indi-
viduals to be part-time students. If the work is in
the engineering area, the arrangement allows for
better skills integration on the job [11]. Another
strong benefit is to bring practical concepts and
ideas into the class-room, which can be shared
with others [12]. In this regard, it has been found
that students involved with internship programs
have been made aware of various career options,
increased their engineering and technical
knowledge, improved their communication skills
and have obtained contacts for future employ-
ment [13]. In addition, it has been observed that
some organizations appear to prefer hiring new
employees who have had an intern, co-op, or
other work experience with the firm. This tends
to reduce the possibility of a mismatch between
the new engineer and the organization and
smooth’s the road between school and work
[14].

As shown in the Figure 3, the most preferred en-
gineering types are mechanical, electrical and
civil engineers. Many engineers and other disci-
plines have to work together in large scale pro-
jects. For example, civil engineers, architects,
electrical engineers, mechanical engineers, ar-
cheologist, paleontologist, marine biologist etc.
has worked and cooperated during the Marmaray
project (tunnel project under Bosporus). This in-
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terdisciplinary working culture must be given in
university life.
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Figure 3. The most preferred engineering types
for BSc.
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During under graduation education, those engi-
neering students have to learn to work together.
They have to understand their technical language
and way of thinking. Otherwise they will learn to
understand each other during their professional
life by losing money and time [15].

Turkey has been envy of the whole world with
its tremendous success in coming out of the re-
cent economic crisis of 2008 relatively un-
scathed. What is even more commendable is that
the recent growth in GDP is accompanied by a
record decline in inflation. Nevertheless, unem-
ployment has long been an intractable quandary
in the country. As shown in Figure 4, the initial
effect of the current economic crisis is a rapid
jump in the unemployment rate, which has taken
a reverse course, especially since mid-2009.

However, what is worse for the unemployment
problem of the country is the inconsistency be-
tween unemployment and the educational at-
tainment for the young people who are the most
concerned about the said relationship. Table 1
reveals that among the holders of a degree, the
highest portion of the unemployed is college
graduates. As a matter of fact, there is a positive
relationship between the level of the degree held
and unemployment rate; the higher the degree,
the higher the unemployment.
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Figure 4. Seasonally adjusted unemployment
rate for people of 15+ age. Source: TUIK.

A curious observation in Table 1 is that voca-
tional school graduates are much more success-
ful than their counterparts among ordinary high
schools. Even more curiously, vocational school
graduates have achieved lower unemployment
rates than college graduates. To put the issue in
perspective, we observe in Table 2 that the un-
employment rate declines in the US as level of
the degree held. Additionally, Turkey seems to
be lagging behind in many aspects compared to
the European Union countries [16].

In sum, there is a peculiar employment situation
in Turkey with respect to the educational attain-
ment. Bleak prospect for higher degree holders
may discourage young people from pursuing
more and more education, but instead they may
choose to seek opportunities in the job market
with less education. In Europe, however, young
people may refuse to go to school as they can
find jobs with less employment

Table 1. Turkish Youth Unemployment Rate
According to Education Levels

year primary | Middle | high vocation | college
2000 83 13.7 206 20.8 283
2001 106 17.7 240 Ny 30.7
2002 124 20.7 26.8 28.0 38.3
2004 134 19.6 26.6 293 39.8
2005 141 19.2 253 25.6 305
2006 147 179 25.2 231 272
2007 147 153 235 22.6 28.5
2008 143 18.7 25.0 20.8 298
2009 179 216 30.6 27.6 33.2
2010 149 109 27.2 231 325
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3.METHOD

The proposed methods are given below. In order
to establish interdisciplinary culture during edu-
cation life, this period and methods can be divid-
ed into stages.

3.1 The Interdisciplinary studies during bach-
elor stage

The Bachelor of Science (BSc.) period is the
most important stage to teach student how to
perform interdisciplinary studies. In order to es-
tablish a common language, students have to
take courses together. Therefore the university
system must be flexible and let students to take
courses from other departments. The most im-
portant point in this concept is the content of the
courses should be reviewed and updated for stu-
dents from different departments. The develop-
ment of the content and of the teaching material
for courses is vital. Teaching materials have
been prepared in digital form following the e-
learning standards by experts from various engi-
neering department. These courses can be divid-
ed into two categories: elective courses and
mandatory courses. Both category courses must
have project part which should be prepared by
student groups. These student groups should be
established by students from different depart-
ments. During the preparation phase of the pro-
ject, students will learn technical terminology of
other engineering branches. Students should ex-
perience how interesting and challenging engi-
neering disciplines can be, how to apply theoret-
ical principles and equations to practical
experience and, most importantly, how engineer-
ing can make them think.

The second tool to teach interdisciplinary culture
is the encouragement of double major programs.
The schedule, content and total credits of the
programs should be arranged to make those dou-
ble major programs attractive as much as possi-
ble. When student graduate from a double major
program of engineering departments, he or she
will have broader perspective compared with one
department graduation.

The third tool is to encourage students to join na-
tional or international project contests. These
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types of contest exist in every country. Many
large scale companies and officials foundations
financially support this kind of contests. These
organizations give an opportunity to the students
to study together for a specific technical target.
These interdisciplinary studies teach students
how to work together.

The fourth and last tool is to develop new elec-
tive courses which will be given by construction
professionals. The aim is these courses to share
the experience of construction professionals with
students. Students need to hear about profession-
al life and measure their knowledge level is
enough or not.

3.2 The Interdisciplinary studies
graduate stage

during

The graduate stage can be divided into two phas-
es. The first phase is course phase. The second
phase is thesis phase. During the first phase, stu-
dents should take courses from different depart-
ments. In order to success this concept, the con-
tent of the courses should be reviewed and
updated for students from different departments.
For the second phase, the subject of the thesis
should be interdisciplinary. This type of thesis
can be supported by National Science Founda-
tions. Instructors have a key role for graduate
students. Therefore university professors should
believe the importance of interdisciplinary and
they should have practice background and rela-
tions with industry. These academics should
have publication in this area. In addition to this,
for PhD, a quota should be given for students
from different departments.

As alluded to in Figure 5, the theory of business
and engineering to yield entrepreneurs, who are
not only compelled to look for jobs in the public
sector, but potentially capable of generating em-
ployment for others. As shown in the Figure 5,
our aim is not to dwell deeply on the depth of
each field, i.e. business and engineering, but in-
stead to explore more on the opportunities to ex-
pand the integration along the different fields
(width axis). A constant interaction between the-
ory and practice during the program to refine
skills in business management and related issues
[16].
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Figure 5. Relation between theory and practice

The educational institutions, in order to avoid
being aloof to changes in society, have to turn
out graduates with the necessary skills to deal
with the issues of the modern world. Graduates
of our program are expected to be managers for
the modern world.

4. RESULTS AND DISCUSSIONS

As explained previous sections, engineers are
working for large scale project throughout
world. These projects can be constructed by dif-
ferent professions. That’s why different profes-
sions should communicate with each other which
lead save time and budget of projects. The pro-
posed new engineering education paradigm is
feasible, but its implementation is difficult and
expensive. The globalization of civil engineering
education is becoming a fact. A number of inter-
national research programs focused on engineer-
ing education have already been initiated. Most
importantly, the issue of the today’s focus on the
interdisciplinary aspects of engineering must be
addressed. It should be based on a balance of
technical and social sides, or, more specifically,
on a balance of teaching both qualitative and
quantitative knowledge and skills with promi-
nent focus on teaching inventive design in the
context of engineering problem. That could be
done through the integration of different depart-
ments and problem solving with a number of
courses offered through the entire program.
Global challenges require global action and co-
operation. Therefore, the nature and extend of
challenges simply needs global cooperation, par-
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ticularly that the resources of a single country,
not to mention a single university, are grossly
inadequate for such an important, difficult, and
huge task. How such cooperation could be orga-
nized is still an open question. However, the
products most likely should be in the form of
teaching modules, ultimately developed as mul-
timedia intelligent tutoring systems. In addition,
the interdisciplinary activities should enhance
the skills required by engineering students for a
successful career involving the design and man-
agement of engineering and construction pro-
jects.
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ABSTRACT

In the context of rapid technology development, it comes
as no surprise that technology continues to impact the
educational domain, challenging traditional teaching and
learning styles. This study focuses on how students with
different learning styles use instructional technology, and
in particular, the tablet PC to enhance their learning
experience. The VARK model was chosen as our
theoretical framework as we analyzed responses
quantitatively and qualitatively of an online survey.
Results indicate that the tablet PC does cater to all
learning styles.

Keywords: Learning Styles, Tablet PC, VARK,
Instructional Technology, and Higher Education.

1. INTRODUCTION

In the context of rapid technology development, it comes
as no surprise that technology continues to impact the
educational domain, challenging traditional teaching and
learning styles. If employed correctly, instructional
technologies, in particular, have been found to benefit the
learning experience by aiding conceptualization, applying
knowledge, and facilitating dialogue [1]. Research has
shown that it is important to understand learning styles
and profiles of students in order to have the most effective
teaching and learning experience. Studies have found that
multimedia technology have a positive effect on a
classroom of students with different learning styles by
neutralizing differences in performances [2]. This study
focuses on how students with different learning styles use
instructional technology, and in particular, the tablet PC
to enhance their learning experience.
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2. BACKGROUND
Learning Styles

The concept of learning styles originated in the 1970s. It
has been defined as different approaches to learning.
Some researchers argue the most effective instructional
technique is to first identify learning styles and then adapt
their instructional method to each learning style [3].
Others suggest that there is no single efficient teaching
method; educators should instead use a variety of
instructional techniques [4,5]. In this technological era, it
is important to understand the relationship between
learning styles and the use and acceptance of technology.

Various instruments have been developed to understand
learning preferences. The Learning Style Inventory [6],
was developed by Kolb, to identify and categorize
participants into four learning styles; Diverging,
Assimilating, Converging, and Accommodating [6]. The
Dunn and Dunn Learning Style Inventory [3] is based on
the notion that students have learning style preferences
which are divided into twenty-one variables that affect
learning in five categories: Environmental, Emotional,
Sociological, Physiological, and Psychological [3]. The
Myers-Briggs Type Indicator [7] divides learning
preferences into four dichotomies, which results in sixteen
possible  psychological learning types, including
Extroversion versus Introversion, Sensing versus
Intuition, Thinking versus Feeling, and Judgment versus
Perception [7].

One of the most popular models is Fleming’s VARK
model [5], which divides learners into four categories:
Visual (V), Auditory (A), Reading/writing (R), and
Kinesthetic (K) (See Figure 1). Visual learners are those
who learn best with visual artifacts. Auditory learners are
those that learn with oral stimulations. They learn by
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talking and listening. Reading or Writing learners prefer
printed words to gain knowledge. Kinesthetic learners are
those who learn by experience. They learn by real world
examples and by application. Learners can also be multi-
styled, making use of two or more learning styles [5].
Since this model is extremely popular and widely used,
we have chosen this model as our theoretical framework.

Figure 1: Conceptual model depicting relationship
between students' learning styles (VARK Model) and
the use of tablet PC

Instructional Technology

The rapid ascent in computer technology and the Internet
has contributed to increase in using different media for
education. Instructional technologies can range from
using software like PowerPoint, to hardware like laptops
and tablet PCs in the classroom.  These media can
improve the teaching and learning experience. For
instance, Moore [8] found that the use of instructional
technologies led to an increase in three types of
interactions: between the students and learning material,
students and instructor, and among the students. Various
technologies have also been identified as useful for
students who belong to Generation Y, who are
characterized by their high use and dependency on
technologies [9]. Some researchers go so far as to claim
that teaching will eventually only be conducted by
technology and multimedia instructional techniques as
they are far superior to standard instructional techniques
[10].

Tablet PCs

The tablet PC, in particular, is becoming a very common
tool in higher education. For instance, Pennsylvania State
University [11], University of Toronto [12], and
University of Alaska Anchorage [13] are all examples of
universities who have starting using the tablet PC in some
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of their courses. The tablet PC is like a standard laptop,
with a keyboard for typing as well as a stylus for scribing.
The screen can be rotated and collapsed, so that a stylus
can be used to make handwritten notes and drawings in a
similar fashion to pen and paper. The addition of the
stylus is the main difference between the tablet PC and
other slate-like devices such as the iPad. Tablet PCs
afford rich graphics that aid in visualization. The built in
speaker and microphone not only enable richer audio
presentations, but affords audio recording for future
playback. The electronic inking (e-inking) capability of
the tablet, which enables users to write on the tablet with
a stylus as if it were an ink pen, provides open-ended
note-taking capabilities. The slate conversion features
enables users to read/write on a flat surface, simulating
notebook reading/writing. There is also tablet PC based
software that enables students to create and interact with
their learning environment [14].

With the increasing trend of tablet PCs and slate like
technologies, there is a need to understand the
relationship between learning styles of students and use of
the technology in the classroom. The College of
Engineering, at Virginia Tech, started the Tablet PC
Initiative in 2006, which requires all incoming
engineering freshman to purchase and use a tablet PC in
class. All classrooms have access to the University’s
wireless network.  This study uses the College of
Engineering at Virginia Tech as a forum to understand
better how the tablet PC is used by different types of
undergraduate engineering students. Using software that
enhances Tablet PC features such as Microsoft OneNote
[15] and DyKnow [16] are common among Virginia Tech
students. Microsoft OneNote is software that supports
extensive note taking, note sharing, audio recording, e-
inking, and collaboration capabilities.  DyKnow is
classroom interactive classroom software that contains
such features as polling, lecture slide annotations, audio
recording, e-inking, and collaboration.

3. METHOD

An online survey was sent to all undergraduate students
enrolled in the College of Engineering at Virginia Tech,
after approval by the Institutional Review Board (IRB) as
part of the engineering curriculum assessment process.
This questionnaire, designed using expert review, elicited
information on how they study, organize material, use the
tablet PC among other things, and took approximately 15
minutes to complete. To gather qualitative data, we also
asked students the following question: “Consider how the
Tablet PC has been used by your different instructors. In
your experience, what activities are best supported with
the Tablet PC?” The survey obtained a usable response
rate of 18% with a total of 1090 students. All the students
were enrolled either in or after Fall 2006, which implied
that they were affected by the tablet PC initiative.
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Flemings® VARK model served as the theoretical
framework for the analysis. Of the all the questions sent
in the original survey, seventeen questions were selected
on their ability to elicit use of the tablet PC relating to the
four learning styles. Some items used a four-point Likert
scale with anchors 1-Never, 2-Rarely, 3-Occasionaly, and
4-Frequently. Other items used a five-point Likert scale
with anchors 1-Never, 2-Rarely (once or twice a
semester), 3-Sometimes (several times a semester), 4-
Frequently (five or more times a semester), and 5-Very
frequently (almost every week). The questions were
coded as V, A, R, or K. See Table 1 for more details.

Visual questions were based on students’ use of charts
and diagrams to better understand course material.
Auditory questions related to making use of the tablet’s
audio recording abilities to record lectures and also
discussing the course material with their peers. The
reading and writing questions captured the student’s use
of the tablet’s e-inking feature to take and review notes.
Kinesthetic questions were based on students’
interactivity with the course material.

Data from the survey was analyzed using descriptive
statistics. In addition, qualitative responses of the students
were analyzed using content analysis, specifically
thematic coding, to gain a further understanding of how
students with different learning styles used the tablet PC.

4. RESULTS
Quantitative Analysis

Our results, in Table 1, indicate that tablet PC usage in the
classroom addresses all learning styles. Highest mean
scores were reported for using the e-inking capabilities of
the tablet PC to help illustrate points made in class and
mark slides, and using web-based sources to apply
concepts in class.

Qualitative Analysis

Visual Learning: Several students indicated that
they liked using the tablet PC to create visual
representations of their notes. They reported that it helped
with creating diagrams and for sketching assignments.
Students also reported that the tablet PCs allowed
professors to enhance their teaching experience by adding
visual artifacts to their notes. They said, “Used e-ink to
write out examples or show drawings and such. Drawings
are best supported.”

Auditory Learning: Software like DyKnow
and OneNote was used to record lectures which were
helpful for review. According to one student, “Group
brainstorming or planning sessions work well with a
shared OneNote page.” Another student commented,
“DyKnow and OneNote are both just lovely. I am a huge
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DyKnow fan. I like how the pen strokes can be replayed
using DyKnow and the voice recording is a very useful
tool as well.”

Learning Style Mean | SD
Visual

* E-ink to create diagrams 2.16 1.09
* Shared electronic whitespace with 1.56 0.83
other students

Helped illustrate points made in class 3.31 0.95
** | made simple charts, diagrams, or 2.22 1.23
tables using the Tablet PC to organize

course materials

Auditory

* Shared notes/slides with other students | 1.94 0.98
* Shared electronic whitespace with 1.56 0.83
other students

* Audio recording of 1.23 0.59
lectures/discussions using OneNote

Reading/Writing

* E-ink to mark slides provided by the 2.39 1.17
instructor

* E-ink to take notes using OneNote 2.30 1.08
* Imported web-based information into 2.00 1.10
notes

* E-ink to take notes with another 1.93 1.06
program

* Special note take capabilities of 1.69 0.97
OneNote

** | study by reading my notes over and | 2.90 1.24
over again

** | make lists of important items for 2.26 1.18
this course and memorize the lists

Kinesthetic

* To respond to interactive class 1.77 0.88
exercises using polling/voting

* To respond to interactive in-class 1.74 ]0.91
exercise using written responses

** | try to apply ideas from web-based 2.42 1.14
sources to other class activities such as

lecture and discussion

Table 1: Questionnaire Result Means and Standard
Deviations. **Used a five-point Likert scale with anchors
1-Never, 2-Rarely (once or twice a semester), 3-
Sometimes (several times a semester), 4-Frequently (five
or more times a semester), and 5-Very frequently (almost
every week). *Used a four-point Likert scale with
anchors 1-Never, 2-Rarely, 3-Occasionaly, and 4-
Frequently.

Reading/Writing Learning: A majority of
students indicated that the tablet PC was useful for note
taking. Tablet PCs were also found to be useful in classes
that involved a lot of equation writing. One student
reported, “Tablet PC is good for taking notes. Taking
notes on the actual slides that a professor is teaching from
is much more beneficial than simply taking notes in paper
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notebook. The tablet is also convenient in that it allows
you to take notes without having to print out the lecture
slides.”

Kinesthetic Learning: Students indicated that the
ability to swivel the monitor helped them to collaborate
with each other. Students also liked that they could
transfer their drawings and sketches easily using the tablet
PC. The use of interactive software, such as DyKnow [16]
and OneNote , in class made the class a lot more engaging
and students reported enjoying taking polls in class.
Students said that, “Activities involving polls and giving
responses to the teacher are best supported with the Tablet
PC.”

5. DISCUSSION

The quantitative and qualitative analyses reveal that the
tablet PC can be beneficial to all learning styles. Visual
and reading/writing learning style features were used the
most. This can be attributed to the fact that lectures are
still the most popular teaching styles thus automatically
cater to auditory learners. The main benefit of using a
tablet PC in class is to supplement the lectures with visual
and reading/writing artifacts. Reading and writing are
natural affordances of the tablet due to the slate
conversion option and the stylus.

The qualitative analyses revealed that students use
additional features such as recording the lectures. These
features will also be useful in an online course, where the
instructor is remote. Software like DyKnow [16] and
OneNote [15], can be used to make the class more
interactive and thus be helpful for kinesthetic learners.

It is important to acknowledge that the lower mean scores
(means below 3.00 for a 5-point Likert scale and below
2.00 for a 4-point Likert scale) can be attributed to what’s
also been biggest barrier to the Tablet PC Initiative at
Virginia Tech, the lack of continued use of the tablet PC
by faculty members in all the engineering classes. While
tablet PCs have been extensively used in the freshman
classes, their use in class by faculty members drop
extensively in the senior classes.

One limitation of this study is that the survey was
designed to gain an understanding on the use of the tablet
PC but not specifically on the learning styles of the
students. In addition, the hardware of the tablet PC could
also aid various learning styles; however, we did not
investigate this question. We recommend that questions
related to the tablet PC’s hardware (e.g. touchpad/mouse,
keyboard, size, etc.) be included in any future study.

6. CONCLUSION

Our results show that the tablet PC is useful for students
who possess any of the VARK learning styles. However,
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success of tablet use in the classroom ultimately depends
on efforts to prepare engaging lectures using the
technology [17]. This is apparent in the lower kinesthetic
means, which heavily depends on interaction of students
in the lecture. If instructors do not implement interactive
features such as polling and short response questions,
kinesthetic learners will be at a disadvantage, because
they ‘learn by doing” and will not have the opportunity to
use the technology to engage with the course material.
The lecture should also be visually engaging and also be
made available to students so that students can read and
annotate their notes. Instructors can audio record their
lectures using features of the tablet PC and let students
access it for future playback. While it is evident that the
tablet PC can cater to all learning styles, we envision that
they will better support VARK learning styles as
instructors as well as students become more comfortable
with tablet PCs and their features.
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ABSTRACT

This paper presents data from a project which aims to determine
the level of knowledge and understanding of engineering
students about Sustainable Development (SD). The data derives
from a survey completed by fourth year engineering students in
three Irish Higher Education Institutions. This paper is part of a
larger study which examines the relationship between students’
and teachers’ understanding of SD. The results from the survey
show that fourth year engineering students have a discipline-led
conception of SD. The majority of the participants fail to
acknowledge the complexity of the concept and focus only on
environmental protection. Their knowledge of legislation
relevant to SD and the social aspect of sustainability is
deficient.

Keywords: Engineering Education, Sustainable Development
INTRODUCTION

This paper will focus on the knowledge and understanding of
fourth year engineering students about Sustainable
Development (SD). The data comes from a larger study, which
is still in progress, which is examining the relationship between
the understanding and knowledge of engineering students and
their teachers about SD.

There is now a requirement that engineers practice and promote
the principles of SD. The mission of Engineers Ireland (El), the
professional body for engineers in Ireland now includes a
commitment to promote SD. It states: “Our members serve
society through the highest standards of professional
engineering. We seek to improve the quality of life for all,
creating prosperity and adding value through innovation and the
promotion of health, and sustainable development” (emphasis
added).

It is widely accepted that engineers can play a key role in
delivering sustainability [1] [2] with some arguing that they are
uniquely placed to take a lead in moving towards sustainability
[3]. As Johnston puts it “engineers really are necessary to make
sustainability work™ [4]. Moreover, Ashford argues that a
specific focus should be given to engineers to achieve SD since
they drive any kind of development [2].
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However, existing research shows that engineering students do
not understand the complexity of the concept seeing it purely as
linked to environmental issues without understanding the social
dimension of SD [1] [5] [6] [7] [8]-

The motivation for this project was drawn from the lack of
research regarding engineering education for SD in the Irish
context. This is despite the requirement, set out in the Code of
Professional Ethics of Engineers Ireland, for engineers to
practice and promote the principles of sustainable development
and the accelerating demands for engineers’ competency on
sustainability issues.

The work reported in this paper seeks to establish the extent to
which Irish final year engineering students share the narrow
view of the concept as reported in the literature. This paper
seeks to build on two pieces of research that have investigated
what engineering students know about SD.

SD origins and definition

Sustainable Development (SD) is a concept that was first
introduced in the 1980°s. The concept was presented in the
World’s Conservation Strategy (1980). The three main pillars
that constitute SD are the environmental, the economic and the
social aspect. SD is most commonly defined by the World
Commission on Environment and Development, the Brundtland
report [9] as “development that meets the needs of the current
generation without compromising the ability of future
generations to meet their own needs”.

What do engineering students know about SD?

As stated above this study draws on two pieces of research
which have investigated engineering students’ knowledge of
SD.

In the first, Carew and Mitchell [6] conducted a qualitative
investigation of students’ understanding of the concept in the
University of Sydney. The data showed that students’
understanding of SD was very broad with no evidence that they
understood the complexity of the concept. They classified
students’ descriptions of SD. Their classification was based on
an analytical framework for mapping variation in student
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conceptions called the Structure of Observed Learning
Outcomes (SOLO) taxonomy introduced by Biggs and Collis
[10]. The classes used for classification are in Table 1.

SOLO Features of Sustainability typical for each
Classes stage
1. Pre- Either did not know what sustainability was or
structural provided a non-specific response
2. Uni- Provided one definitive example of something
Structural concrete and relevant to SD
3. Multi- Provided two or more different examples of
structural things relevant to SD
4. Relational Constructed a cohesive statement about SD by
' relating two or more things relevant to SD
Constructed a cohesive statement about SD by
5. Extended relating two or more things relevant to SD and
Abstracts provided evidence of critical/creative thinking
or ethical judgment

Table 1: Carew's and Mitchell SOLO taxonomy [6]

The results of the classification showed that 65% of the
responses were classified as pre-structural and uni-structural
which corresponds to answers that either did not know what
sustainability is; or had a very vague perception of the concept.
18% of the responses were classified as multi-structural which
corresponded to answers where an attempt to define
sustainability was based on the combination of two relevant
aspects of the concept such as environmental protection and
future needs. The remaining 17% was allocated to relational and
extended abstract classes which included responses showing
knowledge evidence of critical thinking and ethical
responsibility. Carew and Mitchell argued that the results are
concerning since the respondents were at the third year of their
degree which assumes that some modules relevant to SD were
completed by them. They said that curricula should be improved
in order to facilitate students that have a pre-structural
conception and assist them to develop their knowledge, while
the same system would provide opportunities to more
knowledgeable students to further explore the concept.

In the second investigation, Azapagic and her co-researchers [1]
carried out an international quantitative survey of engineering
students in order to determine their level of knowledge and
understanding of SD and identify knowledge gaps. The survey
was distributed to 21 countries and a total of 3134 students
completed the questionnaire. The data showed that engineering
students tend to connect SD with environmental issues and
neglect the other two pillars of the concept (economic and
social). The results show that students’ knowledge and
understanding of SD was particularly low. Substantial
knowledge gaps were found in regard to SD legislation, policy
and standards, SD social issues and several environmental
issues such as loss of biodiversity and salinity.

Azapagic also found that respondents thought that SD is an
important concept for them; and more important for future
generations. Their results did not show any significant
difference when variables such as gender, discipline and year of
study were examined. Nevertheless, participants from Sweden,
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Vietnam and Germany were distinguished from the sample with
a higher level of knowledge of SD compared with other
participating countries such as UK, Central Europe and the
US.A. Based on the above, Azapagic [1] argues that
engineering students’ level of knowledge and understanding of
SD is “not satisfactory” and that deficiencies in engineering
education should be minimized in order to adequately educate
engineering students and close the knowledge gaps mentioned
above.

Carew’s and Mitchell [6] and Azapagic’s et al [1] work showed
major gaps in engineering students’ knowledge and
understanding of SD.

This study draws from those two projects as a framework to
determine the level of knowledge and understanding of fourth
year engineering students of SD in the Irish context. The results
will be presented in the results section where comparisons will
be made between our results and those from Azapagic et al [1]
and Carew and Mitchell [6].

METHODOLOGY

The data reported in this paper comes from a survey of fourth
year engineering students across a range of engineering
disciplines in a number of Irish higher education institutions
(Table 1). One of the institutions is ranked as one of the top 56
higher education institutions that promote SD in engineering
education [11]. The institutions are located in three different
cities. One of them is a traditional and long standing university;
one is a new university having achieved university status in
1989; while the third is an institute of technology offering
programs from traditional apprenticeships to doctorates.

egree Civil | Mechanical | Chemical | Structural | Building
I Eng Eng Eng Eng Services
nst.

Inst. 1 | x(25) x (29) x (26) x (25)

Inst. 2 | x(23) x (7)

Inst. 3 x (8)

Table 2: The three Institutes and the degrees surveyed. Numbers
in parentheses illustrate response from each degree and institute.

A questionnaire was designed drawing on that used by
Azapagic et al. [1]. Carew’s and Mitchell [6] open-ended
approach was incorporated asking students to state, in their own
words, their understanding of SD.  However, the two
questionnaires were not identical. Additions were made in order
for the questionnaire to be appropriate for the Irish context. SD
principles were drawn from Ireland’s SD Council, Comhar [12]
while SD tools were identified in Mulder’s book on SD for
engineers [13].

The main research question “What is the level of knowledge
and understanding of fourth year engineering students of
SD” was utilized to generate subsequent questions that were
used in the survey. The questionnaire consisted of four sections
as follows:

e Section 1: Demographic and institutional data —
Gender, age, Institution and Degree, Transfer from a
Level 7 Degree.
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e  Section 2: Open Ended Question — participants were
asked to state in their own words their understanding
of SD.

e  Section 3: Scaled Questions - this section was
designed based on Azapagic et al [1]. Students were
asked to rate their knowledge about SD principles,
legislation, issues, SD tools and organizations that
promote SD. The scale used was: 1: Never Heard of,
2: Heard but could not explain, 3: Have some
Knowledge, 4: Know a lot.

e  Section 4: students were asked to rate the importance
of SD at a personal and professional level.

The questionnaire was distributed both online and on paper in
order to enhance the response rate and improve the results. In
total, 143 fourth engineering students completed the
questionnaire with a response rate of 54% across all disciplines.
These included 48 Civil, 37 Mechanical, 26 Structural, 25
Building Services and 7 Chemical Engineers. It can be seen
from Table 2 that most respondents came from one institution.
The response from Institution 3 was very low making it difficult
to make comparisons across institutions.

The data were analysed with SPSS 18. Raw data from the scaled
sections were analysed in regard to frequency, average and also
cross-tabulated with the key variables to test the significance of
their impact. Open-ended responses were coded based on the
three pillars of SD (Table 3).

Within Table 3 each class corresponds to specific key words
related with each pillar that occurred in responses. Class 1
corresponded to answers that mentioned all three pillars of SD.
Classes 2-7 show all the possible combinations of the pillars
that might occur in other responses. Class 8 corresponds to
answers that quoted Brundtland’s definition. Class 9 was
created for answers that showed no knowledge of SD.

Class 1 could be identified as a Relational class based on
Carew’s and Mitchell [6] taxonomy. Classes 2, 3 and 4 as
Multi-structural; 5, 6, 7 and 8 as Uni-structural and 9 as pre-
structural.

Classes Key words

Economy: long term
planning, cost-payback
analysis, development,

growth, save money,

economic

1. Economy-Environment-
Society

2. Economy-Environment

3. Economy-Society
Environment:
environmental protection,
limitations, eco friendly,
impact, footprint, waste
minimization, non and
renewable resources

4. Environment-Society

5. Economy

6.Environment

Society: community, needs,

7.Society
social balance, equity.

8. Brundtland Definition

9. No evidence of knowledge

Table 3: Classes used for coding open-ended responses.
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The results are presented and discussed in the following section.
RESULTS

Aggregated results for all topics in the questionnaire indicated
that engineering students’ knowledge of SD is between “Heard
but could not explain” and “Have some knowledge” with a
corresponding overall average of 2.49. Although the overall
average of this study is higher than Azapagic’s 2.23 [1], further
comparison showed that both studies illustrate the same overall
pattern in engineering students’ knowledge and understanding.
When comparisons were drawn on topics common to both
studies, it was found that averages for three sections fell closer
to those found by Azapagic et al [1]. In one case, SD principles,
the average fell below the average found in Azapagic’s study
(Figure 1).

The data shows that fourth year engineering students from the
three Irish Higher Education institutions seem to be more
knowledgeable in regard to sustainability issues with an average
score of 2.86. Substantial knowledge gaps were identified in
regard to SD principles and SD legislation, policy and
standards. Figure 1 represents the average scores of this study
and Azapagic’s comparable average scores.
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1 96
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SDPrinciples SDLegislation Sustainability

Issues

Figure 1: Section averages compared with Azapagic et al [1].

The scores show an inadequate level of knowledge and
understanding of fourth year engineering students of SD in the
Irish context.

SD principles

In relation to SD principles question, the overall average of 2.34
is just above “Heard but could not explain”. Students rated their
knowledge high in regard to the topics of “Engineering Ethics”
with an average of 3.12 and “Minimizing the utilization of non-
renewable resources” with an average of 3.09. Yet, considerable
knowledge gaps were identified with principles regarding social
issues. The latter seems to contradict with the high average
score for “Engineering Ethics”.

Student’s ratings in regard to topics “Inter-generational equity”,
“Intra-generational equity” and “Social Inclusion” were below 2
which is just above “Never Heard of”. More specific, “Inter-
generational equity” had an average score of 1.48, “Intra-
generational equity” 1.47 and “Social Inclusion” an average
score of 1.88. Despite the higher overall average of this section,
Inter and Intra generational had a lower average score than
Azapagic’s score (1.67). Moreover several other topics had a
low score such as “Stakeholder Participation” (1.9) compared to
Azapagic’s (1.67); “Principle of Subsidiarity” (1.65) and the
“Precautionary Principle” with an average of 1.58.
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SD legislation, policy and standards

Turning to consider SD legislation, policy and standards it was
found that three topics had a considerably higher average score
than the section’s overall average (2.03): “Kyoto Protocol”
(2.94); “Ireland’s Renewable Energy Targets” (3.01) and
“Environmental Impact Assessment (EIA)” (2.92). Following
the very low averages on social issues in the SD principles
question, students’ knowledge about legislation regarding social
inclusion was significantly low. The topic “Aarhus Convention”
had an average score of 1.19. Moreover, topics such as “Rio
Declaration” and “Agenda 21 had low average scores of 1.42
and 1.43 respectively.

SD issues

The literature clearly states that engineering students tend to
connect SD with environmental issues [1] [5] [6] [7] [8] [9].
Our data presents further evidence to support this view.

As previously stated, SD issues had the highest overall average
score in this survey with a score of 2.86. Students gave a very
high score to a number of environmental issues including
“Climate Change” (3.49). Other topics in this section received
an average score close to 3. However, relatively low scores
were recorded for the topics “Ecosystems” at 2.47 and “Loss of
Biodiversity” at 2.26. The topic “Loss of Biodiversity” was
scored as the lowest also in Azapagic’s study (2.21).

SD tools

In regard to SD tools section, students’ responses showed an
overall average score of 2.67, which was significantly higher
than Azapagic’s respondents (2.11). A higher score was given
to the topic of “Recycling” (3.30). Average scores of 3.16 and
3.22 were recorded for the topics of “Renewable Energy
Technologies” and “Use of renewable materials” respectively.
Substantially lower than the overall average was the topic of
“Tradable Permits” with an average score of 1.69 which it was
also low in Azapagic’s work with an average score of 1.82.

Organizations that promote SD

Students were also asked to rate their knowledge about several
engineering bodies and international organizations that promote
SD. The overall average of this section was 2.57 which lies
between the statements of “Heard but could not explain” and
“Have some knowledge”. In this section, students had a good
knowledge about “Engineers Ireland” with an average score of
3.39 and also about “Sustainable Energy Authority Ireland
(SEAID)”.

On the other hand a low average score of 1.73 was allocated to
“Combhar, Sustainable Development Council” which is the
National Development Council for Ireland. Comhar has
published SD principles which Engineers Irelands have
subscribed to.

A low average score of 1.97 was given to the
“Intergovernmental Panel on Climate Change (IPCC)” topic.

Importance of SD

In Section 4, engineering students were asked to rate the
importance of SD at the personal and professional level.
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43.1% of the students rated SD as “Important” at a personal
level, while 44.8% rated SD at a personal level as “Very
Important”. This corresponds to an average of 3.32 in a scale of
1-4. Azapagic et al [1] used the same scale to analyze this
particular question which showed an average of 3.

On the other hand students’ rating of the importance of SD at a
professional level was higher that the personal level; 98.3% said
that SD is either “Important” or “Very Important”. More
specifically, 72.4% rated SD as “Very Important” and 25.9% as
“Important” at a professional level. This average 3.7 was higher,
than Azapagic’s average score of 3.3.

Key variables significance tests

Significance tests were performed using the Pearson Chi-square
significance test in SPSS 18. Any chi-square smaller than 0.05
(<0.05) shows a significant impact of the testing key variable on
the data. Age was the only key variable that had no impact on
the survey data. On the other hand, on the aggregated 65 topics
included in all sections, institution had a significant impact on 9
of them corresponding to 14%. This is not surprising given that
the majority of respondents came from one institution.

Azapagic and her co-researchers [1] found that their results
were not affected at all by key variables that had a connection
with the participants’ studies including their discipline.

However, chi-square tests in this study showed that degree was
the primary variable impacting the results. Cross-tabulation of
the degrees with the topics and chi-square performance showed
that degree had a significant impact on the students’ knowledge
of 39 of 65 topics in the questionnaire, amounting to 60% of the
topics surveyed. This suggests that engineering students’
knowledge of SD is discipline-led.

Knowledge of nine of eighteen topics (50%) included in SD
principles section; twelve of fourteen topics (85.7%) included in
SD legislation section; seven of fifteen topics (46.7%) in SD
tools; eight of twelve topics (66.7%) in SD issues and three of
six topics (50%) in the organizations section were affected by
the students’ disciplines.

What seems to emerge from this analysis is that some
disciplines are addressing discipline specific issues relatively
well. What also emerges is that some issues such as Climate
Change, Recycling and Deforestation score high independently
of the discipline.

Another set of issues which include key social issues such as
social equity and inclusion but also important legislation such as
the Aarhus Convention score low regardless of discipline.

It is also worth noting that knowledge of the ‘“Precautionary
Principle” is scored low across all disciplines.

SD definition

Open-ended responses were coded based on the classification
presented in Table 4. Figure 2 shows the results of the analysis.
Based on the classification, engineering students define SD as a
concept that is connected mainly with economic and
environmental issues while failing to acknowledge the equal
importance of the social aspect in SD.
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Classes 1. Economy-Environment-Society

2. Economy-Environment

3. Economy-Society

4. Environment-Society

5. Economy

6.Environment

7.Society

8. Brundtland Definition

9. No evidence of knowledge

Table 4: Classes utilized for open-ended responses classification

35.0 4

30.0

25.0

20.0

15.0 -

100 -

Classes

Figure 2: Classification of open-ended responses

Responses that define SD as a concept that consist of the three
pillars, the economy, the environment and the society are
classified as Class 1 which corresponds to a very low
percentage of 8.2%.

A large group of participants (31.8%) described SD as strictly
an environmental concept. In an attempt to aggregate all the
classes that involve the environmental pillar, excluding Class 1,
a large percentage of participants (61.8%) included the
environment in their description of SD.

On the other hand, an aggregated percentage of the societal
pillar is low at 9.1%, with Class 7 not having any responses.

Interestingly Brundtland’s definition corresponds to 16.4 % of
the responses which supports the fact that is a commonly used
definition of SD.

All of the above show that fourth year engineering students
have a very narrow understanding of SD which supports the
findings from the scaled questions where results showed that
students know very little about social issues.

An initial classification of these responses based on Carew’s
and Mitchell [6] taxonomy, showed that responses from this
study are primarily uni-structural (Figure 3). Class 8 responses
were classified as uni-structural in line with the approach taken
by Carew’s and Mitchell.
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Figure 3: Classification of open-ended responses based on
Carew and Mitchell's analytical framework

Classification of responses from this study, based on the SOLO
taxonomy, follows a similar pattern as those from Carew’s and
Mitchell study. The majority were classified as uni-structural:
Carew and Mitchel was 55.8% while ours was 57.3%.

While the proportion of Relational responses was lower in our
study (8.2% as against 13.5%), there was a smaller proportion
of Pre-structural answers (2.7% as against 9.6%). Both studies
show that most students have a uni or multi-structural
understanding of SD.

Figure 3 supports the argument rising from this study that
students’ understanding of the complexity of SD is very low.
Students fail to acknowledge the inter-connectedness of the
three pillars and tend to relate SD only with environmental
issues.

CONCLUSIONS

The survey conducted for the purposes of this study showed that
engineering students’ knowledge in regard to SD topics is
inadequate. It is concerning that respondents were fourth year
engineering students who are just about to graduate.

The results follow the same pattern and identify the same
knowledge gaps in engineering students’ knowledge of SD as
identified in Azapagic’s et al study.

Substantial knowledge gaps are identified in regard to SD social
issues, and SD legislation, policy and standards. Key SD issues
such as “Loss of Biodiversity” and “Ecosystems” had a score
significantly lower than the overall average which shows that
engineering students also have significant knowledge gaps in
environmental assessment and protection.

Several topics with a significantly high score such as
“Recycling”, “Climate Change” and the “Kyoto Protocol” have
a high public profile. It is the case that these issues have
achieved media coverage and are much discussed in political
and public forums. It might be the case that students’
knowledge is significantly impacted by the media coverage of

these issues.

It is interesting to note that while students seem to know a lot
about Climate Change, they have a poor knowledge of topics
such as “Intergovernmental Panel on Climate Change (IPCC)”
and “Tradable Permits”. These topics relate more to the
economic and political domain rather than to engineering.



Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation (IMETI 2011)

Engineering students see the implementation of SD to be more
of a professional requirement rather than an issue of personal
commitment. They are more likely to say that it is very
important for them as professionals. This suggests that the
curriculum may not be generating a personal commitment to
sustainability among engineering students and they might see
sustainability as yet another constraint that engineers must
grapple with in their engineering practice.

Fourth year engineering students’ level of understanding of the
complexity of SD is low. They directly connect SD with
environmental issues while they neglect the social aspect of SD.
They tend to define SD by referring to only one of the three
pillars. Very few demonstrate Relational understanding of the
concept while none had an Extended Abstract conception. It is
the case thought that very small numbers have no knowledge at
all.

This study has also showed engineering students’ level of
knowledge and understanding to be discipline-led.

SD is a multi-disciplinary concept that requires the involvement
of the engineering sector. However, if engineers’ competence is
low as this study has shown, sustainability issues will not be
effectively assessed by engineers. As Beder [14] has argued,
“engineers of the future are professionals that understand SD
and provide solutions that are appropriate in the three aspects of
SD”.

The present study generates new research questions such as the
reasons why students have a narrow understanding of SD. The
next stage in this project will seek to build on the data reported
here.

We will be surveying first year engineering students with the
same questionnaire. This will allow us to determine the degree
to which pre-engineering experiences are affecting students’
knowledge of SD.

We will also explore staff’s understanding of SD. It might be
the case that while academics might believe they are giving
adequate coverage to SD issues these might be too discipline
(and technology) specific. The result might be that students are
not getting the general and broad education that they need to
fully understand SD.

REFERENCES

[1] A. Azapagic, S. Perdan, D. Shallcross, How much do
engineering students know about sustainable development? The
findings of an international survey and possible implications for
the engineering curriculum, European Journal of Engineering
Education, Vol. 30, No. 1, 2005, pp 1-19

[2] N. Ashford, Major challenges to engineering education for
sustainable  development, International  Journal of
Sustainability in Higher Education, Vol. 5, No. 3, 2004, pp
239-250

[3] S Johnston, H. McGregor, E. Taylor, Practice-focused ethics
in Australian engineering education, European Journal of
Engineering Education, Vol. 25, No. 4, 2000, pp 315-324

167

[4] S. Johnston, Sustainability, Engineering and Australian
Academe, Society for Philosophy and Technology Quarterly
Electronic Journal, Vol. 2, No. 3/4. 1997, p 92

[5] J.R. Herkert, Sustainable development, engineering and
multinational corporations, Science and Engineering Ethics,
Vol. 4, No. 3, 1998, pp 333-346

[6] A.L. Carew, C.A. Mitchell, Characterizing undergraduate
engineering  students’ understanding of sustainability,
European Journal of Engineering Education, Vol. 27, No. 4,
2002, pp 349-361

[7] J. Segalas, D. Ferrer-Balas, K.F. Mulder, Conceptual maps:
measuring learning processes of engineering students
concerning sustainable development, European Journal of
Engineering Education, Vol. 33, No. 3, 2008, pp 297-306

[8] F. Kagawa, Dissonance in students’ perceptions of
sustainable development and sustainability — Implications for
curriculum change, International Journal of Sustainability in
Higher Education, Vol. 8, No. 3, 2007, pp 317-338

[9] World Commission on Environment and Development
(WCED), Our Common Future. Oxford University Press.
1987

[10] J.B. Biggs, K.F. Collis, Evaluating the Quality of
Learning: The SOLO Taxonomy, New York: Academic
Press, 1982

[11] Engineering Education for Sustainable Development
Observatory  (EESD), Report 2008, Available at
https://www.upc.edu/eesd-
observatory/why/reports/EESD_Observer 2008 _.pdf/view

[12] Comhar, Sustainable Development Council, Principles for
Sustainable Development, 1997, Available at
http://www.comharsdc.ie/_files/S.D.Principles.pdf

[13] K. Mulder, Sustainable Development for Engineers,
2006, Greenleaf Publishing, UK

[14] S. Beder, Toward an environmentally conscious
engineering graduate, Australasian Journal of Engineering
Education, Vol. 7, No. 1, 1996, pp 39-45


https://www.upc.edu/eesd-observatory/why/reports/EESD_Observer_2008_.pdf/view
https://www.upc.edu/eesd-observatory/why/reports/EESD_Observer_2008_.pdf/view
http://www.comharsdc.ie/_files/S.D.Principles.pdf

Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation (IMETI 2011)

| mpact of Mathematics and Physics Grade Point Averages on the Overall GPA for
Construction Management Under graduate Students

Pramen P. SHRESTHA & Nirajan MANI
Civil and Environmental Engineering Department, Howard R. Hughes College of Engineering
University Of Nevada Las Vegas
LasVegas, Nevada, 89154, USA

ABSTRACT

The performance of Construction Management (CM)
students in their undergraduate studies is believed to be
dependent on their mathematics and physics
performance. The overall performance of students is
measured by their overall Grade Point Average (GPA) for
this study. Similarly, the performance of students in
mathematics and physics are measured by the respective
GPAs in these subjects. This study analyses the
correlation of the mathematics and physics GPAs with
the overall GPA. The study includes data of CM students
who graduated between 1982 and 2010 from the
University of Nevada, Las Vegas (UNLV). The research
hypothesis for this study is that there is a significant
correlation between the overall GPA with the
mathematics and physics GPAs of CM undergraduate
students. The statistical test results showed that there is a
statistically significant correlation between the overall
GPA with the mathematics and physics GPAs.

Keywords:  Mathematics, Physics,  Construction
Management, Undergraduate Study, Grade Point
Average.

1. INTRODUCTION

American Council for Construction Education (ACCE)
requires that construction management undergraduate
students in accredited programs take a minimum of 15
semester credit hours of mathematics and science
courses. In addition to this, these students should take a
minimum of 20 semester credit hours in construction
science and a minimum of 20 semester hours in
construction. A minimum aggregate of both construction
science and construction combined of 50 semester credit
hours requires as per ACCE.

It is believed that construction science courses require a
significantly higher level of knowledge, skill, and ability
in mathematics and physics than do the construction
courses. Therefore, students must perform well in
mathematics and physics courses to perform satisfactorily

168

in construction science courses. It is also believed that
students must perform equally well in construction
science and construction courses to develop the level of
knowledge, skills and abilities that are critical to
becoming a successful professional in the construction
industry. It is obvious that the overall grade point average
(GPA) of the students directly depends upon all of these
courses; in other words, the higher the grade in all
courses, higher the overall GPA. The University of
Nevada, Las Vegas (UNLV) Construction Management
program places an emphasis on ensuring that students
take the necessary mathematics and physics courses so
that they are able to successfully apply these courses’
fundamental concepts in construction science and
construction courses.

The majority of the Construction Management (CM)
undergraduate students at the University of Nevada, Las
Vegas (UNLV) are having difficulty in passing the
mathematics and physics courses required by the ACCE.
This is impacting the graduation rate; also, students are
having problems passing the construction science and
construction courses at UNLV. It is assumed that the lack
of knowledge in mathematics and physics is affecting the
GPAs of these courses and ultimately affecting the
overall GPA of these students. To determine whether
there is a relationship between mathematics and physics
GPAs with overall GPA, data was collected of CM
students who passed these courses and graduated in last
10 years. The results of this study will shed some lights
on this issue.

2. HYPOTHESES
Resear ch Hypotheses
The wvariables considered for this study are the
mathematics GPA, the physics GPA, and the overall GPA

at graduation. Two research hypotheses for this study
were formulated, as shown in Table 1.
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Table 1. Research Hypotheses.

Hypothesis Resear ch Hypotheses (Hy)
No.
A higher GPA in mathematics will result
H,1 in higher overall graduation GPA of
Construction Management students.
A higher GPA in physics will result in
H,2 higher overall graduation GPA of

Construction Management students.

Null Hypotheses

The above research hypotheses are converted to null
hypotheses to conduct the statistical test, as described in
Table 2. The statistical test hypothesizes that the
correlation coefficient between these variables is not
significantly different from zero. Mathematically, it can
be expressed as:

B=5=0

Table 2. Null Hypotheses.

Hypothesis  Null Hypotheses (H,)
No.
There is no relationship between the
o1 mathematics GPA and the overall
© graduation GPA of the Construction
Management students.
There is no relationship between the
H,2 physics GPA and the overall graduation

GPA of the Construction Management
students.

For the null hypothesis to be false, the p-value must be
less than or equal to 0.05. Given that the null hypothesis
is true, the p-value represents the probability of observing
a test statistic that is at least as large as the one that is
actually observed.

3. LITERATURE REVIEW

Several studies have been conducted to determine the
factors that have significant effects on students’ academic
performance. These studies have found that student
characteristics, teaching effectiveness, gender, academic
classification, performance in prerequisite courses, and
overall academic ability play significant roles in the
performance of students [4, 6, 8, 9].

Choudhury (2001) conducted a research to determine the
factors that affect the student’s performance in
Environmental Control Systems Courses at the
undergraduate level in the Department of Construction
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Science at a large university in the south central region of
the United States. Ten factors were considered for the
analysis. The population collected for the study consisted
of the 223 students who attended such courses during the
Summer Semesters of 1997 and 1998, the Fall Semester
of 1997, and the Spring Semester of 1998. The multiple
regression analysis showed that such courses are not
correlated with class size. Personal characteristic
variables, such as gender and academic classification, are
inversely related to student performance. The study
found that the overall academic ability of a student is
positively correlated with student performance. The F-
test that was conducted was found to be statistically
significant at the 0.0001 level. The R-square value of the
model was found to be 0.37. From the multiple regression
analysis, the following model was developed:

GRADE
= 62.48 + 0.05 * CLSIZE + 0.95 * SEMESTER — 2.04
« SEX — 2.3 % LEVEL + 0.64  INSPIRE + 0.24

« FEELING — 0.93 x CONTRIB + 0.21 * UNDSTAND
+ 0.5 * SATISFY + 5.36

)Y RSN ¢ )

A study by Meltzer (2002) was conducted to determine
the relationship between mathematics preparation and
conceptual learning gains in physics [1]. Students’
conceptual knowledge was assessed by administering a
diagnostic test on physics concepts during the first and
last days of class. The authors collected the data of
students enrolled in Fall 1997 and Spring 1998 physics
courses of Southeastern Louisiana University (SLU) and
Fall 1998 and Fall 1999 physics courses of lowa State
University (ISU). These physics courses covered
electricity and magnetism, including direct current
circuits. The sample size for these courses offered at SLU
was 45 and 37, respectively. For the courses offered in
ISU, the sample size was 59 and 78, respectively. The
authors found that student’s normalized learning gains
were not significantly correlated with their pre-test scores
on a physics concepts test. However, the normalized
learning gain was significantly correlated with
mathematics pretest scores in a sample of one LSU
physics course and two ISU physics courses.

Sidiropoulos et al. (2005) in investigating the factors that
contribute to student success, provided new ideas on how
these factors could be used to offer adaptive learning in
studying economics in a web based environment [3]. The
authors collected data from 200 students enrolled in
economics and finance classes in the department of
Applied Informatics at the University of Macedonia,
Greece. The data collected included family condition and
education, sex, age, GPA, previous knowledge in
mathematics, and previous knowledge about computers
and the internet. This study showed that girls gained
significant higher marks than boys in the economics
module. The study also found that the father’s education
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was a strong indicator of student success with the
module. Students having more educated fathers (M.Sc. or
Ph.D.) gained better marks in the module than other
students. Finally, the research showed that students with
overall high GPAs scored high marks in economic
lessons.

Choudhury (2002) conducted research to examine the
effects of overall academic capability of students on their
performance in this course [5]. The overall academic
capability of a student was measured by GPA. The
sample size for this study was 329, taken from a
population of students who attended Environmental
Control System courses in Fall, Spring, and Summer
semesters from 1997 through 2001. A simple linear
regression technique was used to predict the following
model:

GRADE
=10.76 + 37.15 * GPA — 4.17 x GPASQ + 2.08
S VY (o) SIS ¢7)

Where, GRADE = student performance in terms of
numerical grade, GPA = grade point average of a student,
GPASQ = quadratic term of GPA, MAJOR = academic
major of a student.

The research found that overall academic capability and
the major of a student both have statistically significant
effects on the student performance in the Environmental
Control Systems courses. The R-square value for the
model was found to be 0.59. This model could be helpful
to the instructors to formulate teaching strategies.

A study was conducted by Orth (2004) to identify
variables that could serve as predictors of student
retention and success in an undergraduate construction
management program [2]. The independent variables in
this study were high school rank, high school GPA, high
school class size, the number of high school science
courses, the number of high school mathematics courses,
the SAT composite score, matriculation age, gender, race,
and residence. Data was collected from 343 students
enrolled from Fall 1992 to Fall 1997 in the Building
Science Department at Purdue University. A logistic
regression model was developed, and the relationship was
tested at the 0.05 significance level. The Wild Chi-Square
test showed that the high school GPA and the number of
high school mathematics courses taken with regard to
graduating the Construction Management (CM) program
were found to be statistically significant at a = 0.05.
These results showed that the students who have taken
significant number of mathematics courses in high school
also have a high graduation rate in the CM program. This
indicated that a solid mathematics education is vital for
Construction Management students to graduate from this
program.
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Shrestha and Shields (2009) found that the GPA of
undergraduate students in Construction Science course is
directly correlated with the GPA of the mathematics
courses taken at the university level. They found a
significant correlation between the mathematics GPA and
the final test score of the students in this course.
However, no significant correlation was found between
the physics GPA and the final test score of this course. A
multiple regression model was created to predict the final
test score of CM students in this course using
mathematics and physics as input variables; it was found
to be not significant [7].

4. METHODOLOGY

The methodology of this study consisted of five steps.
The first step was to perform a literature review to
determine whether any other studies have been conducted
relating to these hypotheses: 1) better performance in
mathematics results in a higher overall GPA for
undergraduate CM students; and 2) better performance in
physics results in a higher overall GPA for undergraduate
CM students.

The second step of the study was to collect the
mathematics and physics grades as well as the overall
GPA data for undergraduate CM students. Then
correlation tests were conducted between the
mathematics and physics GPAs with regard to the overall
GPA. If a significant correlation was found between the
mathematics and physics GPAs with regard to the overall
GPA, then the final step of the study was to develop a
multiple regression model that could predict the overall
GPA by using the mathematics and physics GPAs as
input variables.

These five steps were followed by an exploration of the
data collected and also a discussion of the implications of
this research. At the end of this paper, conclusions and
recommendations for future research areas will be
discussed.

5. DATA DESCRIPTION

The data of CM students who graduated from UNLV
between 1982 to 2010 were collected randomly. These
data were obtained from the Office of Undergraduate
Advising at UNLV. In the data analysis, only students
who had taken mathematics and physics courses at the
university level were considered. According to ACCE
accreditation, CM students had to take at least two
mathematics and two physics courses. The grade point
average of the mathematics and physics courses was
calculated for each student to use in the analysis. The
total sample size for the analysis was 77. Both a linear
correlation analysis and a multiple regression analysis
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were conducted to determine the significant relationship
between overall GPA with the mathematics and physics
GPAs of the students.

6. RESULTS

Once the data was collected, it was entered into a
Statistical Package for Social Sciences (SPSS) for
processing. The descriptive data analysis shows that the
mean for the overall grade, the mathematics grade, and
the physics grade was 3.04, 2.86, and 2.69, respectively.
The mean and median are very close to each other. The
low standard deviation value showed that there is a small
variation in the data set.

Table 3. Descriptive statistics of overall, mathematics,
and physics grade point averages.

Descriptive Statistics

Variables No. of Standard
(GPA) Sample Mean Median o4 ion
Overall

Grade 7 304 03 .
I\é[athematlcs 77 2.86 2.85 0.50

rade
Physics
Grade 7 29 200 "

A Pearson Correlation test was conducted to determine
the correlation coefficient between the overall GPA with
mathematics and physics GPAs. Before conducting this
test, the data were tested for normality. The histograms
were plotted for these data, and showed that data for the
overall, mathematics, and physics GPAs were normally
distributed. Figure 1 shows the histograms of the overall,
mathematics, and physics GPAs of CM students.
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Fig. 1. Histogram of overall, mathematics, and physics GPAs.

Since histograms for mathematics GPA and Physics GPA
curves do not show normal distribution, the Anderson-
Darling test was conducted to check the normality of
these variables. The null hypothesis of this test was that
the data is normally distributed. If the p value was less
than 0.05, then it would reject the null hypothesis. Table 4
shows the result of Anderson-Darling test, which
indicated that all three variables are normally distributed.

Table 4. Anderson Darling Normality Test Results.

No. of p
Variables Sampl valu Remarks
e e
Overall GPA 77 0.50  Normally
7 distributed
Mathematics 77 0.24  Normally
GPA 3 distributed
Physics GPA 77 0.05 Normally
5 distributed
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The results of this analysis, presented in Table 5, indicate
that there is a statistically significant relationship between
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the overall GPA with the mathematics and physics GPAs.
The correlation between the overall GPA and the
mathematics GPA was found to be 0.497, and the
correlation between the overall GPA and the physics GPA
was found to be 0.503. These correlations were significant
at alpha level 0.01. This also indicates that the
relationships are positive, which indicates that the
increase in mathematics and physics GPAs results in an
increased overall GPA for CM students.

Table 5. Pearson Correlation test results.

. No. of Pear son
Variables Sarr.1ple Correlation p value
Coefficient
Correlation with the Overall GPA
Mathematics 77 0.497** <0.01
GPA
Physics GPA 77 0.503** <0.01

** Significant at alpha level 0.01 (2-tailed)

Figure 2 shows the scatter plot of the overall GPA versus
the mathematics GPA, and Figure 3 shows the scatter plot
of the overall GPA versus the physics GPA. These graphs
show that there is positive relationship between these
variables.

The high correlation between these two variables suggests
that a linear regression model can be developed to predict
the overall GPA with the mathematics and physics GPAs
of the students. Therefore, a multiple regression model
was developed using the overall GPA as a dependent
variable and the mathematics and physics GPAs as
independent variables. The R-square value for the model
was 0.247. Also, the model is statistically significant at
alpha level 0.001. Equation (3) shows the regression
model that predicts the overall GPA of CM students.
Overall GPA =

0.319 xMathematics GPA+0.275 x Physics GPA+1.393....(3)
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Fig. 2. Scatter plot of the overall GPA versus the
mathematics GPA.
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Fig. 3. Scatter plot of the overall GPA versus the physics
GPA

7. CONCLUSIONSAND
RECOMMENDATIONS

This study tested two major hypotheses. The first
hypotheses, related to relationship between the overall
GPA and the mathematics GPA, was proved to be true for
this sample. The result showed that the better
mathematics GPA is, the better the overall GPA of the
CM students will be.

The second hypothesis states that there is a correlation
between the overall GPA and the physics GPA, which
also was found to be true for this sample. It indicates that
the higher the GPA in physics, the higher the overall
grade of CM students will be.

The CM students at UNLV take minimum of 15 credit
hours of mathematics and physics courses before they
start taking construction science courses. The number of
credit hours taken in these two subjects is very low in
compared to the credit hours taken in construction science
and construction courses. Therefore the effect of
mathematics and physics GPAs in the overall GPA is very
small in comparison to the GPAs of other courses.
However, this study results showed that the impact of the
physics and mathematics courses on their overall GPA
was very high and significant.

The findings of this research shed some light on how
important it is for undergraduate students to perform well
in mathematics and physics in order to achieve a higher
overall GPA in the CM undergraduate program. It is
recommended that further study be conducted to
determine the impact of class size, instructor ability, types
of instruction, gender, teaching effectiveness, and factors
regarding undergraduate construction management
subjects in order to determine the impact on the overall
GPA.
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ABSTRACT

Traditionally, engineering and science disciplines have
relied on theory and experiments as tools to perform
research. With the introduction of computer and
software, computer simulation based on mathematical
modeling gradually becomes an important tool. The
mechanism evolves into computational science.
Computational science has become a tool as important
as theory and experiments to all engineering and
science disciplines nowadays. In most cases, it is
adopted more often than experiments because it is
more economic, less time-consuming, and able to
explore infeasible situations. Computational science
depends on high performance computers which refer to
parallel computers. Parallel programs have to be
written to take advantage of all processors in a high
performance computer. Since 2003, the speed of
uniprocessors can hardly be pushed because of energy-
consumption and heat-dissipation problems. That is
why the major processor manufacturers like Intel and
AMD introduce multi-core processors instead of faster
uniprocessors since then. Likewise, parallel programs
have to be executed to take advantage of all cores of a
multi-core processor. Both phenomena push the need
for high performance computing education. However,
the largest barrier to high performance computing and
computational science education is the high cost of
high performance computers. The author presents two
low-cost platforms, namely commodity clusters and
PCs equipped with GPUs, in this paper so that any
institution can select the option which fits their
affordability.

Keywords: Computational Science, High Performance
Computing, Computing Education, Commodity
Cluster, Parallel Programming, GPU Programming

1. INTRODUCTION

Traditionally, engineering and science disciplines have
relied on theory and experiments as tools to perform
research to explore new knowledge. With the
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introduction of computer hardware and software,
computer simulation based on mathematical modeling
gradually becomes an important tool. The mechanism
evolves into computational science after high
performance computers are mature and commercially
available. Computational science has become a tool as
important as theory and experiments to all engineering
and science disciplines. In most cases, it is adopted
more often than experiments because it is more
economic, less time-consuming, and able to explore
infeasible situations. Hence, computational science
education should be included by engineering education.

Computational science depends on high performance
computers. High performance computers refer to
parallel computers, namely computers equipped with
multiple processors. Although parallel computers are
capable to execute sequential programs, but only one
processor is being utilized. Parallel programs have to
be written and executed to take advantage of all
processors in a high performance computer. Therefore,
at least introductory high performance computing and
parallel programming courses should be covered by
engineering education as well. Another rationale which
makes both courses imperative for engineering
education is described as follows. Since 2003, the
speed of uniprocessors can hardly be pushed because
of energy-consumption and heat-dissipation problems.
That is why the major processor manufacturers like
Intel and AMD introduce multi-core processors instead
of faster uniprocessor since then. Just like
multiprocessor computers, parallel programs have to be
executed to take advantage of all cores of a multi-core
processor. Both phenomenons push the need for high
performance computing education.

However, the largest barrier to high performance
computing and computational science education is the
high cost of high performance computers. Most
institutions cannot afford expensive parallel computers.
Even if a university owns few high performance
computers, they are reserved for research and would
not be used for teaching and learning. That is the case
at author’s institution. In order to find affordable



Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation (IMETI 2011)

platforms for his high performance computing classes,
the author explored and managed to discover two
options of affordable platforms suitable for high
performance computing classes. Definitely they are
suitable for computational science classes as well. The
first platform is commodity clusters consisting of
inexpensive personal computers (PCs) and network
switches. They even can be built with retired PCs. The
second platform is PCs equipped with Graphic
Processing Unit (GPU). Both approaches provide low-
cost solutions for all institutions to offer their high-
performance computing and computational science
education. They will be presented in this paper so that
any institution can select the option which fits their
affordability and built them with the minimum costs.

2.COMMODITY CLUSTERS

C/C++ and FORTRAN has dominated the numerical
methods field, a key part of computational science, for
decades and numerous of programs were coded in both
languages. It is beneficial to stick with both languages
and reuse exiting codes and libraries. Message Passing
Interface (MPI) is a standard developed for parallel
libraries supporting C/C++ and FORTRAN. [25][26]
Lots of libraries are implemented after MPI for
different platforms. MPI programs are portable among
those platforms. Students learning MPI programming
from small-scale learning-purpose machines can easily
adapt to large-scale high performance computers.
Hence, the first approach is to execute MPI programs
on commodity clusters.

Thanks to the contribution of open-source
software developers, MPI libraries have been
successfully ported to inexpensive PC platform.
Along with other free open-source operating
systems and applications for PC, they can make
PC’s networked by low-cost switches a
commodity cluster, an affordable platform for
high performance computing and computational
science education. With clusters built with the
retired PC’s and free software, any institution can
own its platforms with minimal cost and start high
performance computing and computational
science education. Although clusters built with
retired PCs do not have sufficient computing
power to execute decent parallel applications, they
do exhibit all characteristic of parallel processing
and can execute qualitative experiments. If an
institution owns sufficient funding, it can acquire
high-end PC’s and construct a cluster which has
decent computing power to execute serious
parallel programs for research.
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While an affordable cluster can be built with the
free open-source software and retired PC’s, it
cannot work practically without some vital
configurations. Several books have been written
about building a cluster with Linux. [2][3][4][5][6]
However, all of them fail to point out the vital
configurations required to make the cluster work
correctly. The practical issues [11] in building an
inexpensive cluster are addressed in the following
subsections respectively.

Hardware Requirements

Any PC with 128B RAM or more and an Ethernet
network interface card (NIC) can work as a node. PCs
with Pentium III 500MHz CPUs work smoothly at
author’s institution. All nodes have to be connected
with a network hub or switch. Generic Ethernet NICs
and switches can be acquired with very little cost. The
logical layout is shown in Figure 1 and the physical
configuration is displayed in Figure 2. KVM (keyboard,
video, and mouse) switches shown in Fig. 3 can be
installed to save space and devices.

Fig. 3, KVM (keyboard, video, mouse) switch
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Operating System and Software Packages

Among all operating systems, only Linux can be
acquired for free. Also, Linux operating systems come
with plenty of hardware drivers which cover almost all
legacy and new hardware, that further makes it the
ideal OS for commodity clusters. Although several
implementations of open source Linux operating
systems are available, not all of them work well with
the MPI library. After extensive experiments, the
author chose and installed CentOS Linux which is a
clone of commercial Red Hat Enterprise Linux [9] and
downloadable at www.centos.org. The following
actions should be done for all nodes in the cluster.
Firewall and SELinux should be turned off during
installation as they cause difficulty for communications
among nodes which are required for executing MPI
programs. Fortunately, security is not a concern as long
as the cluster is not connected with other networks. The
editor, gcc C++ and FORTRAN compilers under
“Development Tools” have to be installed to as they
are required for MPI programming process. One node
should be selected as the server node and the following
software should be checked and installed on the node
during installation: Network Information Service (NIS)
server under “Network Server” and Network File
System (NFS) server configuration tool under “Server
Configuration Tool.” After Linux 1is installed,
networking should be correctly configured so that all
nodes of the cluster can communicate among one
another. In general, one user account with the same
name needs to be created on each node because a
parallel program is dispatched to each node under the
same user account. NIS which is addressed in later
subsections can take care of this and other issues.

MPI library

The next major step is to install the MPI library. Again,
there are several implementations of MPI, such as
MPICH, LAM/MPI, Open MPI, etc. Nevertheless, only
Open MPI is still under active development and
growing more powerful. Therefore, Open MPI is the
best choice. The steps to install Open MPI are quite
straightforward. They are described as follows. First,
download the latest version of the library from Open
MPI’s website, www.openmpi.org. Log into the root
account to install it. Copy the compressed file to the
/tmp directory. Uncompress the file with the command
line [8] or double click to invoke GUI uncompress
software:

shell$ gunzip -c openmpi-1.4.3.tar.gz | tar xf—

Then change to the directory openmpi-1.4.3. Configure
and make Open MPI with the commands below. [7]
Replace the directory after prefix option if you want to
install into another directory.

shell$ cd openmpi-1.4.3

shell$ ./configure - -prefix=/usr/local
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shell$ make all install

The make process may take up to one hour on an old
PC.

NFS and NIS

Before we run a parallel program on our cluster, we
need to dispatch a copy of the program’s executable
file onto every node under the same account. Manually
copying the executable to all nodes is impractical.
Network File System (NFS) is the solution to help us to
complete this mission. With NFS, the program’s
executables only need to be saved into the shared
directory of the NFS and a copy of the program is
automatically copied to all other nodes. While NFS can
solve the copying problem, there are some potential
security problems. Each user has access to the shared
directory, meaning any user can run, correct, save, and
delete others’ programs. To remedy this problem,
Network Information System (NIS) was used to create
accounts on the server node. All users can login from
any node and manage their own shared directory. You
have to login as root to perform all following setups
and reboot all nodes to take effect. Do not reboot any
client node until the server node completes its boot-up
process, otherwise other nodes cannot read the correct
configuration information from the server and perform
normally.

Set Up the NFS Server [9]

1) From the NFS Server Configuration window, click
File — Add Share. The Add NFS Share window
appears. In the Add NFS Share window Basic tab,
type the following information:

e Directory — Type the name of the directory
you want to share. Type “/home” which is
the parent directory to all user directories.

e Host(s) — Enter one or more host names to
indicate which hosts can access the shared
directory. Type “*” to let all nodes access

NFS server.
e Basic permissions — Click Read/Write to let
remote computers mount the shared

directory with read/write access.
2) To permanently turn on the NFS service, type:

shell$ chkconfig nfs on
shell$ chkconfig nfslock on

Set Up the NFS Client [9]

To set up an NFS file system to mount automatically
each time you start your Linux system, you need to add
an entry for that NFS file system to the /etc/fstab file.
The /etc/fstab file contains information about all
different kinds of mounted (and available to be
mounted) file systems for your Linux system.

The format for adding an NFS file system to your local
system is the following:

host:directory ~ mountpoint options 0 0
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The first item (host:directory) identifies the NFS server
computer and shared directory. Mountpoint is the local
mount point on which the NFS directory is mounted,
followed by the file system type (nfs). Any options
related to the mount appear next in a comma separated
list. For our system, we add the following NFS entries
to /etc/fstab:

kingtigerl:/home /home nfs rsize=8192,wsize=8192 0

Set Up the NIS Client [9][10]

1) Defining an NIS domain name:
Our NIS domain name is kingtiger, we can set it
by typing the following as the root user from the
shell:

shell$ domainname kingtiger

To make the NIS domain name permanently, you
need to have the domainname command run
automatically each time your system boots. We
can do it by adding the command line to a run-
level script that runs before the ypbind daemon is
started. We edited the /etc/init.d/network file and
added the following lines just after the first set of
comment lines.

domainname kingtiger

2) Setting up the /etc/yp.conf file:
We had an NIS domain called kingtiger and a
server called kingtigerl, we should have the
following entries in our /etc/yp.conf file:

domain kingtiger server kingtigerl
domain kingtiger broadcast
ypserver kingtigerl

3) Configuring NIS client daemons:
We need set up an existing run-level script called
ypbind to start automatically at boot time. To do
this, you can run the following command:

shell$ chkconfig ypbind on

4) Using NIS maps:

For the information being distributed by the NIS
server to be used by the NIS client, you must
configure the /etc/nsswitch.conf file to include nis
in the search path for each file you want to use. In
most cases, the local files are checked first (files),
followed by nis. The following are examples of
how some entries should be changed:

passwd: files nis
shadow: files nis
group: files nis
hosts: fiels nis dns
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As soon as the /etc/nsswitch file is changed, the
data from NIS maps are accessible. No need to
restart the NIS service.

Set Up the NIS Server [10][9]:

1) To configure your Linux system as an NIS server,
you should first configure it as an NIS client and
reboot the system.

2) Creating NIS maps:

To create NIS maps so that your Linux system can
be an NIS server, start from the /var/yp directory
from a Terminal window as root user. In that
directory, a Makefile enables you to configure
which files are being shared with NIS. All default
configurations in Makefile are ok for our purposes,
so we don’t need change them.

3) Configuring access to maps:

In the /etc/ypserv.conf file, you can define rules
regarding which client host computers have access
to which maps. For our purposes we just need add
the following line into /etc/ypserv.conf to allow all
hosts access to all maps:

* o * : * none

4) Configuring NIS serve daemons:

We can use the following chkconfig command to
set ypserv and yppasswdd scripts to start
automatically at boot time.

shell$ chkconfig ypserv on
shell$ chkconfig yppasswdd on

5) Updating the NIS maps:
If you modify the sources for NIS maps (for
example if you create a new user by adding the
account to the passwd file), you need to regenerate
the NIS maps. This is done by a simple

make —C /var/yp

This command will check which sources have
changed, creates the maps new and tell ypserv that
the maps have changed.

Disabling Password Authentication

As Open MPI is configured by default to use ssh
(secured shell) to dispatch parallel tasks, it is ssh that
asks for password to authenticate the connection. Extra
steps below will prevent ssh from requesting passwords
[7]. Because the measure should only work for the user
account which intends to run MPI applications, log into
the user account instead of root account of server node,
to configure. First, generate the private and public key
for the user account by executing:

shell$ ssh-keygen -t dsa
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Next, ssh to all other nodes respectively by typing:
shell$ ssh host name

That will generate the hidden .ssh directory on each
node with the necessary attribute. Remember to go
back to the server node by typing “exit” to finish the
remaining procedures. Change into the .ssh directory
under the user account and do the following [7].

shell$ cd /home/user/.ssh
shell$ cp id_dsa.pub authorized keys

Next, repeat the following steps for all other nodes in
the cluster. Replace “user” with account names which
you want to disable requesting passwords.

shell$ scp authorized keys host name:/home/user/.ssh
shell$ scp id dsa host name:/home/user/.ssh
shell$ scp id_dsa.pub host _name:/home/user/.ssh

With these procedures done, all private, public, and
authorized keys are duplicated on each node. They will
be used for authentication for all future connections
without passwords being requested from other nodes.
Now the MPI applications can be executed on multiple

nodes of this cluster without being asked for passwords.

Running MPI applications

If you do not add the path to your login profile, you
should add the path in front of mpicc and mpicrun [7].
The path is /ust/local/bin in this example.

On Single Node: You should log into the user
account to compile and execute MPI programs. MPI
applications can be compiled with the command [7]:

shell$ mpicc mpi_program.c —o mpi_program
MPI applications should be executed with the
command below [7]. Replace the number in the np
option (number of process) with any value you want.
shell$ mpirun -np 4 mpi_program

On Multiple Nodes: In order to run MPI
applications on multiple nodes, you need to specify the
hostnames of all participating nodes in a file,
my hostfile in the example, and execute with the

option hostfile [7].

shell$ mpirun - -hostfile my host -np 8 mpi_program

3.GPU-EQUIPPED PERSONAL COMPUTERS

178

Computer Unified Device Architecture (CUDA) is an
architecture developed by nVidia for its GPUs.
[27][28][29] CUDA adopts many-core approach which
has numerous much smaller cores than the cores of a
multi-core CPU. The massive GPU cores are optimized
for floating-point calculations while the CPU cores are
optimized for sequential code execution. [28]
Computational science applications rely heavily on
floating-point calculations. CUDA can place much
more cores in a chip than multi-core CPUs. That makes
it more powerful than multi-core CPUs in floating-
point calculations as more cores are dedicated to the
purpose. In 2009, the ratio for peak floating-point
calculation throughput between many-core GPU and
multi-core CPU is about 10 to 1. [28] GPUs’ design
philosophy also makes them cheaper than multi-core
CPUs. Table. 1 lists the numbers of GPUs and costs of
four different level graphic cards. The prices are found
on www.pricewatch.com as of June 2011. Apparently,
the cost/performance ratio of GPUs is much better than
that of multi-core CPUs. The programming language is
CUDA C which is similar to MPI and OpenMP. Lots
of computational scientists and researchers are
adopting GPU programming. Therefore, GPU
computing is very promising for computational science
and high performance computing and should be offered
by institutions.

Model Number of GPU | Price
GeForce 210 16 $35
GeForce GT 430 96 $68
GeForce GTX 460 336 $155
GeForce GTX 580 512 $452

Table. 1 Features and Costs of GPU

With the low-costs of GPUs, PCs equipped with GPU
graphic cards are the second approach affordable for
any institution. The CUDA library and compiler is
provided by nVidia for free for Linux, Windows, and
MacOS. All software required for GPU programming
is free if Linux platform is adopted.

Hardware Requirement

Any graphic card equipped with nVidia GPU can be
utilized. GPU Device drivers are required and can be
downloaded from www.nvidia.com. [27]

Software Requirement

The software required for GPU programming is C
compiler for GPU and C compiler for CPU. The GPU
compiler is contained in CUDA Development Toolkit
which is freely downloadable at nVidia’s web site. [27]
The GNU C compiler coming with CentOS can be used
as the compiler for CPU.

4.CONCLUSIONS
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As the development of processors has shifted to multi-
core approach, parallel programming becomes
imperative to effectively utilize the extra cores of
modern CPUs. Computational science has evolved to
become the most important tools for research in many
engineering and science fields. In turn, computational
science depends on high performance computers which
are in fact parallel computers. Parallel programming is
required for computational science. Hence, high
performance computing and computational science
education is important for all engineering and science
majors. Nonetheless, the barrier for most institutions to
offer both disciplines is the high cost of high
performance computers as not many institutions can
afford the costly parallel computers. Due to the
contribution of open-source software developers, MPI
parallel library has been ported to inexpensive PC
platform. That opens the door to affordable high
performance computing. A commodity cluster can even
be built with retired PCs which any institution must
have. Nevertheless, all vital configurations to make a
cluster work smoothly are scattered everywhere. The
author presented all vital configurations in this paper to
enable institutions with few or no resources at all to
build commodity clusters with minimal costs to offer
high performance and computational science courses.

The author also introduced GPU programming as
another option affordable platform. Owing to the
amazing performance in terms of cost, the GPU
programming introduced by nVidia is attracting lots of
attentions in high performance computing field. Like
the commodity clusters, the software required by GPU
programming can be acquired for free. Combined with
the low cost of graphic cards with less GPUs, the
platform for GPU programming can be afforded by any
institution.
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ABSTRACT

A phase-field model was developed to investigate the
concurrent effects of grain boundary energy anisotropy
and second-phase particles on grain growth in
polycrystalline materials. The phase-field model was
developed based on the evolution of non-conserved
phase-field variables according to the time-dependent
Ginzburg-Landau (TDGL) equation. The Read-Shockley
and modified Read-Shockley models for cubic crystals
were considered to include anisotropic grain boundary
energies for low and high misorientation angels between
adjacent grains. Systems without particles reach a steady
state grain growth rate. The presence of particles
significantly alters the microstructures during grain
growth. Results show that for systems with particles, the
critical average grain size to stop grain growth depends
on both the volume fraction and size of particles and also
on the grain boundary energy anisotropy.

Keywords: Phase-field model, Grain growth, Anisotropic
grain boundary energy, Second-phase particles, Finite
element.

1. INTRODUCTION

Grain growth is one of the most common microstructural
evolutions resulting from different materials processing
[1]. Size and shape of grain microstructures determine the
mechanical and material properties of alloys [2], and
conducting research in this area to predict and control the
microstructures at different thermal and mechanical
conditions is necessary for design optimization of
engineering structures. There have been several
numerical studies in this area based on different
computational approaches such as Monte Carlo [3,4], and
phase field [5,6] methods. Most of the current models
consider only a single phase for the polycrystalline
material and do not include the effects of second-phase
particles. Also the effect of anisotropic grain boundary
energy which can significantly change the kinetics of the
microstructural evolution has not been included in the
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numerical models of grain growth. In this research, a
phase-field — finite element model is used to simulate the
microstructural  evolutions  during grain  growth
considering the simultaneous effects of anisotropic grain
boundary energy and second-phase particles on the
growth rate.

2. FORMAULATION

The polycrystalline microstructure can be described by
many non-conserved phase-field variables or order

parameters (#; (r,t),i=12,....,n, where n is number of

different orientations) [5]. These phase-field variables are
continuous functions in time and space dimensions and
represent different orientations for different grains (see
Fig. 1). The value of the field variables varies between 0
and 1; for example for grains having the gth orientation:

NMi—q(r,t) =1 and 7; ., (r,t) =0 and this transition from 0

to 1 in the grain boundaries is smooth. The total grain
boundary energy of a microstructure is a function of these
phase-field variables and their gradients:

F=I0f )+ X 5@ v, @
V i=1

where x; are the gradient energy coefficients. The local
free energy density, f , has this form:
n a
(o) = 2~ 202 + 2 ()
i\ 2 4
S22 2w 2
+y 2N +e®@ Y nf, (2)
i=L j=i i=1
a, B, y,and & are phenomenological parameters, and

@ =1 inside a particle and ® =0 in the matrix. Here n is
the number of different orientations for grains while no
orientations are considered for particles. When ® =1,

f has one minimum at all 7; equal to 0. In our
simulations, the parameters of the model are considered
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to be constants similar to original model by Fan and Chen
Bl a=B=r=1(e=7).

The evolution equations of non-conserved order
parameters can be obtained from time-dependent
Ginzburg-Landau (TDGL) [7] equation given by the
following,
on; (r,t) L oF
S, =

ot on; (r,t)

where L; are related to the grain boundary mobility (in

i=12,-.n, 3)

this paper , L; =1similar to Fan and Chen model [5]).

ai; (D /g.lf';ﬂil‘lfll)'/,o _
RN //,f/ n
R (=
y_ / —

Fig. 1. Schematic of various crystal orientations using
different orientation field variables for each grain. The
solid-lines are grain boundaries.

The relationship between gradient energy coefficient
and grain boundary energy, E(¢;), [8]:
K =k, EX(0;), 6;=6,-6;, (4)
where 6, is the orientation angle of a grain with respect
to a reference angle, &; is the angle between grains i and

J, and «; is considered to be a constant (in this paper,

kj =2, similar to the Fan and Chen model [5]). In our
model to calculate @ for each grain boundary between

two adjacent grains, we assumed a random orientation
angle ( 6,=[0 x] ) corresponding to each order

parameter (see Fig. 1).
The grain boundary energy considering low
misorientation  angles  between adjacent grains

(6 <207) is presented by Read and Shockley (RS) [9].
The conventional form of RS model is [10]:

J: bij < Om. ()

where E, is a material constant and is proportional to the
total density of dislocations (in our simulations E, =1),

gij 0“
E(aij):Eo— 1—In—
0., 9

m
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and 6, is the maximum misorientation angle for RS
model (0, =20"). For 6; >20°, E(6;)/E, =1, same

as isotropic cases. For large misorientation angles,
modified RS (MRS), is developed by Wolf [11]:

E(6) = Eo sin(26;) {1 rInfin(26;)]), (6)

where r is a constant and in our simulations r = 0.683 to
make (E(6’ij )/EO) . =1. More details about this model

ma

can be found at [12].

3. RESULTS

Eq. (3) was solved in a 400x 400 square domain using
the finite element software, COMSOL multiphysics [13].
A uniform mesh consists of 22000 triangular elements
with quadratic interpolation functions are used to
discretize the domain for all simulations. Time step size
of iterations is At =0.2. To simulate the polycrystalline
material properly, 36 order parameters are used [5]. For
all simulations, a same initial grains configuration is
chosen to be a Voronoi tessellation diagram with 36
random initial orientation angles corresponding to order
parameters, Fig. 2 (a). For cases including particles,
particles are randomly distributed in the grains system
where V¢ and r, are the volume fraction and size of

particles, respectively.

In Fig. 2, microstructural evolution at t =2000 is
shown for the isotropic, Read-Shockley and modified
Read-Shockley models of grain boundary energy. This
figure shows that including the effects of anisotropic
energy

grain  boundary alter  the

microstructures.

significantly

(a) Initial condition

(b) Isotropic

(c) Read-Shockley  (d) Modified Read-Shockley
Fig. 2. Microstructural evolution. In (b)-(d) t =2000.
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Fig. 3. Average grain radius versus time of evolution for
systems with inert particles: r, =2, V¢ =0.015;

*Vf = 003 .

The presence of second-phase particles slows or freezes
the grain growth process and results in different
microstructural configuration usually with finer grain
sizes that can be accountable for different materials
properties. Fig.3 shows the average grain radius versus
time of evolution in systems with inert particles. From
Fig. 3, it is evident that including anisotropic grain
boundary energy significantly affects the grain growth
morphology. The critical average grain size to stop the
grain growth depends not only on volume fraction and
size of particles, as predicted by other models, but also on
the grain boundary energy anisotropy.

4. CONCLUSIONS

A phase-field model was developed to study the
simultaneous effects of anisotropic grain boundary
energy and second-phase inert particles on grain growth
kinetics. Including the effects of anisotropic grain
boundary energies decreases the grain growth rate, and
this decrease is more significant when the effect of high
misorientation angles is considered. Results showed that
the critical average grain radius to stop the grain growth
is a function of the volume fraction and size of second-
phase particles and also significantly depends on the
grain boundary energy anisotropy for systems with low
volume fraction of particles.
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ABSTRACT

In this work, a cellular automaton (CA)-finite element
(FE) model and a phase-field (PF)-FE model were
developed to simulate dendritic solidification of both
cubic and hexagonal crystal materials. Validation of the
both models was performed by comparing the simulation
results to the analytical model developed by Lipton-
Glicksman-Kurz (LGK), showing qualitatively good
agreement in the tip growth velocity at a given melt
undercooling. Dendritic solidification in cubic materials
is illustrated by simulating the solidification in aluminum
alloy Al-3wt%Cu. Results show that both models
successfully  simulate  multiple  arbitrarily-oriented
dendrites for cubic materials. Application to magnesium
alloy AZ91 (approximated with the binary Mg-
8.9wt%Al), illustrates the difficulty of modeling dendrite
growth in hexagonal systems using CA-FE regarding
mesh-induced anisotropy and a better performance of

PF-FE in modeling multiple arbitrarily-oriented dendrites.

Keywords: Cellular automaton, Phase-field model, Finite
element, Dendrite growth, Aluminum alloy, Magnesium
alloy.

1. INTRODUCTION

Dendritic solidification process forms the microstructures
and has significant effects on the material and mechanical
properties of cast alloys [1]. Multi scale nature of
solidification patterns which depend on temperature
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distribution, solute concentration, capillary forces, and
kinetic length [2], makes the understanding and
predicting these patterns exceptionally difficult. In
addition to the experimental solidification research,
recently numerical simulations have emerged as a
powerful tool in predicting microstructural evolution
during solidification. Different mathematical approaches
have been employed to investigate the dendritic growth
during solidification such as phase field (PF) [3-6] and
cellular automaton (CA) [7-9] methods.

In this work, we developed and compared a cellular
automaton (CA)-finite element (FE) model and a phase-
field (PF)-FE model to simulate equiaxed dendritic
solidification in Al-3wt.% Cu and Mg-8.9wt.% Al alloys.

2. CELLULAR AUTOMATON MODEL

The 2D transient equation governing the heat transfer

with liquid-solid phase change is given by:
a_T:a.v2T+L% 7 (1)
ot Cp ot

where T is temperature, T is time, « is thermal diffusivity,

L is latent heat of solidification, Cp is specific heat,
and fy is the volume fraction of solid. A constant

temperature gradient boundary condition is imposed on
the four walls. Each finite element is refined into mxm
cells for the solute and CA calculation as shown in Fig.
1(b). The temperature of each cell is obtained by
interpolating the temperatures of the four nodes of the
finite element. The equation governing solute transport is:
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i _p.vc g -(1—k)%, @)

where C is solute concentration (wt. %), D is the solute
diffusivity, k is the partition coefficient and the subscript
i indicates solid or liquid. k is the partition coefficient.
At the solid/liquid interface, the solute partition between
liquid and solid is calculated by

Cs =k-C/, ®3)
where Cg and C, are the interface solute concentrations
in solid and liquid phases, respectively. Eq. (1) and Eq. (2)
were solved by finite element method using quadrilateral
bilinear elements for Al-3wt.% Cu and hexagonal
elements for Mg-8.9wt.% Al alloy.

Kinetics Parameters for CA Model

Based on the local actual liquid concentration C,
calculated from Eq. (2) and the interface equilibrium
composition C,", the increase of solid fraction (Af,) at
interface cells can be obtained.

Aty =(c; -¢, )/c

The interface equilibrium composition is calculated by:

r1-k)), ()

T T +TKo(0,6,)
m, '

C|* = CO + (5)

C, is initial solute concentration, T*® is the equilibrium

liquidus temperature at initial solute concentration, T " is
the interface equilibrium temperature, m, is the liquidus
slope, T is the Gibbs-Thomson coefficient and K is the
curvature of S/L interface. o(6,6,) is a function
accounting for the anisotropy of the surface tension, in
which @ is the growth angle and 6, is the preferential
orientation with respect to the horizontal coordinate. A
detailed description of the CA-FE model is presented in

Ref. [10,11], including treatment of nucleation and
capturing of interface cells

3. PHASE-FIELD MODEL

A PF variable, ¢(x,t) is considered to distinguish liquid
and solid phases similar to the Kobayashi’s model [3].
#(x,t) =0 represents the liquid phase and ¢(x,t) =1
represents the solid phase. The Gibbs-Thomson equation
for an isotropic surface energy and for a binary alloy is
[6]:

1 0¢

ma :Tm —T + m|C|

-T'V-n. (6)
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where x4 is a linear Kkinetic coefficient, T is the
temperature, T, is the equilibrium melting temperature
of the pure substance, m, is the slope of the liquids line
from an equilibrium phase diagram, C; is the equilibrium

concentration in the liquid, T" is the Gibbs-Thomson
coefficient, and n is the unit normal vector exterior to

the solid, n=-V4/[Vg . A double-well potential is
considered for the Gibbs free energy [6]:

p== (1 tanh—j (7

where N is the coordinate normal to the interface and
6w is the interface thickness where ¢ varies between

0.05 to 0.95. The evolution equation of ¢, considering
the anisotropy introduced in by Kobayashi [3], is:

9 _ —,Lzl“i(aa'%}+i(aa’%j
ot OX oy ) oy OX

+,L1FV-(0'2V¢)_W
+u(Ty =T +mC |)¢(1 9 @)
where:
o (0,6y) =1-5cos[j(& - 6,)];
92““{%) ©

j is 4 for cubic and 6 for HCP crystals.
Another PF variable, C(x,t), is used to represents

the concentration of elements in the binary system. The
evolution equation for the concentration is [6]:

€ _y.p|ve+LKC Vo, (10)
t 1-¢+kg

where

~ —¢

D=D, +(D 11

s +(D = Dg)———— = ¢ kg (11)

The evolution of the temperature field is similar to

Eq. (2):

T gver+ 290 (12)

Cp ot

A numerical algorithm similar to the previously
developed mixed order finite element model [12,13] for
solving coupled partial differential equations was adopted
in this work. A uniform mesh of square elements with
linear interpolation functions was used to discretize the
domain for Eq. (8), Eg. (10) and Eg. (12). COMSOL
Multiphysics software is used for the computations [14].
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3. RESULTS

The dendrite growth of a binary Al-3wt. % Cu alloy and
Mg-8.9wt.% Al alloy (approximation of MgAZ91 alloy)
was simulated in this study. The materials properties of
these allys used in this model can be found at [10,11,15].

In Fig. 1, CA-FE and PF-FE simulation results are
plotted for the solidification of a single seed with
preferred growth orientations of 0 degree with respect to
the horizontal direction. This figure shows a perfect 4-
fold symmetry for the primary arms expected for Al-
3wt. % Cu alloy.

@) CA—#E model

(b) PF-FE model.
Fig. 1. Solute map at 0.01s simulation time for a single
seed with preferred growth orientations of 0 degree with
respect to the horizontal direction and with an applied
temperature gradient of 400 K/m imposed at the
boundaries. (Solidification of Al-3wt. % Cu alloy).

To validate our simulations, we compared our
simulation results to the analytical model developed by
Lipton-Glicksman-Kurz (LGK) and to the numerical
model by Zhu [15]. Fig. 2 shows that results of both CA-
FE and PF-FE models are in good agreement with both
LGK and Zhu models in the tip growth velocity at a
given melt undercooling.

0.025 |- . : " Py
LGK

® Zhu Model

4 Present CA-FE Model

O Present PF-FE Model

0.02 -

0.015

Tip velocity

0.01 |-

0.005 |

1 ] |
0.3 0.4 0.5 0.6 0.7 0.8 0.9

Undercooling, (m( 1-k }("0}
Fig. 2. Tip growth velocity versus undercooling:

comparison between numerical simulations and LGK
model predictions of the steady-state.
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We used a system including 7 arbitrarily-oriented
nucleuses to examine the capability of both methods to
simulate dendrites growing in random orientation in
solidification of Al-3wt. % Cu alloy. Simulation results
for CA-FE and PF-FE models are presented in Fig. 3,
which show both models could simulate dendrite growth
from arbitrarily-oriented nucleuses in cubic crystals.

In the case of solidification of Mg-8.9wt.% Al alloy,
both CA-FE and PF-FE models could perfectly simulate
the dendrite growth with preferred growth orientations of
0 degree, but CA-FE was not capable of modeling
multiple arbitrary-oriented dendrites with six-fold
symmetry because of the mesh induced anisotropy
resulted from the hexagonal finite elements. The PF-FE
simulation results of multiple arbitrary-oriented dendrites
with six-fold symmetry are presented in Fig. 4.

(a) CA—FE model (b) PF=FE model
Fig. 3. Solute map of multiple arbitrarily-oriented seeds
at 0.014s simulation time (solute transport only).
(Solidification of Al-3wt. % Cu alloy).

0.02s

Fig. 4. Solute map of multiple-arbitrary oriented seeds at
two simulation times using PF-FE model. Heat flux
imposed at the four walls was 10 kWm.

4. CONCLUSIONS

A cellular automaton (CA)-finite element (FE) model
and a phase-field (PF)-FE model were developed to
simulate equiaxed dendritic growth during the
solidification of both cubic and hexagonal crystal
materials. Models were validated by comparing the
simulation results with the LGK analytical model. For
cubic crystals with 4-fold symmetries, both models could
simulate the dendritic solidification for Al-3wt.% Cu.
Also results showed that both models successfully
simulate multiple arbitrarily-oriented dendrites for cubic
materials. In modeling dendrite growth in hexagonal
systems, CA-FE encountered mesh-induced anisotropy
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and could not simulate multiple arbitrarily-oriented
dendrites. A better performance of PF-FE in modeling
multiple arbitrarily-oriented dendrites was concluded.
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Abstract

It is well known that materials subject to
corrosive agents undergo a deteriorating
process which includes space operations.
For this reason the reliability and
reusability of materials such as metals
and polymers in space need to be
corrosion-resistant. In this paper an
attempt is made to show that not only the
surfaces but the whole bulk can be made
to undergo changes which involve
removal of all type of defects creating
long-range order within the material
structure. This process in turn increases
the melting point by 1/3 and thereby
rendering the material resistant by 1/3 to
amorphisation, as well as the near-
diamond hardness with creep resistance,
fracture toughness and oxidation
resistance. These results have been
previously reported as being due to a
specific treatment, which has been
termed OHRS (Oxygen Hydrogen
Resistant Silicon). The suggestion is
made that this treatment of materials be
directly applicable to the different stages
inspace operations. This includes: on
earth, traversing the atmosphere
including LEO (low earth orbit)and
space as such. During the traversing
process some major difficulties
encountered are cracking due to
vibration (vortex shedding) enhanced by
defects in the material, ATOX (atomic
oxygen attack) as well as
micrometeoroids during LEO, charged
particle radiation up to the Clarke orbit
and beyond.
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Introduction

In previous work[1-5] the fundamental
nature of matter was investigated as
expressed in materials like metals and
polymers. Specifically, the research done
involved silica as applied to fiber optics
and steel alloys as applied to the oil
industry. The basic results encompassed
the fundamental properties of the
individual materials. In the case of fiber-
optics it involved the no loss
transmission and absorption of light in
high-speed silica fiber as related to the
defects in the surface and bulk of the
silica material. In the case of steel alloy
it involved the resistance to corrosion by
napthenic acid as related to the defects in
the surface and bulk of the steel material.
Fundamentally the method deals with
the removal of defects based on
preventing corrosion by such
constituents as oxygen, hydrogen and
hydroxyl in silicates and steel alloys.
Because corrosion is a serious problem
in all stages of space operations, and
because of the complex nature of
detecting corrosion in the different types
of materials and structures constituting a
space operation, and because of the
natural votive of space flight, the
fundamental underpinning root of the
corrosion problem is in the material. It
poses a fundamental limit.

Experimental Data

I. OHRS versus the fundamental limit in
Silicates

OHRS is a hydroxyl and hydrogen
resistant silicon based material. The
process uses OHRS and teardrop-
geometry hohlraum to render any bulk
material OH and H corrosion resistant.
Because of this, no hydroxyl or
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hydrogen overtone vibrations occur and
therefore there are no absorption losses.
This process eliminates all defects from
the surface and the bulk : insterstitial
defects, color defects and pores. and
therefore, no defect vibrations occur, no
absorption and no dispersion. No
dangling bonds. The absorption of the
OH, H and water causes the breakdown
of the silicate and the metal.

Since all materials have a certain degree
of disorder (defects) and additional
defects are introduced from the
processing of the silicate and the metal,
and these openings in the lattice of the
structure is where the OH and H bind as
a polar bond or interaction or elastic
collision.

I. Material Structural Changes

Transmission loss in silica has three key
components: OH absorption (producing
two peaks, one big peak at
approximately half the wavelength A of
the fundamental OH mode (A0) and a
small peak at slightly shorter A
wavelength; Rayleigh scattering
proportional to the inverse of the 4th
power of wavelength; and the Urbach
exponential tail of Si-O vibrations.

The Clarity Limit of SiO2 material is the
sum of the Rayleigh and Urbach
contributions. See Figure 1. CZT OHRS
(Oxygen,Hydroxyl,Hydrogen,H20
resistant silicon), shows that its raw and
un-normalized transmission and
absorption performance is flat between
1000nm and 3000+nm, with no
absorption peaks and a refraction index
difference equal to the uncertainty of the
results shown, which amounts to 80%
full transmission. See Figure (2). The
optical loss profile is 0.003969 dB/Km,
and it takes into account the additive
term of the log of the length traveled by

Rayleigh
scattering

AR v\
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the light divided by the length. The
corresponding power loss is 21%, with
power out as a % of power in of 79%.

OHRS is a long range order and
Input/Output  Intensity =~ wavelength
independent material. OHRS has a

unique structure, and can be pressed,
melted or pulverized, keeping its unique
micro crystalline aggregate
configuration. It is a high k material. The
clarity of the transmission medium is the
most important factor in determining the
practicality of optical communications.
Crystal clear transmission without loss
due to OH vibration, H vibration and Si-
O vibration is possible due to CZT’s
OHRS material and process. See Figure
1. Additionally, the process renders the
solid near-diamond hard (>95Rockwell),
physically and chemically corrosion
resistant with 2000°+Celcius tolerance.
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II. OHRS vs The Fundamental Limit in
steel

In order to address the needs of the oil
industry, especially regarding low
carbon alloy steel corrosion and
environmental protection, tests were
performed on two types of industry steel
which include J55C and A516-70. Under
very high acidic attack test conditions
known in the industry as Napthenic Acid
Corrosion at TAN 4.3 , test results
showed that OHRS treated steel samples
did not corrode as shown in Fig(3). The
very low sulfur content of the oil,
exacerbated the acid attack at static
conditons for one week, and atl6ft/s
flow condition for another week. The
centrifuge temperature was at fractioning
level of 600°F, and 600psi back pressure.
One population of samples were
subjected to severe thermal shock at
750°C prior to acidic oil test. Therefore,
the OHRS material and treatment
method 1is a natural solution to
preventing corrosion damage, and an
excellent, environmentally safe, and
non-expensive alternative to  other
treatment methods, noxious inhibitors or
cathodic and electrochemical methods.
Considering that the typical NACI for
carbon steel is 22.5, and that its mpy is
15-18 [13], whereas OHRS treated steel
shows 0 mpy, See Fig(3)-Sample 4
Fig4(a,b) for SEM results show the J55C
and AS56-70 with no defects on the
surface.

Figure (3) Left-untreated,Right-Treated

Siests on J55-C Steel
-

J55 C-Steel with out OHRS coat

Miests on A516-70 Steel
-

It OHRS Goal A516-70 C-Steel with out OHRS coat

Fig(4)(a,b)SEMResolution,(a)(Left-
Treated;Right-untreated);(b)Left-
treated;Right-untreated) Res: 1um

Table(1) Corrosion rates for 2 CZT
treated/non-treated low alloy steels
(1.25Cr)atT AN=4.3/300°C/low-S/16ft/s/
600psi/Pre-test thermal Shock 30 min
750°C: Sample 4 = 0 mpy [14]

" GARBON STEEL

"TREATED WITH OHRS

Results

A516-70

A516-70

Uncoated

A516-70
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IT1. The Effect of the teardrop-geometry
hohlraum

A test was performed on the
effectiveness of the teardrop-geometry
hohlraum by using elemental gold as the
agent under the following experimental
conditions. The hohlraum is
substantially-spherical-teardrop
geometry, and can be made of fused
quartz, metal or other materials.The
solid is placed in the envelope and
evacuated. The envelope is placed in an
oven and heated. This experiment is
proof that these conditions will produce
a self generated magnetic field which is
at the basis of all energetic processes
within the Hohlraum. Under normal
circumstances, when the heat energy is
added to the material, electrons (p-
electrons,[2,4] Curatolo EPS London
June 2004) are excited and leave the
surface obeying Einstein’s photoelectric
effect. The electrons (negatively charged
particles) will leave the close proximity
of the material and the material left
behind becomes positively charged. The
motion of the electrons emitted from the
solid surface are trying to come into
equilibrium following the shape of the
Hohlraum (Curatolo EPS London June
2004, Patent #2)[2,4]. The total motion
of the electrons creates a magnetic field
parallel to the axis of motion, and due to
the Lorentz force on each emitted
electron moving around in the fixed
volume, additional energy is generated
and added to that of the heat flow. The
result is shown in Figure 5 (a-b) which
were filmed by video camera. A Dipole
Field is clearly visible.
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ShutOff + 2min. : Frame 4

Figures (5) a

ShutOff + 2min. : Frame 68

Figures (5) b

Application and Discussion

Based on the data presented above we
attempt in this paper to indicate the
significance of this data applied to the
corrosion condition encountered in space
flight. First let us recall the most likely
conditions encountered in space operations.
We may consider mainly three stages, on the
ground, LEO and the Clarke orbit.
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Figure (7) Atmospheric composition in low
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Table (2) Corrosion comparison in mpy

Grade metal/Polymer Corrosion  rate
(mpy)

OHRS-metal (Ground) 0

OHRS-polymer 0

(Ground)

Commercial-metal 18

(Ground)

Earth-Commercial- 5

polymer [12]

Space-Commercial 126

metal/polymer(LEO)

[6,9,10]

Space-Commercial- 42

Metal-polymer [11]

(Ground)

From this comparison in Table (1) and
Figure (6) and Figure (7), there is clearly an
advantage of treating metals and polymers
as suggested by the CZT OHRS method
before ant deployment to space is
considered.

Conclusion

In view of the fact that the OHRS process is
relatively cost effective, the performance
advantage to space operation materials, if
treated by this method, would be obvious. It
should be pointed out, that not only the
surface is affected by OHRS, but the
complete bulk material as well, making it
resistant to the eroding agents encountered
during space flight. It seems, that the OHRS
bulk treatment would be superior to some of
the latest methods of tolerance enhancement,
such as nanostructured super alloys (Nb, and
Mo) and low angle grain boundary resistant
crystal super alloy used in the shuttle and
space operations. This is, particularly
because they do not remove the defects in
the structure once it is subjected to
temperatures near or above 800° C and
Oxygen and Hydrogen attack.
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ABSTRACT

The objective of this research work is study the variation
of various parameters such as stress, strain, temperature,
force, etc. during the closed die hot forging process. A
computer simulation modeling approach has been
adopted to transform the theoretical aspects in to the
computer algorithm which would simulate and analyze
the closed die hot forging process. For the purpose of
process study, the entire process has been divided in to
appropriate finite number of steps and the output values
have been computed at each deformation step. The
results of simulation have been graphically represented
and suitable corrective measures are also recommended if
the simulation results do not agree with the theoretical
values. This computer simulation approach would
significantly improve the productivity and reduce the
energy consumption of the overall process for the
components manufactured by closed die forging process
and contribute towards the efforts in reducing the global
warming.

Keywords: Closed die hot forging, H/D ratio, Modeling,
Simulation.

1. INTRODUCTION

In the highly competitive present era, the mass
production requirements in the engineering industries
have increased the demand for the forged components.
Forging process, usually involve multiple preforming
processes followed by a specified finishing process.

Process simulation has become an increasingly important
tool for the development of new or improved processes.
The effective use of simulation tools will not only
reduced the costs and the time necessary for the
development of new products significantly but also helps
and contributes in efforts of reducing the global warming
effects. The process requires a lot of experience and skill
to optimize the quality, costs and lead time.

The objective of this research work is to simulate and
analyze the closed die forging process. The main focus is
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to know the variation of stress, strain, force, temperature,
etc. at different stages of forging of AISI 1016 by a
computer simulation method. In this approach, the closed
die forging process has been divided in to two stages i.e.
deformation process before flash formation and after
flash formation.

The designs based on results of simulation are required to
be evaluated to make sure that the material would flow as
per the requirement in the die cavity.

2. MODELING OF CLOSED DIE FORGING

The modeling and simulation of closed die forging
process has been carried out by using analytical and
numerical methods [1], [12]. For the purpose of
simulation, a cylindrical shape billet, having appropriate
H/D ratio, have been deformed between two die halves as
shown in Fig. 1. The deformation process before flash
formation and after flash formation has been depicted in
Fig. 2 and Fig. 3 respectively.

Estimation of the Flow Stress

Forging is a deformation process which involves several
variables interconnected by more or less complex
functions. The method discussed here is used to simulate
the hot die forging process to determine the flow stress,
maximum stress, strain before flash formation, strain in
flash, load, temperatures of die and billet. The flow stress
relationship has been implemented as a subroutine [1].

o, =C¢" (1
Where, C = f{e, T)

The parameters C and m are available in the material
property hand books for different billet materials used in
various types of forming processes.

Calculation of Strain
The strains in the die cavity as well as in the flash during
different stages have been calculated as follows [4].

The strain before flash formation, as shown in Fig. 2,
could be computed as,
e=In(H/h) 2)
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Fig. 3 Billet and Die geometry: with Flash

During flash formation, as depicted in Fig. 3, the strain in
flash, indicated as encircled 1 (zone 1), may be calculated
as,

& =¢,+1In(, /1) 3)

At the end of the process, the material is assumed to flow
in to flash by shearing along the surface indicated by
dashed line in Fig. 3. Therefore, the strain in zone 2,
shown as encircled digit 2 (zone 2) i.e. &, is equal to g,
which is the zone between the shearing line and the die,
and the strain in zone 3, represented by encircled digit 3,
is €3 may be computed as,

g =¢,+In(h /h) “4)
h =0.8f(L/2f)"" %)

The mean height of the convergence region 4 indicated
by encircled digit 4 in Fig. 3, could be calculated as,

ho=(h+t)/2 (6)
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The strain in the convergence region 4 may be obtained
as,

g, =&, +In(h, /h) (7

Calculation of Strain Rates
The strain rates for the various stages of closed die
forging may be calculated as follows:

Deformation process before flash formation as shown in
Fig. 2 may be computed as,

E=v/h ®)

Deformation process after Flash formation as depicted in
Fig. 3 may be evaluated as,

g =v/t €
& =vih (10)
& =vih (11)

Calculation of Stresses

The stress before flash formation as shown in Fig. 2 may
be computed as,

Opax =0 (4 (1D 1)) (12)
The stresses after flash formation as represented in Fig. 3
could be calculated as,

0., =2u0,(W/t)+0o,) (13)
o,=(K,/K)In(t /K, +K,n,))+0., (14)
Orax = ((2/10-f1r1)/h) +0, (15)
Where,

K, =-2tanf3 (16)
K,=-0,K +2u,0,,(1+ tan” f3) 17)
K,=h-nKk, (18)
tan S =[1—{((h /1) -1 /((h/)In(h /))}]"* (19)

Calculation of Forces

The force required for deformation process before flash
formation for the geometry as shown in Fig. 2 could be,
F =270 [(h* 44} Yexp(D/ h)—1)— hD/ 41,)] (20)

The force required for deformation process after flash
formation for the geometry as shown in Fig. 3 would be,

F=F +F, 2y
Where,

F,=270,[(h* ] 41;)(exp(u, L/ h) =)= h L/ 4u,)] (22)
F, =0 (z/4)QLw+w* )1+ (14,w/31)) (23)

F; is the average force on the billet and F), is the average
force on the flash land.

Calculation of Die and Billet Temperatures
The temperatures during the process are calculated
separately within the die cavity and in the flash [2], [14].
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Die cavity

The analysis for the temperature distribution for a system
comprising of die-lubricant-billet may be summarized in
non-dimensional form as follows.

The time has been transformed in to a non-dimensional
parameter Ny as follows.

N,=af/H® (24)
a=A1/pC, (25)
FSpie =Ty =Tpo) (Tso = To) (26)
FSpiee = Tpo =T3) Ty = Tpo) (27)

The FSp, and FSpy,, are the two non-dimensional
functions representing the change in temperature at
different locations within the die and the billet.

For different H/D ratios, the non-dimensional parameter
Ny is related with FSp;, and FSg;., as shown in Fig. 4 and
Fig. 5 respectively.

10F H/D=1.6 /o
| |-——— H/D=1.0 T
8 L
6 -
4 |
2 L
0 1 11 11111l 1 11 11111l 1 11 11111l 1 1111111l 1 11 11111
10* 1073 102 10! 1 10
Flg 4FSB,-1/e, Vs. Ng
0.5
0.4F
0.3F
0.2+
0.1r H/D=1.6 \
—— __HD=10 Vo
or  |eoo--- H/D=0.5 ‘\
—0.1 1 1 1 11111l 1 11 111l 1 1 111111 1 11 111l 1 1 111111
10* 107 107 10" 1 10

Flg 5 FSD,*E Vs. Ng
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The change in temperature with time could be calculated
as follows.

T, = TDO +FSDie(TBO _TDO)
Ty =Ty = FSpie Too = Tpo)

(28)
(29)

The temperature rise due deformation may be computed
as,

AT=[(o,/p C,)dz (30)
The heat developed during deformation is partially
transferred to the die which may be calculated as,

Ty =AT exp(-a; t/p C, h) €1y
The final temperature of the billet may be given by,
Ty =T, + Ty, (32)

Flash land

Due to the relatively small thickness of the flash as
compared to the die cavity the temperature gradient may
be neglected. Thus, the average flash temperature may be
calculated as,

T =Ty + (Tye —Tpe) exp(-a,(t-t,,)/ p C, 1) (33)
The final temperature in the flash is therefore,
T.=T+AT (34)

3. COMPUTER ALGORITHM

A computer simulation algorithm has been developed
consisting of separate subroutines for the two different
stages of forging process i.e. deformation process before
flash formation and after flash formation [5], [8].

For the process simulation, initially the material is
required to be selected from the material data base. The
die parameters, billet parameters, number of stages of
deformation process are required to be provided then the
algorithm starts computations and simulations using
computer graphics as per coding shown below [9], [10].

()

Material
Data File

Select Material of
Billet
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©

Input Die parameters:

L,h ffw,t £t do
I

Input Billet parameters:

H,D o,t bo
I

Input friction parameters:
mu 1, mu 2

Input ram speed and No.
of steps for stage I and II:
v,n 1,n 2

Calculate:
volume, height

Calculate:

del hl, del h2, theta, h contact
I
Step 1 |

l

®

Material
Data File

Input the value of
C and m for
Material of Billet
[
Calculate:

n theta
[

Calculate:

fs die, fs billet
I

Calculate:
t d,t b,del t,t bd,t bf

Calculate:
epsilon, epsi_dot
I

Calculate:
sigma f, sigma max 1,f i

If NO
Step>n_1

Yes

>

l

Calculate:
epsi_1, epsi 3, epsi 4

Calculate:
epsi_1_dot, epsi_3 dot,
epsi_ 4 dot

©
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©

Calculate:
sigma z1, sigma_z2,
sigma max 2,f ii

mofication ?

The computer code generates the results step by step for
the various output parameters e.g. height, diameter,
strain, strain rate, flow stress, force, temperature of die
and billet. At the end of the simulation, the algorithm
asks for any modifications, if any, may be change of
material or dimensions, for the purpose of next
computations and simulation.

The application of this computer simulation method may
be extended to more complicated parts such as a
connecting rod of an Internal Combustion Engine and
aero-engine components [6], [7], [12].

4. RESULTS AND DISCUSSIONS

Fig. 6 shows the graph of flow stress and maximum
stress plotted against the deformation steps for the billet
H/D ratio of 1.23 and flash thickness of 2 mm. From the
Fig. 6, it could be clearly seen that, as the deformation
proceeds, the flow stress in the material steadily increases
and the value of maximum stress also gradually
increases. After a particular step, the increase in the
maximum stress is steep; this is the point where the die
cavity is almost filled and the flash formation starts.

500

—0— Flow stress (N/sq.mm)
—@— Max. stress (N/sq.mm)

300 /
200 /
100

0 \ \ \ \ \ \ \ \ \
0 1 2 3 4 5 6 7 8 9

400

Stress (N/sq.mm)

Deformation step

Fig. 6 Flow stress and Max. stress Vs. Deformation
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Fig. 7 depicts the graphical representation of strain of
billet plotted against the deformation steps. From the Fig.
7, it may be seen that, with the progress of deformation
process, the strain in the material increases. During initial
process of deformation i.e. deformation before flash
formation, the increase in strain is more as compared to
the deformation during the flash formation.

0.6
0.5
0.4 )
g
g 0.3
wn
0.2
0.1 1
0
o 1 2 3 4 5 6 7 8 9
Deformation step

Fig. 7 Strain of billet Vs. Deformation

Fig. 8 shows the graph of variation of strain against the
deformation steps during the flash formation process. The
flash formation process starts when the die cavity gets
almost filled and the extra material comes out resulting in
to the flash formation. From the Fig. 8, it could be seen
that, with the progress of deformation process, the strain
in the flash continuously increases.

0.7

0.4

Strain in flash

6 7 8 9

Deformation step

Fig. 8 Strain in flash Vs. Deformation

Fig. 9 represents the graph of variation in the die
temperature and billet temperature against the
deformation steps. From the Fig. 9, it could be clearly
seen that, as the deformation proceeds, the billet
temperature continuously keeps on decreasing and on the
other side the die temperature keeps on increasing. This
change in the temperatures of die and billet occurs in
such a way that after some period of time, both, a die and
a billet shall achieve the same temperature.

From the Fig. 10, it could be clearly seen that, as the
stroke proceeds, the load requirement for the deformation
increases. At a particular stroke length, the increase in the
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load is steep; this is the point where the flash formation
starts.
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Fig. 9 Die and Billet temp. Vs. Deformation steps
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Fig. 10 Load (kN) Vs. Stroke (mm)

5. CONCLUSIONS

In light of above graphical representations, the variation
of the parameters such as flow stress, maximum stress,
strain before flash formation, strain in flash, force,
temperatures of die and billet have been found in good
agreement with reference to their theoretical aspects
discussed at the process modeling.

Finally, it may be concluded that the success of the

simulation method would depend upon the following:

e The selection of material parameters from the
material property database should match with the
actual material. If the material properties are not
known then it may be obtained by the suitable
material testing method.

e The friction conditions considered in the computer
simulation should be as close as possible to the
conditions prevailing between the die and billet
material during the actual deformation process.

However, due to the complexity of forging operations,
the material and process conditions, the manufacturing by
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forging process is still a very much dependent upon trial
runs, which results into increased lead-time and cost. An
integrated approach of combining the data obtained by
the computer simulation method with that of the few trial
runs could greatly optimize the closed die hot forging
process and also contributes towards the efforts in

reducing the global warming.

6. NOMENCLATURE

C Strain hardening constant

Cp  Specific heat of the material

D, Initial diameter of billet

F; Force required before flash formation
F;; Force required after flash formation
H Initial height of billet

J  Current height of billet

h Average height of shearing zone at the beginning of
flash formation
Current average height of shearing zone

hy

L Die diameter
m Strain rate sensitivity exponent

t; Initial distance between flash lands of two die halves
t Deformation time

t..n Time of contact or start of flash formation

12 Flash thickness
{ Flash Thickness at the beginning of flash formation

Tpo Initial billet temperature
Tz  Current billet temperature
Tp, Temperature rise of the billet due to deformation
Tpo Initial die temperature
Tp  Current die temperature
AT  Increase of temperature due to deformation
v Ram speed
w Flash width
or  Heat transfer co-efficient between die and billet
p Shear plane angle

& Strain before flash formation
& Strain for zone 1
&3 Strain for zone 3

&y Strain for zone 4
& Strain rate before flash formation

é Strain rate for zone 1
1

é Strain rate for zone 3
3

& Strain rate for zone 4
4

Eic Strain at the beginning of the flash formation
0 Time in seconds

A Thermal conductivity of the billet material
Uy Coefficient of friction between die and billet
u,  Coefficient of shearing friction

p Density of the material

oy Flow stress

Omar; Maximum stress before flash formation
Omax2 Maximum stress after flash formation

Encircled digits 1, 2, 3, and 4 indicate respective zones in Fig. 3.
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[10]

[11]

[12]
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ABSTRACT

Motivated by the need to operate robots in environments not
conducive for human presence a C/C++ project in Visual Studio
is being developed for the display and control of Virtual Robots
in the CAVE at Southern University’s College of Engineering.
In this CAVE-library based project the display is created using
OpenGL: As a first case, of two robots operating in a master-
slave configuration. The robots cooperatively move a solid bar
that is jointly help by both. The links of the robot serving as
master are moved by user input via a joystick. The slave follows
the master automatically such that a dimensionless measure of
the difference in the bar’s position and orientation as defined by
the two robots is minimized. The first case employs robots with
three 2-axis links each. In this case the slave is able to follow the
master instantaneously if the master is moved slowly otherwise
there is a lag illustrating the need to improve the minimization
algorithm.

Keywords: Cooperative, Robot, CAVE.

1. INTRODUCTION

Cooperating robots have been envisioned in areas not conducive
for human presence: For example for target searching in a war
zone [1]. For task planning of cooperating robots in similar
circumstances, as in bomb disposal or handling radioactive
materials with more than one robot required for increasing the
load carrying capacity [2], a virtual reality based approach is
being developed. While such task planning for actual robots
involves kinematics, dynamics, and control [2, 3], virtual task
planning primarily involves only kinematics with the
cooperating robots forming closed kinematic loops. The current
work stereoscopically visualizes two robots in a Cave Automatic
Virtual Environment (CAVE) and targets virtual task planning
with the end goal of driving real robots in the Mechatronics
laboratory at Southern University.

2. CAVE-LIBRARY BASED PROJECT

A generic CAVE-library [4] based project to stereoscopically
visualize multiple robots with multi-axis links has been
developed [5]. In this project the fundamental constants of a
particular robot configuration are the sizes of the links, the size
of the bar to be held by the robots, the size of the robots’ base,
and the link angles that are fixed. The fundamental variables are
the link angles that can be changed. A common data structure
holds all of the constants and variables.

The CAVE library automatically spawns new synchronized
threads, one for each display, in addition to the main thread that
continues to operate asynchronously. The display threads also
call a “navigation” routine which, in one of these threads, is for
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enabling navigation through the virtual world. By transforming
the coordinate system of the virtual world relative to the fixed
coordinate system of the CAVE the navigation routine currently
provides for translations, rotations, and isotropic up/down
scaling of the entire scene and eases user interaction with the
virtual robots by helping in their global placement within the
CAVE.

In the first case, two virtual robots are operated in a master-slave
configuration with the master moved directly by user input
while the slave attempts to follow automatically. In this case
both master and slave robot movement routines are called by the
display thread enabling navigation at the end of the navigation
routine. To test against arbitrary positioning of a bar by the
master robot, that is to be cooperatively held by the slave while
avoiding possible problems in the convergence of its movement,
both robots have, in this first case, three 2-axis links i.e. a total
of six degrees of freedom (DOF) - equal to the DOF of a sold
body in three dimensions. The project is primarily developed on
a desktop with a single non-stereo perspective display called
“CAVE simulator” and then tested in the CAVE with
stereographic displays.

Display routine

As described previously [5] the geometry of the robotic links is
first conceptualized in AUTOCAD and then constructed in the
display routine using OpenGL. The matrix post-multiplication
feature of OpenGL transformation accumulation makes it
particularly simple to generate links of appropriate orientation:
They are generated along a fixed (+x) axis in coordinate systems
that are rotated and translated relative to the previous link by
current link angles and link length respectively. While the data
structure and other routines of the project allow for arbitrary
multi-axis links the display routine is a not as general: It
specializes to case of robots with two axis links (Fig.1) that can
rotate around an axis along their length and also along the
perpendicular shaft-axis. The display of the bar held by the
robots is done twice - each following the transformations
corresponding to a robot. Perfect cooperation between the two
robots can then be evidenced by the display showing a single bar
corresponding to overlap of the two displays of the bar.

Master movement routine

As described previously [5] the robot serving as the master is
moved by a routine that accepts user input via a joystick. The
display is augmented with a straight line emanating from the
joystick towards its front (Fig. 1). On intersecting this line, any
of the robots’ links may be selected: The selected link identifies
the master robot while the other becomes the slave. This link is
highlighted in the display with a change in color (Fig. 1).
Subsequent changes in the orientation of the joystick drive the
changes in the orientation of the selected link — by changing all
of its corresponding DOF. As the default frame rate of the
display thread is high (~60 fps) changes in the orientation of the
joystick between successive time frames is expected to be small
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small and can therefore be computed as a vector dw . The
changes in the orientation defining triad of the joystick ji are
then given by:

which are solved for do :

R~
8m=§;3ix83i.

The projection of éé onto the axis i of the link | (R') is the
necessary incremental change in the link angle:

80=R'-80.
Again exploiting OpenGL’s transformation accumulation R! is

read off as the i column vector in the rotation matrix contained
in the accumulated affine transformation (see next subsection)
that includes all transformations up to and including the link
angle of interest. The affine transformation is constructed once
in the master movement routine by following the sequence of
transformations (rotations and translations) exactly as carried
out in the display routine for the master robot. As the orientation
relative to the robots changes upon navigation all vectors are
always evaluated in the navigated or world frame of reference.

I CAVE simulator

Fig. 1. Non-stereo perspective display of two robots in “CAVE
simulator mode” on a desktop. Each has three 2-axis links. The
second link of the left robot selected (therefore dull in color), via
intersection of red line emanating from the joystick, making it
the master while the other robot becomes the slave. Imperfect
cooperation is illustrated to emphasize that the bar that is to be
jointly held is displayed twice - corresponding one each to the
positioning of the bar by one of the robots.

Slave movement routine

As described previously [5] the slave moves automatically in
response to the master’s movement such that the bar that is held
by both robots is not strained. The movement of the slave is
driven by a routine that iteratively minimizes a dimensionless
measure 4 of the bar’s strain. 4 is constructed from the
difference between affine transformations [6] required for the
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positioning of the bar by the master (™A ) and slave (°A)

robots. With:
NVSA _ |:M/S R3x3 M/Stsxl:|
x4
01x3 11x1

(R is the rotation and t is the translation of the bar’s center —

both relative to the coordinate system of the virtual world), 4 is
chosen as:

[Ft="t]]
A=W, - ——=+W, |[FR-"R||
(Vbar)

where v, is the volume of the bar, and w, and w, are weight
factors (w, +w,=1) chosen to be equal as a first attempted

case. For perfect cooperation 4= 0. Similar to the construction
in the master movement routine the affine transformations
MA and °A are constructed by following the sequence of
transformations (rotations and translations) exactly as carried
out in the display routine for the master and slave robots
respectively. ™A is computed once while *A is computed as
many times as required in an iterative procedure that minimizes
A4 . This procedure involves increasing or decreasing each of the
slave’s DOF as needed to reduce 4 and is an explicit search of
all the slave’s degrees of freedom that minimize 4 thereby
avoiding the need to compute derivatives of 4 that will be
required if other minimization algorithms such as the Newton-
Raphson [7] are used.

As a first case the iterative procedure to minimize 4 sets the
magnitude of change attempted specific to each DOF and is
initially set to 5 degrees for all DOF. Subsequently it is reduced
by a factor of 2 whenever both increment and decrement of the
corresponding degree of freedom does not reduce 4 . The
attempt to reduce 4 is done in sequence over all of the DOF
and repeated until 4 is sufficiently small (10°) or till this
procedure of minimization is deemed to have failed: When the
magnitude of the attempted changes in the all the DOF are less
than 5x107 degrees.

First (reference) case result

As described previously [5] in the case of both master and slave
robots having six total DOF (three 2-axis links), and with their
movement routines within the display thread, it is found that the
slave is able to follow the master everywhere as long as the bar’s
position can be reached. Fig. 2 illustrates cases of the slave
following the master. This cooperative movement happens
“instantaneously”/interactively when the master is moved slowly
— otherwise the movement of both robots “lag” the user input
with differences in the bar’s positioning by the two robots as
evidenced by two non-overlapping displays for the bar. During
this lag, as the master and slave movement routines are within
the display thread, the display freezes. It results, in the CAVE,
in a distortion of the perspective if the user’s view is
simultaneously changing. While the lag is acceptable visually as
it does not lead to user frustration it illustrates that the algorithm
for the slave’s movement while being robust needs to be
improved for better performance. It warrants a study of the
magnitude of transient disagreement in the bars positioning by
the two robots particularly because their motion is envisioned to
eventually drive real robots in the Mechatronics laboratory.



. CAVE simulator

AV simulater

Fig. 2. Perspective views (CAVE simulator mode) of three cases
in which the slave (right) robot follows the master (left) robot.
Perfect cooperation is observed — otherwise two bars would be
seen (as in Fig. 1). The 2" link of master is being moved to
generate the images.

3. PROJECT DEVELOPMENT

The virtual robot program is further developed in the following
directions:

Separating robot movement and display operations

In order to avoid the freezing of the display routines both the
master and slave have been moved to the main thread of the
CAVE library. As this thread does not have an OpenGL context
code for the matrix operations required by these routines has
been developed. The execution speed of this code is noticeably
slower than the equivalent OpenGL code in the display thread —
as evidenced with the reference case configuration. Nevertheless
the robot movement routines are operated in the main thread —
with optimization of the matrix operations and the movement
routines (particularly the slave) deferred to a later time.

Both robots as slaves to user controlled bar
For virtual task planning user control of the movement of
the object cooperatively held by the robots is needed. This is

[ = e simataios =) |

Fig. 3. Both reference case robots (each having 6 DOF) as slaves
to the user controlled bar. (a) shows the user controlled bar in
dull colors being outside of the workspace of both robots that
are positioning their respective bars independently. (b) shows
that when the user controlled bar moves into the robots’
workspace there is perfect overlap of the bars: The robots have
been able to follow the users’ movement of the bar.
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accomplished with both robots serving as slaves to an
independent bar — that is introduced via a robot with no links. In
order to translate this bar the project is modified to allow for any
robot base to have translational DOF. The display
correspondingly shows the selected base in a grey color and for
the robot with no links the bar in dull colors (Fig. 3a). These

DOF are updated via coupling to changes in the joystick position:

As the position relative to the robots changes upon navigation all
positions are always evaluated in the navigated or world frame
of reference. Enabling these DOF for the robot with no links and
the corresponding bar’s rotations enables arbitrary positioning of
the bar by the user. The reference case robots, each with 6 DOF,
are able to follow the bar’s movements as long as the bar is
within their respective workspaces (Fig. 3b).

Tailoring to Laboratory robots: Convergence issues

As a first step in coupling the virtual and real worlds the virtual
robots have been tailored to two identical TeachMover Il
Microbots [8] by having proportional link lengths [5] (Fig. 4 a &
b). In this case the slave movement routine fails to converge to
the users movement of the bar as each the robots have a total of
only 5 DOF (Fig. 4a) — forcing the constraint of bar movement
in a plane containing the 1% link. This convergence can be

./

d

Fig. 4. Virtual robots (a) tailored to Laboratory robots (b) (from
[5]). (a) shows that a rotation of the user controlled bar (dull
colors) along the axis of the red line moves it out of the
workspace of both the robots as they each have only five DOF:
The 1% link can rotate around its axis, the 2™ and 3" links
around their respective support shafts, and the 4™ link has both
DOF.
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achieved by having the base of the robots be movable in a
direction perpendicular to their initial separation (Fig. 4 ¢ & d):
A movable base will be required for real-world applications of
involving movement over distances larger that in a fixed-robot
workspace.

T CAVE shmutator

Fig. 4 (Contd) Convergence to the user controlled bar’s
movement (¢ & d) is made possible by having the robots in Fig.
4a have their base moveable in a direction perpendicular to their
initial separation.

4. CAVE AT SOUTHERN UNIVERSITY

The CAVE at Southern’s College of Engineering is a projection
based Virtual Reality (VR) system (Fig. 5): An 8ft-cubed space
with three screen-walls and the floor serving as displays (Fig. 5).
The images are projected via mirrors used to set the required
optical distance between the projectors and screens/floor under
the constraint of the room space available to house the CAVE.
Active stereographic viewing is enabled with separate
projections for the left and right eyes synchronized with the
eyeware. The position and orientation, i.e. 6-DOF, of two
sensors is continuously tracked in the CAVE. These DOF are
relative to the fixed coordinate system of the CAVE that has the
origin at the center of the floor with the x-axis towards the right
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screen, the y-axis towards the top and the z-axis away from the
front screen. One sensor is attached to the eyeware and the other
that is attached to a joystick. The perspective transformations
required for the displays is automatically generated and applied
by the CAVE library [4] based on the eyeware DOF while the
joystick DOF is made available to the user application to enable
navigation and any other interaction with the virtual world.

Fig. 5. Schematic [9] of the CAVE at Southern showing the
projectors, mirrors, and screens. The inset (from [5]) shows one
of the authors (Driggs) running the project in the CAVE at
Southern.

5. ONGOING WORK: CONNECTING WITH
LABORATORY ROBOTS

A laboratory Scorbot [10] has been interfaced with a computer
[5]. The Scorbot’s software has been used to drive its motion:
the gripper follows various profiles in 3D space defined by a
user-program via keyboard input. A profile has been copied
from the Scorbot’s controller to the hard disk, edited by the user,
and then used to re-drive the Scorbot. The ability to use the
modified profile suggests that output from the virtual robots
program may be used to drive laboratory robots — after
overcoming problems with having only 5 DOF and the inability
to directly control the angular orientation of the laboratory
robot’s gripper. The first attempt will be file-based: Storing the
virtual robots’ movements in a file to drive the laboratory robots.
Subsequently dynamic coupling will be attempted with the
virtual and real worlds linked over using network-based
software analogous to that proposed in remote laboratory
experiments [11]. For the eventual coupling to the virtual robots,
as illustrated in Fig. 4, four robots in the Mechatronics
laboratory have been refurbished and upgraded to TeachMover
11 Microbots [9].

6. CONCLUSIONS

The VR environment of the CAVE provides a novel approach to
task planning of cooperating robotic systems. Coupling the
virtual robots to and real laboratory robots is expected to reveal
the advantages of this approach.
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ABSTRACT system during this period is known as the Coast Down
Phenomenon (CDP). The exact time period between the power
Mechanical fault such as shaft misalignment is one of the major cut-off time and the time at which the rotor stops is called Coast
concerns in rotating machinery. The behaviour of rotating Down Time (CDT) [2]. CDT is the total time taken by the
machinery during deceleration period when the power supply to system to dissipate the momentum acquired during sustained
the drive is stopped is known as Coast Down Phenomenon. The operation. The performance of the misaligned cylindrical [3] and
total time elapsed for the entire momentum due to sustained three-lobe journal bearings [4] were evaluated. It was found that
operation of the rotating machinery to dissipate is termed as the CDT decreases with the increase in misalignment. This is
Coast Down Time. The Coast Down Time is used as a because both the bearing friction and the power loss increase
diagnostic condition monitoring parameter to understand and with increase in misalignment. Increase in misalignment will
detect shaft misalignment. Experiments were carried out on cause an increase in coefficient of friction and reduces the film
Forward Curved Centrifugal Blower Test setup to record the thickness resulting in an increase in damping factor.
CDTs at selected blower shaft cut-off speeds of 1000 rpm, 1500
rpm, 2000 rpm and 2500 rpm respectively for different levels of Artificial neural network (ANN) is a representation of the
combined horizontal and vertical parallel misalignment and at computational architecture of the human brain. It is an
various orders of combined horizontal parallel and angular established tool for effortless computation and its application in
misalignment conditions. These sets of experimental CDTs were the area of automated fault detection and diagnosis of machine
used to train and test the neural network. This paper outlines the condition is very promising [5]-[8]. Radial basis function neural
implementation of Radial Basis Function neural network, a new networks (RBFNN) require lesser neurons than the standard feed
generation of ANNs for analysis and prediction of CDTs for forward back-propagation networks (FFBPN) [9]-[11]. They can
different combined misalignment fault conditions. RBF has been be trained in a fraction of time. RBFNN is used to model
found to be successful in the prediction of CDTs and the results engineering systems and found that it is efficient, reliable and
showed that the ANN predicted CDT values are very close to robust technique [12].
the experimental CDT wvalues for various combined
misalignment fault conditions. The CDT can be used as one of the diagnostic parameter to
assess the condition of the rotating machinery [13]. A summary
1. INTRODUCTION of literature reveals that the application of ANN is not extended

to CDT prediction till now. This paper proposes a neural
network model that will be able to predict the CDTs for different

Mechanical fault such as shaft misalignment is the most ) e b
combined misalignment fault conditions.

common causes of vibration in rotating machinery and one of
the major concerns in modern industry. Misalignment in shafts
leads to increase in vibration, and an increase in radial and axial
loads, thereby absorbing more energy and power. This, in turn,
causes premature wear and even catastrophic failure of bearings,
seals, coupling and other components in the machinery [1]. In
actual operating environments in industries, achieving perfectly
aligned condition is very difficult and a minute amount of
misalignment is always present.

2. EXPERIMENTAL TEST SETUP AND PROCEDURE

The photographic view of the Forward Curved Centrifugal
Blower Test Setup [14] used for this investigation is shown in
Figure 1. A Forward Curved (FC) centrifugal blower is mounted
on a shaft with length 315 mm and diameter of 20 mm at the
center position of 190 mm between two anti-friction bearings.
The blower shaft is connected through an electromagnetic
coupling to a variable speed DC motor. Two inductive proximity
sensors are used to measure the speeds of blower and motor
independently. An instrumentation control panel is built-

When the power supply to any rotating system is cut-off, the
system begins to lose its momentum gained during sustained
operation and finally comes to a halt. The behaviour of the rotor
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Figure 1: Centrifugal Blower Experimental Test Setup

in display and control the variables. A software developed using
Visual Basic is used along with instrumentation to control the
operation of the test setup and to record the motor and blower
speeds as well as CDT for each test run for different shaft
cut-off speeds. The software has an ability to record CDT with
an accuracy of 60 ms intervals, and corresponding deceleration
speed of blower shaft at each test run.

Initially, the coast down time for each test run at various cut-off
speeds were recorded and used thereafter as baseline reference
for further investigation, analysis and comparison. The baseline
CDTs obtained for blower shaft at cut-off speeds of 1000 rpm,
1500 rpm, 2000 rpm, and 2500 rpm are 1560 ms, 2040 ms,
2580 ms, and 3000 ms respectively under healthy operating
conditions.

Combination of horizontal and vertical parallel misalignment
conditions was created between the blower shaft and motor
shaft. Three levels of combined offset distances of 0.10 mm,
0.20 mm and 0.30 mm respectively have been introduced at the
blower shaft end.

Combination of horizontal parallel misalignment and angular
misalignment conditions was created between the blower shaft
and motor shaft. Three levels of combined misalignment of
0.15 mm & 0.046%, (0.25 mm & 0.076°) and (0.35 mm &
0.107% respectively have been introduced.

Experimental tests were conducted at blower shaft cut-off
speeds of 1000 rpm, 1500 rpm, 2000 rpm, and 2500 rpm
respectively. The coast down time and the respective
deceleration speeds of blower shaft were recorded. Each
experiment was repeated 5 times for consistency under the same
operating conditions to record CDTs. To verify the validity and
accuracy of CDT data error analysis was carried out for sample
size of 5, it was ascertained that the magnitude of the error is
less than 1 percent in all cases of both healthy and fault
conditions. The repeatability of CDT data is around 99 percent.
These experimental data [15] are used to train an ANN to
predict the CDTs for various combined misalignment fault
conditions.
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3. RADIAL BASIS FUNCTION NEURAL MODEL

A Radial Basis Function (RBF) is a two-layer network whose
output units form a linear combination of the basis functions
computed by the hidden units. A function is radially symmetric
(or is an RBF) if its output depends on the distance of the input
sample (vector) from another stored vector. Neural networks
whose mode functions are radially symmetric are referred to as
radial basis function networks [16].

The general model of RBF neuron is shown in Figure 2. The
transfer function for a radial basis neuron is radbas. The radial
basis neuron receives as net input, the vector distance between
its weight vector w and the input vector p, multiplied by the bias
b. The basis functions in the hidden layer produce a localized
response to the inputs so that each hidden unit has a localized
receptive field. The basis function can be viewed as the
activation function in the hidden layer. The outputs of the
hidden unit lie between 0 and 1. The closer the input to center of
the Gaussian, the larger the response of the node. The node
produces an identical output for inputs with equal distance from
the center of the Gaussian; it is called a radial basis. The output
unit finds a linear combination of nonlinear basis functions and
thus the network performs a nonlinear transformation of the
input.

Tnputs Radial Basis Neuron

p(1)

N\ —

a=radbas(dist{w,p)*b)

p(2)

p(3)

pE)

Figure 2: Radial Basis Function Neuron Model
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RBF network is capable of approximating any arbitrary
mapping. The main difference between the RBF network and the
back-propagation network is in their basis functions. The radial
basis function covers only small regions, whereas the sigmoid
function used in neural network assumes nonzero values over an
infinitely large region of the input space. Classification tasks are
more amenable to the RBF network than the back-propagation
network in the case when the problem is extended to higher
dimensions [17].

4. RBF TRANING PROCEDURE

The radial basis neural networks have been designed by using
the function newrb in the neural network toolbox supported by
MATLAB [18]. The function newrb iteratively creates a radial
basis network by including one neuron at a time. Neurons are
added to the network until the sum of squared error is found to
be very small or the maximum numbers of neurons are reached.
At each iteration, the input vector, which will result in lowering
the network error most, is used to create a radial basis neuron.
During the training, each of the connecting weights of the
individual neuron is compared with the input signals. The
distance between the connecting weights determines the output
of hidden neurons and input vector, which is further multiplied
by bias. Bias is an additional scalar quantity being added
between the neuron and fictitious neuron. The output is
propagated in a feed forward direction to the output layer
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neuron, which will give the output if the connection weights are
close to the input signal. This output is compared with target
vector. If the error reaches the error goal, then training is
terminated, otherwise the next neuron will be added. The
connecting weights are modified each time by changing the
maximum neurons and the spread constant. The value of
maximum neuron and spread constant keeps on changing till the
network is trained properly. Radial basis networks can be used
to approximate functions; newrb adds neurons to the hidden
layer of a radial basis network until it meets the specified mean
squared error goal.

5. RESULTS AND DISCUSSIONS

The input parameters were normalized before being applied to
train and test the networks. The CDTs were normalized in the
range from O to 1. Similarly, deceleration speeds were
normalized in the range from 1 to 0. In the present work Radial
basis function neural network is considered for predicting the
CDT.

5.1 Combined Parallel Misalignment

The RBF network was trained for the various levels of combined
parallel misalignment conditions. From 27 CDT data points at
various level of combined parallel misalignment, 21 data were
used for training and the remaining 6 data were used for testing
at blower shaft cut-off speed of 1000 rpm. From 32 CDT data

1
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Figure 3: Experimental and Artificial Neural Networks predicted CDTs at blower shaft cut-off speeds of a) 1000 rpm, b) 1500 rpm,
¢) 2000 rpm and d) 2500 rpm for various combined horizontal and vertical parallel misalignment conditions
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points, 24 data were used for training and the remaining 8 data
were used for testing at 1500 rpm. From 40 CDT data points, 30
data were used for training and the remaining 10 data were used
for testing at 2000 rpm. From 44 data CDT data points, 33 data
were used for training and the remaining 11 data were used for
testing at 2500 rpm. Variation in number of data points for
training and testing is due to higher CDT values at higher cut-off
speeds.

The trained network was used to predict the CDTs at different
cut-off speeds, at various offset distances in both the direction,
and the results were compared with the experimental and ANN
predicted values

5.2 Combined Parallel and Angular Misalignment

The RBF network was trained for the various orders of
combined horizontal parallel and angular misalignment
conditions with the same number of sets of data points used in
combined parallel misalignment were used for training and
testing under same shaft cut-off speeds, and the results were
compared with the experimental values as shown in Figure 4.

The neural network predicted CDTs were compared with the
experimental CDT values at the coast down time intervals of
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Time ms
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u
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Time ms
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180-2160 ms. It has been observed that artificial neural network
modeling of system based parameters are found to match closely
with the experimental data at aligned and at various combined
misalignment conditions.

By comparing the ANN predicted CDT values with
experimental CDT values; artificial neural networks modeling of
system is found to be satisfactory for predicting the CDTs for
combined parallel misalignment and combined parallel and
angular misalignment faults.

The absolute standard deviation and root mean square error
calculated for each fault at various cut-off speeds are tabulated
in Table. 1. From these results, for all the two cases, it has been
observed that the error values as described by ABSD, RMSE are
well within the permissible limits. This proves the efficiency of
the methodology adapted in this research. Hence the ANN based
prediction of CDT for mechanical fault in rotating machinery
has been found successful and reliable. The artificial neural
network modeling to predict coast down time is highly justified
for the CDT analysis as one of the diagnostic condition
monitoring parameter to assess the condition of the rotating
machinery.
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ANN-0.15 mm &0.046 o
¢ Exp-0.25mmé&
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Figure 4: Experimental and Artificial Neural Networks predicted CDTs at blower shaft cut-off speeds of a) 1000 rpm, b) 1500 rpm,
¢) 2000 rpm and d) 2500 rpm for various combined horizontal parallel and angular misalignment conditions
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TABLEI

ABSD and RMSE values at different cut-off speeds for various orders of misalignment fault conditions

Cutoff Speeds rpm

Mechanical faults

1000 rpm 1500 rpm

2000 rpm 2500 rpm

ABSD RMSE ABSD RMSE ABSD RMSE ABSD RMSE

Combined Horizontal and

Vertical Parallel 0.00243 0.01491 0.00284  0.01287 0.00186 0.01462  0.00213  0.01984

Misalignment

Combined Horizontal

Parallel and Angular 0.00484 0.01934  0.00229 0.01157 0.00249 0.01223  0.00259  0.03747

Misalignment

ABSD = Absolute Standard Deviation, RMSE = Root Mean Square Error

6. CONCLUSIONS

Experimental evidences are showing CDT as an indicator to [1]
detect shaft misalignment fault. The complexity in identifying

parallel or angular misalignment fault exactly, the need of

automatic fault diagnosis using ANNSs tool as a viable solution is [2]
explored in this paper. The radial basis network approach has

been used for CDT data prediction as it employs limited neurons

for the construction and requires lesser computational time in

modeling the system. The proposed technique of using radial (3]
basis function requires only limited experimental data points to

train, model and predict the system behaviour. RBF network

was successfully implemented to predict CDTs for various [4]
orders of combined parallel and angular misalignment
mechanical fault conditions. The performance of the RBF
network in predicting the CDT is found to be more accurate.

(3]
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(7]
APPENDIX A

Absolute Standard Deviation:

Z | (ANN value — Experimental value) |
ABSD=

Number of data points [9]

Root Mean Square Error:

[10]
Z Experimental value— ANN value ’
Experimental value [11]
RMSE = -
Number of data points
[12]
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ABSTRACT

The use of the ultrasonic assistance results in significant
improvements in machining processes. Nevertheless, its use in
the grinding and dressing processes has still not been widely
introduced into industrial environments. This is mostly due to
the difficulties in achievement of an efficient superimposing of
the vibrations on the industrial workpiece or tool in grinding
and to the grinding wheel or the dressing tool in the dressing
process. This paper introduces a recent developed ultrasonic
vibration system with an innovative blocksonotrode which can
vibrate industrial workpieces of different sizes and weights
during grinding. An innovative ultrasonic spindle is also
introduced which facilitates the ultrasonic-assisted dressing of
grinding wheels with form rollers. The experimental
investigations carried out at the KSF Institute show that the new
developed ultrasonic systems can improve the process and
increase the productivity.

Keywords: Ultrasonic Assistance, Grinding, Dressing.

1. INTRODUCTION

In ultrasonic-assisted machining, the kinematics of the
conventional machining process are superimposed with an
additional vibration in the micrometre range at frequencies in
the ultrasonic range, as a result of which a considerable
improvement in the process, such as reduction in active
machining forces, improvement in the supply of coolant into the
process zone, reduction in tool wear, etc. can be achieved [1-4].

In the ultrasonic assisted machining, the ultrasonic
vibrations are produced by means of an ultrasonic vibration
system which converts electrical energy to mechanical
vibrations and transfers the vibrations through the workpiece or
tool into the process zone. This system generally consists of a
transducer, booster, and sonotrode (Fig. 1).

In the conventional ultrasonic vibration systems, the tool or
workpiece which is directly attached to the sonotrode must
either be very small or operate with a special construction as a
part of the vibration chain. These all limit the efficiency of
ultrasonic assistance in the grinding process. Thus, the lack of a
system which is able to vibrate industrial workpieces of
different sizes and weights is felt. For this purpose, an
inexpensive innovative vibration system has been developed.
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Mechanical oscillation Vibration system

high frequency
generator

A2 transducer piezoceramic discs
y front mass
booster
N2
] sonotrode
N2 :
tool
————
radial Iongitudinali

Fig.1 Conventional ultrasonic vibration system [5]

Research reports also indicate that remarkable improvements
can be achieved in dressing with ultrasonic assistance,
particularly in the dressing of superabrasive CBN and diamond
grinding wheels [6-9]. Nevertheless, the use of ultrasonic
assistance in dressing with diamond form rollers despite of their
widespread industrial use has not yet been realized for technical
and economic reasons.

2. NEW ULTRASONIC SYSTEM WITH
BLOCK SONOTRODE

In order to vibrate workpieces with different shapes, dimensions
and weights an innovative ultrasonic system was developed in
this work. In this system, the block sonotrode with through
holes can be account as the key part amongst the others. It is a
special designed plate with a multi-resonant frequency response.
Fig. 2 shows the new ultrasonic system with its resonance
vibration at 20 kHz simulated using finite elements method. The
multi-resonance behavior of the block sonotrode can only be
achieved when the positions and diameters of the through holes
are adequately designed. In addition, the block sonotrode serves
as the workpiece clamping plate and therefore should possess a
certain rigidity to ensure an accurate process.
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Fig. 2 Resonance simulation of the new ultrasonic system
at 20 kHz

3. ULTRASONIC DRESSING SPINDLE

As mentioned, the use of ultrasonic assistance in dressing with
diamond rollers is of great importance regarding the widespread
use of these dressers. However, this subject has not yet been
realized because of the difficulties caused by the dimensions
and the weight of the roller dressers and dressing spindles,
which are normally used in engineering applications. In the
following, a new innovative ultrasonic spindle will be
introduced that facilitates the ultrasonic-assisted dressing with
form rollers.

From kinematical point of view, ultrasonic assisted dressing
with form rollers can be achieved theoretically either by a form
roller on which ultrasonic vibrations are applied in the direction
of the grinding wheel, or by a form roller which in the radial
direction is alternately stretched and compressed in the
micrometer range at a frequency in the ultrasonic range. The
developed ultrasonic spindle works after the second principle.
So it generates beside the rotational movement the radial
vibration in a form roller.

The design of the ultrasonic dressing spindle is shown
schematically in Fig. 3. The vibration system consists of a
piezoceramic acoustic converter and a sonotrode that functions
also as the shaft of the spindle. By resonance standing
longitudinal waves with fixed vibration, antinodes and nodes
are produced in the vibration chain. On the other hand, the
standing longitudinal wave leads to a periodic enlargement and
reduction of the waveguide cross-section (s. also Fig 1). The
cross-section change is greatest in the nodal points and becomes
zero on the longitudinal vibration antinodes, where no local
longitudinal extensions occur. The size of the change in cross-
section depends on the longitudinal vibration amplitude, cross-
section diameter, and Poisson’s ratio. As the diameter of the
sonotrode increases, the radial amplitude increases. The form
roller, coated with diamond on the face is located at a nodal
point of the sonotrode. Therefore, the periodic change in cross-
section of the vibration node leads to transmission of the radial
uniform vibrations into the form roller. This radial vibration is
amplified by the special shape of the dressing roller [10].

The engagement paths of the diamonds of the form roller
are influenced by the radial vibration of the form roller. This
leads to the formation of different wheel topographies and
consequently different grinding results with conventional and
ultrasonic assisted dressing [5].

highfrequency ™ opn — sliprings

generator == endmass transducer
- T piezo discs
L - frontmass

~ driving belt

T spindlehousing

if - | |
| [ sonotrode
- ‘J i
i g Bl | e _ formrollerwith
( K\ [ '—7—{] ~ diamond layeron its

e frontside
longitudinal cross-section
vibration  changes
Fig. 3 Construction of the new developed
ultrasonic dressing spindle [10]

4. EXPERIMENTAL INVESTIGATION WITH NEW
ULTRASONIC SYSTEM

The experiments were carried out using a flat vitrified bond
CBN wheel and a Nimonic (80A) workpiece that is known as a
difficult to cut material. Fig.4 illustrates the experimental setup.
The grinding forces are measured by a dynamometer which is
mounted beneath the workpiece and on the machine table. The
grinding wheel wear was measured by determining the wheel
periphery distance from a reference point on the flange. This
was conducted by means of a sensor measurement system, Z-
Nano HP by NovoBlum GmbH, which was integrated in the
grinding machine [11]. The grinding temperature was measured
using a thermocouple that was mounted under the ground
surface.
The experimental equipment consists of the following:
e Machine tool: EIb Micro-Cut AC8 CNC universal surface
grinding machine
o Surface roughness and profile tester: Hommel-Werke
model T-8000
e Dynamometer: Kistler piezoelectric dynamometer model
9255B
e Eddy current displacement measurement system: Micro
epsilon eddyNCDT 3300, to measure the amplitude of
vibration
e Ultrasonic  Vibration Generator: AMMM-1000 W
generator-MP  Interconsulting, Frequency ranges of
18.000 to 50 kHz
e Thermocouple type K (NiCr/NiAl) after DIN EN 60584-1
with an outer diameter of 0.5 mm

Fig. 4 Experimental set-up
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Table 1 Major machining parameters in investigation with
new ultrasonic system

Grinding wheel Vitrified bond CBN grinding wheel,
B126 C150

Workpiece Nimonic A80

Grinding Up-grinding

conditions Feed speed v = 2000 mm/min;
Cutting speed v, =90 m/s;
Depth of cut a, = 0.5 mm

Coolant Grinding oil, 100 lit/min

Grinding process  Surface grinding

Dresser Electroplated diamond form roller D427

Dressing Overlap ratio Uy = 3;

conditions Wheel peripheral speed vyq = 60 m/s;
Depth of dressing cut a.q = 5 x3 pm,
Dressing speed ratio qq = 0.5

Ultrasonic Parallel to the feed direction, Frequency

vibration f ys=20.5 kHz,

Amplitude Ayg= 10 pm

The settings of main machining parameters for the present study
are summarized in Table 1.

Fig. 5 shows the specific grinding forces (F’; and F’,) when
ultrasonic assisted grinding (UAG) and conventional grinding
(CG), with increasing material removal V'y,. Fig. 6 shows the
workpiece temperature when UAG and CG. It is obvious that
with ultrasonic assistance the grinding forces and workpiece
temperature are lower. This may be due to several reasons.
First, in machining of tough nickel-based superalloys like
Nimonic, the chip formation is improved by means of ultrasonic
vibration. Due to the high-frequency interaction of active grains
on the workpiece, the cutting process in ultrasonic assisted
grinding process becomes discontinuous and ultrasonic impact
action occurs, causing the material to begin to rollover more
easily as well as more micro-cracking propagation in the cutting
zone which both make an effective interaction between grits and
the workpiece surface [12]. Therefore, the grinding forces and
frictional effects are decreased, so that less plastic deformation
occurs. In addition, as the sliding speed in the ultrasonic-
assisted grinding process caused by ultrasonic vibrations is
higher than that in the conventional grinding process, the
coefficient of friction reduces [3].

Improvement in coolant supply into the grinding zone is the
other reason for the reduction in grinding forces and workpiece
temperature when UAG.
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Fig. 5 Specific grinding forces with and without
ultrasonic assistance
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The lower grinding forces and workpiece temperature leads to a
weaker macro fracture and pullout of grains and consequently to
a lower wheel wear when UAG in comparing to CG (Fig. 7).

5. EXPERIMENTAL INVESTIGATION WITH NEW
ULTRASONIC DRESSING SPINDLE

The test conditions with new ultrasonic dressing spindle are
given in Table 2, where the term “depth of dressing cut”
corresponds to the highest theoretical engagement depth of the
dressing diamonds in ultrasonic-assisted dressing.

Table 2 Major machining parameters in investigation with
ultrasonic dressing spindel

Grinding wheel Vitrified bond CBN grinding wheel,
B151 C150
Workpiece 100Cr6, (60HRC)
Grinding Feed speed v = 3000 mm/min;
conditions Cutting speed v, =50 m/s;
Depth of cut a, = 0.2 mm
Coolant 5% solution, 100 lit/min

Grinding process Surface grinding

Dresser Electroplated diamond form roller D427
Dressing Overlap ratio Uy = 4;
conditions Wheel peripheral speed vyq = 50 m/s;

Depth of dressing cut a.,g =2 x 3 and
1x6 pum,
Dressing speed ratio qq = +0.1; £0.4; +0.7
Radial ultrasonic Frequency fys =36 kHz,
vibration of the Aplitude Ays=6um
form roller
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The experimental equipment are the same used in the
investigation with new ultrasonic system.

The measured specific normal grinding forces and
workpiece roughness values as a function of the depth of
dressing cut a.q and dressing speed ratio qq are shown in Fig. 8.
In this figure Ays = 0 presents the conventional dressing. As can
be seen in this figure, ultrasonic assistance causes a reduction in
the grinding normal force and an increase in workpiece
roughness. This is due to the rougher wheel topography
generated by the greater diamond engagement angles and higher
volume removed from a grain when impacting with a diamond
grain, in ultrasonic-assisted dressing [10]. Performing
ultrasonic-assisted dressing in up-cutting mode results in higher
grinding forces and lower workpiece roughness values
compared with down-cutting mode. This is, in turn, attributed to
the flatter diamond engagement paths at a higher relative
dressing speed.
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== Ays =0, @gg=6 um
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Fig. 8 Reduction in grinding forces and increase in workpiece
roughness caused by applying the ultrasonic assistance when
dressing with form roller

Fig. 9 shows the grinding wheel wear after conventional and
ultrasonic assisted dressing with q4 = £ 0.4 and a specific
machining volume of V’y, = 12000 mm*/mm. A higher wheel
wear after ultrasonic assisted dressing compared to that after the
conventional dressing is attributable to the greater engagement
angles of the diamonds of dressing roller and lower overlapping
of their engagement in ultrasonic assisted dressing. This causes
greater crack formations in both CBN grits and bond, which act
as the weak points intensifying wheel wear [10]. Interestingly,
in Figure 8 the grinding ratios after conventional down-dressing
at qd = +0.4 and after ultrasonic-assisted up-dressing at qd = -
0.4 are the same.

Fig. 10 shows the radial wear of the roller dresser Arg in
conventional and ultrasonic-assisted dressing with qq ==+ 0.4 up
to a total dressing depth of cut of ag = 0.45 mm. In up-dressing
with qq = - 0.4, the ultrasonic assistance leads to a reduction in
roller wear, and in down-dressing with qq = + 0.4 it leads to an
increase in roller wear. This is due to the different principal
wear mechanisms that are dominant in up-dressing and down-
dressing.
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Fig. 9 Radial wheel wear after conventional and ultrasonic-
assisted dressing

B Conventional dressing

[] Ultrasonic-assisted dressing

N
o

=
3

—

o B~ 0N

Radial wear of the
form roller Arg

04 -04
Dressing speed ratio qq

Fig. 10 Radial wear of the form roller with and without
ultrasonic assistance

While in down-dressing the microsplinters resulting from the
mechanical load are the principal wear mechanisms in the
development of wear on the dressing diamonds, in down-
dressing the graphitisation of the dressing diamonds arising
from the abrasive friction processes is the principal mechanism
of wear on the dressing diamonds [Link07, Schu96]. The
ultrasonic assistance leads to an increase in the kinematic
engagement angle and volume removed from a grain when
impacting with a diamond grain, as a result of which the
mechanical load on the dressing diamonds increases. On the
other hand, the coolant supply into the dressing contact zone is
promoted using ultrasonic assistance and therefore, the
coefficient of friction between the active dressing partners is
reduced. This lowers the development of heat in the dressing
contact zone and the intensity of graphitisation. Therefore, in
up-dressing, ultrasonic assistance strengthens the principal
mechanism of dressing diamond wear, whereas in down-
dressing it weakens the wear mechanism [10].

It can be concluded from Figs. 8-10 that in practice, where
the conventional dressing of vitrified bond CBN grinding
wheels are usually carried out in down-dressing mode (i. e. qq>
0), with ultrasonic assisted up-dressing (i. e. in the range qd < 0)
a wheel topography comparable to that obtained with
conventional down-dressing can be produced; with much lower
form roller wear values.
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6. CONCLUSION

In this paper, a new ultrasonic system with an innovative block
sonotrode was introduced into the ultrasonic assisted grinding.
The test results show that the application of the new ultrasonic
system can reduce the grinding forces, surface roughness and
thermal damages on the workpiece, as well as the wheel wear.

A new ultrasonic dressing spindle was also introduced into
the ultrasonic assisted dressing with form rollers. The
performed tests show that the ultrasonic assistance can
significantly improve the dressing with form rollers in term of
roller wear value if the process parameters are set properly.
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ABSTRACT

This paper presents the design and validation of a
measurement system for aerodynamic characteristics
of unmanned aerial vehicles. An aerodynamic balance
was designed in order to measure the lift, drag forces
and pitching moment for different airfoils. During the
design process, several aspects were analyzed in order
to produce an efficient design, for instance the range of
changes of the angle of attack with and a small
increment and the versatility of being adapted to
different type of airfoils, since it is a wire balance it was
aligned and calibrated as well. Wind tunnel tests of a
two dimensional NACA four digits family airfoil and four
different modifications of this airfoil were performed to
validate the aerodynamic measurement system. The
modification of this airfoil was made in order to create a
blowing outlet with the shape of a step on the suction
surface. Therefore, four different locations along the
cord line for this blowing outlet were analyzed. This
analysis involved the aerodynamic performance which
meant obtaining lift, drag and pitching moment
coefficients curves as a function of the angle of attack
experimentally for the situation where the engine of the
aerial vehicle is turned off, called the no blowing
condition, by means of wind tunnel tests. The
experiments were performed in a closed circuit wind
tunnel with an open test section. Finally, results of the
wind tunnel tests were compared with numerical results
obtained by means of computational fluid dynamics as
well as with other experimental references and found to
be in good agreement.

INTRODUCTION

According to the evolution of unmanned aerial
vehicles, commonly referred to as UAVs, several
investments have been increasing every year,
especially in the field of aerodynamic characteristics
which can be obtained through wind tunnel tests.

In the Laboratory of Fluid Mechanics at the Czech
Technical University in Prague, particularly in the
branch of aerodynamics, a measurement system to
get aerodynamic data is needed. Based in the
methodology of A. Suhariyomo et al. and J. Barlow et
al., this paper presents the design of an aerodynamic
characteristic measurement system for UAVs which
consists mainly in the design of an aerodynamic wire
balance. The balance and the wind tunnel complete
the data acquisition system which is verified to assess
whether the measurement system is suitable for
measuring the aerodynamic performance of different
airfoils. The verification was performed with a two
dimensional NACA 2415 airfoil, comparing it with
reference results in [1,6] and [7], measuring lift, drag
forces and pitching moment. In order to go further in
the validation of the measuring system, four modified
models of this base airfoil were made and tested in
the balance; the modification consisted in a step
located in the suction surface of each airfoil at 30, 40,
50 and 60 percent of the cord. Lift, drag and pitching
moment coefficients versus the angle of attack were
obtained for all the models tested and were compared

to numerical results obtained in [7]. The whole
process is described in the following sections.

DESIGN OF THE BALANCE

This aerodynamic balance was designed for
testing the performance of different airfoils for
unmanned aerial vehicles measuring lift, drag forces
and pitching moment, special attention was paid in
this stage because since UAVs fly at low speeds, the
magnitude of the forces will be very small, therefore
important accuracy is required [5].

Description

The structure of the balance was designed
according to the dimensions of the open wind tunnel
test section using commercial CAD software; the
selected parts for the frame were aluminum profiles
due its weight and easy connectivity between the
other parts as seen in Figure 1. The balance is
composed of six high precision digital hanging scales
with a capacity of 50N and a resolution of 0,02N
located according to Figure 2.

Figure 1. Structure of the aerodynamic balance.

Six forces are measured in scales A, B, C, D, E
and F. The wires attached to A and B are parallel to
the incoming velocity vector and define a plane which
is taken as a reference plane for the balance (x-y
plane), these wires point in the x direction.

Figure 2. Location of scales in the aerodynamic
balance.

The wires attached to C and D are in a plane that
is perpendicular to the x-y plane, which is designate
the y—z plane. Wires containing A and C are attached
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containing B and D are attached to a common point
on the right side of the wing. Finally wires attached to
E and F are parallel to those ones attached to C and
D.

The airfoil is attached to two endplates of
transparent polycarbonate as shown in Figure 3, these
endplates have the main function of reducing
considerably the strength of the tip vortices and the
induced drag by blocking the leakage around the wing
tips [2].

4 -
Figure 3. Endplate detail

The balance can produce angle of attack (AOA)
changes from 0 to 16 degrees manually with the
smallest increment of 2 degrees.

MEASUREMENT SYSTEM APPARATUS

The measurement system includes three
components, a low speed wind tunnel system, the
aerodynamic balance and data processing software.

Wind Tunnel System

The closed-circuit wind tunnel has an open test
section of 750 x 550 mm cross section. It is
assembled from straight parts of a closed-return
passage with rectangular cross section, elbows with
corner-vanes, a rectangular settling chamber and a
nozzle. The honeycomb and two screens are placed
in a closed-return passage as shown in Figure 4. The
maximum air velocity of 17 m/s can be obtained in the
test section. A 55 kW three-phase induction motor and
a frequency changer are coupled with fan. The wind
tunnel has a turbulence intensity at a velocity of
7,5m/s of 1,3% [11]. The flow velocity was measured
directly with an anemometer vane type.

Fan

~—

=
=
f,rﬁ I §

Wire screens

~
A
“
“
“
~

11T

= Test section
Honeycomb

Figure 4. Low speed wind tunnel.

Data acquisition and processing

The procedure for the acquisition and processing the
data is in agreement to the procedure for wire balances,
attaching the model in an inverted position (upside
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down) so that aerodynamic lift added to the weight to
prevent unloading the wires as the resulting tension can
never be allowed to diminish to zero as reviewed in [6].

Since the horizontal wires A and B cannot transmit
bending, the vertical force perpendicular to the flow
velocity vector, the lift, is obtained from the sum of the
forces in the vertical wires:

FL=C+D+E+F 1)

The drag is the sum of the forces in the two
horizontal wires parallel to the direction of the flow
velocity:

Fp = A+ B )

The pitching moment is about the y axis is given by:

Mp= (E+ F)x b 3)
where b is the distance between the lines containing
C,DandE, F.

All obtained data is collected manually and then
processed using calculation software. Then, the
general equations to calculate lift, drag and pitching
moment coefficients were used as follow:

Fp

Cp = Tvia )
F,
¢ = %pV—LZA %)
_ _Mp
Cu = Tviac (6)

Calibration of the measurement system

Since the lift is the largest force by far in a typical
aircraft complete model wind tunnel work, extreme care
must be taken to ensure that it is orthogonal to the
other components [9]. Therefore, the most precise
perpendicularity between the wires had to be
maintained; otherwise some component of the drag
could appear improperly in the lift and vice versa.
Concerning the scales, a calibration testing process
with low weights from 0,30N to 1,00N was held to
observe if each scale was, in fact, measuring what it
indicated. (Table 1). The resultant deviation of the
scales was * 0,02N. This possible measurement error
for the used conditions represents approximately a
change of 0,005 in the computed coefficients.

WIND TUNNEL TESTS

Description

In order to validate the measurement system, low
Reynolds number wind tunnel tests on a two
dimensional NACA airfoil and four modified models of
this one were performed, these results were compared
to reference experimental and numerical data.

A NACA 2415 airfoil, which has become increasingly
popular on 4 scale pylon racers [1], was tested as seen
in Figure 5. The coordinates were obtained from [4].
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Figure 5. NACA 2415 airfoil

The modification is based mainly on the creation of
an abrupt step on the suction side of the original NACA
2415 airfoil. This step simulates a blowing propulsive
outlet of the wing in normal flight conditions. The height
of the step must be long enough in such a way that
does not risk the stability of the structure of the wing
model, for that reason the height of the step was
defined as one third of the maximum thickness of the
original airfoil which means 5 per cent of the chord. It is
important to mention that the height of the step was
kept constant to focus mainly on the influence of the
location of the step along the chord line.

Four different configurations where designed which
involved the location of the step at different strategical
points chordwise. These points are:

e At the location of the maximum thickness: 30%
of the chord (2415-3).

e At the location of the maximum camber: 40%
of the chord (2415-4).

e Before the transition point (at 0 AOA): 50% of
the chord (2415-5).

¢ Passed the transition point (at 0 AOA): 60% of
the chord (2415-6).

Therefore, four models were built and also the
original NACA 2415. Following the NACA numbering
system, it was proceeded to assign an additional digit
which indicates the position of the step chordwise in
tenths of the chord.

The following equations were developed to obtain
the ordinates passed the step, since the abscises and
ordinates of the original airfoil are given with respect to
the origin (0,0),

for x=x,:
YUmx=xS = [YU]x=xs — hg @)
for x>xs:
_[Yuv—hs
Yumesxg = [T]x=xs : [yll]x>x5 (8)
where:
* yum is the modified ordinate of the upper
surface.

® X, is the abscise of the step.
e h;is the height of the step.

In Figure 6 it is possible to see all the parameters
involved in the modification of the base airfoil, in this
case where the step is located at the maximum
thickness point.

e

."Lm$
Figure 6. Parameters involved in the modification of
the base airfoil
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The resulting airfoils after the corresponding
modifications are illustrated in Figure 7 a,b,c,d.

o ‘ 24153

Figure 7. Airfoils developed for testing (a) 2415-3,
(b) 2415-4, (c) 2415-5, (c) 2415-6.

The NACA 2415 and all developed airfoil models
built for testing (Figure 7 a,b,c,d) have a chord length
of 200 mm and a span of 600 mm, which means an
aspect ratio of 3. The body of the models was made of
expanded polystyrene foam (EPS) and coated with a
layer of solid polystyrene as shown in Figure 8 a,b.

(a) 2415-5
Figure 8 a,b. Airfoil models for testing.

(b) NACA 2415

In order to run the tests, the aerodynamic balance
was fixed and aligned in the wind tunnel open test
section, then the model previously attached to both
endplates by means of screws and nuts was hanged
in the four scales for lift which were attached to the
balance structure and finally it was connected to the
two drag scales forming an angle of 90 degrees. The
wind tunnel tests were performed at a Reynolds
number of 100000 which means a velocity of 7,7 m/s
according to the climatic conditions of the
measurement days. The angle of attack was set from
0 to 16 degrees with an increment of 2 degrees [8].
The experimental results are validated with numerical
results which will be also described later in the
following sections.

Adjustments

In order to obtain the aerodynamic forces applied
only on the model, the drag of the endplates and the
rod which hold the model in the model had to be
obtained because it is also being measured by the
drag scales, for this purpose the endplates attached
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with the rod where mounted and the drag force was
measured by scales A and B.

Then, the drag force of the rod was computed by
means of Eq. (4) using as its drag coefficient the one
obtained in reference with the corresponding
Reynolds number.

RESULTS AND DISCUSSION

In the following graphs (Figures 9 and 10) the
aerodynamic performance of a model of a NACA 2415
airfoil is shown, experimental and numerical data from
references [1,6] and [7] respectively are also included.

In the lift coefficient graph shown in Figure 9, it can
be observed that the stall region appears for an angle
of attack of 16 degrees with a C_ of approximately 0,96.
In this point, the measured C, is higher that the C, from
experimental reference in [6] at Re=340000. However it
is slightly lower than the reviewed in the numerical
reference in [7] at Re=100000. Comparing to reference
in [1] at Re=100000, all values of the measured C, are
considerably lower.

1.4
1.2

0.8 /-—/N
L o6
=== Reference [6]
0.4 - —#— Numerical [7]

——o—=Reference [1]
=—f— Experiment
0 T T T T T T T T T 1

8 10 12 14 16 18
AOA [deg.]
Figure 9. Lift coefficient graph of NACA 2415 airfoil.

In Figure 10 it is possible to see the drag coefficient
as a function of the AOA for the NACA 2415 airfoil, the
measured Cpis in very good agreement with numerical
reference. Comparing to the Cp reviewed in [6], all the
values are very similar but these latter ones are slightly
smaller, from an AOA of 16 degrees the Cp increases
considerably but this value could not be compared
because as mentioned before, the highest possible
AOA is 16 degrees so far. Concerning the reviewed
reference in [1], all the values are considerably smaller
than the measured ones and all other references.
These discrepancies in drag are assumed to be
primarily caused by imperfections in the airfoil
construction and the inaccuracies in the experiment.

Figures 11 - 14 show C, versus AOA, Cp versus
AOA, C_ versus Cp and Cy versus AOA of four wings
which have a NACA 2415 airfoil as a base shape and a
step on the suction side located according to Figure 7.
Each graph also presents obtained experimental results
of the original NACA 2415 for further comparison. All
the wings were tested at a Reynolds number of 100000.
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Figure 10. Drag coefficient graph of the NACA 2415
airfoil.

Concerning the lift coefficient, shown in Figure 11, it
can be seen that the location of the step does not have
influence on the slope of the lift curve, however as the
step moves towards the trailing edge, the lift curve
moves upwards, therefore this affects the values of the
lift coefficient. The 2415-3 airfoil has the lowest lift for
all angles of attack and its behavior is close to a
symmetric airfoil (almost zero lift at zero angle of attack).
The curve is linear until 14 degrees of AOA where an
abrupt decrease begins which corresponds to the stall
point.

1.1
1
0.8 ®
0.7
0.6
Cos 2415-3
0.4 o—2415-4
0.3 2415-5
0.2 2415-6
0.1 —fr— NACA2415
O : T T T T T T T T 1

8 10 12 14 16 18

AOA [deg.]

Figure 11. Experimental lift coefficient graph for all
airfoils models.

The 2415-4 airfoil lift coefficient at zero angle of
attack is approximately higher by 0,07 than the
corresponding value for the 2415-3. The lift curve of the
airfoil is not linear, at 6 degrees of AOA the curve
follows the same path of the one for the 2415-3 airfoil
curve until an AOA of 14 degrees where a low decrease
starts. The results show that the 2415-3 and 2415-4
airfoils have approximately the same stall point at 14
degrees of AOA but after this point, the decrease in lift
for 2415-3 airfoil is much more abrupt.

The lift coefficient behavior for 2415-5 and 2415-6
airfoils is very similar. The curves start at the same
value of C., like 2415-4 airfoil but their path is
approximately linear until 12 degrees of AOA where the
slope begins to shrink moderately. The presence of the
stall point for these curves is not shown very clear but it
can be assumed that is very next to 16 degrees of AOA.
The original airfoil lift curve has slightly higher values of
C, for all AOA but its behavior is almost the same; the
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stall region begins after 15 degrees of AOA. These
characteristics were expected since the step produces
a sudden change in the pressure distribution along the
upper side of the airfoils which contributes to decrease
the lift.

0.25
—--2415-3 B
02 -+ = 2415-4
—f— 2415-5

0.15 - —e—2415-6

Co —aA— NACA 2415
0.1 -
0.05
0 T T T T T T T T 1
0O 2 4 6 8 10 12 14 16 18
AOA [deg.]

Figure 12. Experimental drag coefficient graph for all
airfoils models.

In Figure 12 above it is possible to see the drag
coefficient versus the AOA for all the models tested. All
of the modified airfoils reached approximately the same
value of drag coefficient at zero angle of attack. The
drag coefficient of the original airfoil value is about 0,01
lower. A similar behavior of all drag curves is seen at 2
degrees of AOA.

The 2415-3, 2415-4 and 2415-5 airfoils presented
similar drag characteristics for low AOA, specifically
until 6 degrees, after this angle the values of Cp are
different until 14 degrees of AOA where the three
curves present almost the same value of Cp. Also,
between 6 and 14 degrees of AOA the 2415-3 airfoil
presents high values of Cp followed by the 2415-4 and
2415-5. After 14 degrees of AOA, the drag for 2415-4
and 2415-5 is similar and the drag of 2415-3 airfoil
showed a substantial increment.

The 2415-6 airfoil drag curve is similar to the original
NACA 2415 airfoil curve; there is only certain shift at 10
degrees of AOA where both drag coefficient values are
almost the same. From this AOA the drag of 2415-6
increases again until 16 degrees of AOA where the Cp
value of both airfoils equals. It is clear that the 2415-6
airfoil presented the best drag performance among all
modified airfoils tested.

The polar diagram shows a lot of information in a
very compact format; therefore it is always considered
the most important part of the results [10]. In Figure 13
it is possible to see the polar curves of all airfoils tested.
One of the important points in this diagram is the
optimum glide ratio (OGR) which is obtained drawing a
line from the origin (C_ =0, Cp=0) tangentially to each
curve according to the diagram the results are:

e NACA 2415: OGR=7,778 at 9 degrees of AOA.
2415-6: OGR=6,947 at 10 degrees of AOA.
2415-5: OGR=6,0 at 10 degrees of AOA.
2415-4: OGR=5,161 at 13 degrees of AOA.
2415-3: OGR=5,142 at 13 degrees of AOA.

0.9 -
0.8 -
0.7 A

0.6
C oos 2415-3

0.4 -  empmm2415-4 —

0.3 { 24155
0.2 -

0.1 ——2415-6

0 T T 1
CD
0 0.1 0.2 03

Figure 13. Experimental polar graph for all airfoils
models tested.

According to this the curves can be divided in two
groups. In the first group (2415-3 and 2415-4 airfoils)
the stall points were achieved at 14 of AOA and the
curves are convex between 4 and 14 degrees of AOA.
In the second group (2415-5 and 2415-6 airfoils) the
curves are convex in a very small range between 4 and
8 degrees of AOA and the stall point was not achieved
at the measurable scale. The original airfoil polar is
concave in almost the whole range of AOA. This
diagram also can show a general idea of the
aerodynamic performance of airfoils and it is possible to
see that while the location of the step chordwise moves
to the trailing edge, the aerodynamic performance of
the airfoil tested increases.

The pitching moment coefficient was obtained by
means of Eq. (6) and it is computed with respect to the
leading edge according to the aerodynamic balance as
shown in Figure 14. In this chart it is possible to
observe that the differences between the NACA 2415,
2415-6 and 2415-5 airfoils are minimal. The 2415-4
airfoil presents a lower moment until 4 degrees of AOA
and after this point the moment values are similar to
2415-5, 2415-6 and NACA 2415 airfoils. The 2415-3
airfoil presented a lower pitching moment along all AOA.

0 L} T T T T T T T T 1

-0.05 4 6 8 10 12 14 16 18

2415-3

-0.1 —6—12415-4

24155

Cm'0'15 —— 2415-6

0.2 === NACA 2415

-0.25
-0.3

AOA[’]

Figure 14. Experimental pitching moment coefficient at
the leading edge for all airfoils models tested.

In Figure 15 it is possible to see the pitching
moment coefficient with respect to a point located at
25% of the chord from the leading edge, this point is
usually approximated as the aerodynamic center. This
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moment was computed by means of the following
equation:

Cdus = Cn + 360 ©
0.1
Cwu 1/6; ] . |
-0.1
-0.2
-0.3

0 2 4 6 8 10 12 14 16
AOA [°]

Figure 15. Experimental pitching moment coefficient at
25% of the chord for all airfoils models tested.

In theory, the aerodynamic center is the point at
which the pitching moment coefficient for the airfoil
does not vary with the angle of attack [10]. It can be
seen also in Figure 15 that the pitching moment
coefficient for all models tested had very small
differences with respect to the AOA, it was negative
which indicates a pitch down tendency and the values
were in a range between 0,00 and -0,04.

In Figure 16 it is possible to observe the lift to drag
ratio C./Cp versus AOA, this diagram is used to see the
performance of all airfoils tested and along all AOA, in
this manner it is clear that all modified profiles reached
their maximum C./Cp in a smaller range angle of attack
comparing to the NACA 2415 airfoil, this one presents a
maximum C,/Cp of 8 for a range between 6 and 10
degrees of AOA.

9
5 m
7
6 .
C/Cy 5 24153
: | —0—2415-4
5 J. —8— 2415-5
1 j —e—2415-6
o1 —f— NACA 2415
0 2 4 6 8 10 12 14 16 18
AOA [°]
Figure16. C/Cp versus AOA for all airfoil models
tested.

The maximum C,/Cp for 2415-6 and 2415-5 airfoils
is 7 and 6 respectively at 10 degrees of AOA. The
2415-4 and 2415-3 airfoils presented a maximum C./Cp
of approximately 5 in a range between 10 and 14
degrees of AOA.

CONCLUSION
A measurement system for  aerodynamic
characteristics of unmanned aerial vehicles was
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designed including a low speed wind tunnel and the
aerodynamic balance reviewing previous investigations.
The balance was designed and built in this study. In
order to validate the design a wing model of a NACA
2415 airfoil was built and tested, the results were
compared to experimental and numerical reference data
and found in good agreement. Then four modified
airfoils were built with and tested, the results showed
that the aerodynamic performance of the airfoil
increases when the step moves towards the trailing
edge. As further study, it is recommended to design a
system which allows performing tests of these airfoils
with blowing and make comparisons with results
obtained in this paper. To sum up, according to the
results in this research, it can be concluded that the
aerodynamic measurement system is acceptable for
measuring the performance for different wing models for
unmanned aerial vehicles.
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Large-area Overhead Manipulator for Access of Fields

Jeffrey W. White, Roger V. Bostelman

Abstract—Multi-axis, cable-driven manipulators have
evolved over many years providing large area suspended
platform access, programmability, relatively rigid and flexibly-
positioned platform control and full six degree of freedom
(DOF) manipulation of sensors and tools. We describe
innovations for a new six DOF manipulator, called ‘Large-area
Overhead Manipulator for Access of Fields (LOMAF)’ that is
highly scalable and provides access to areas that can measure
from several square centimeters to several hectares and can
traverse level or irregular terrain, including vertical surfaces.
Two scaled prototype have been developed and tested providing
the basis for designing a much larger, computer-controlled
system. The LOMAF design, prototypes, tests, results and
suggested applications are presented in this paper.

I. INTRODUCTION

A. Current Field Access Methods and Issues

N many types of field research, including agronomy,
I natural resource management, environmental science, and

ecology, situations arise where minimally invasive
measurements are required over field areas on the order of
10,000 m? ( 107600 ft?). Typically, contact with the soil
surface must be minimized, precluding use of wheeled
vehicles or frequent entry by personnel on foot. Diverse
types of sensors and imaging tools can perform the requisite
measurements, but a means to position the instruments is
needed. Current options include fixed and rotary-winged
aircraft, aerostats and cranes. While each has niche
applications, they all have limitations related to cost of
operation, inability to rapidly position sensors near the field
surface and to operate at night or under inclement weather.

The fundamental challenge thus is how to position an
instrument platform over a potentially irregular surface,
providing positional accuracy of 50 mm (2 in) or less, using
a system that has low operating costs and can function
continuously. Cable-suspended manipulators provide an
attractive alternative, but current designs require support
towers whose heights are approximately half the longest axis
of the target area. Furthermore, these manipulators have a
relatively large “dead” area near each of the support posts
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which the manipulator cannot access without increasing
altitude or tilting the instrument platform.

B. RoboCrane

The National Institute of Standards and Technology
(NIST), Manufacturing Engineering Laboratory (MEL)
Intelligent Systems Division (ISD) developed a cable-
suspended manipulator called RoboCrane [1] over many
years and applied it to a variety of applications [2]. The
RoboCrane is a cable driven, multi-purpose manipulator
based on the Stewart Platform Parallel Link Manipulator. It
provides six degree-of-freedom (DOF) load control via
teleoperation, graphic off-line programming, hybrid control
modes and computer programs for fully autonomous
maneuverability [3]. The RoboCrane was first developed
under a Defense Advanced Research Project Agency
(DARPA) contract to stabilize loads suspended from
conventional cranes. Current configurations have advanced
to include land, sea, air-lifted, and space applications. It can
be designed for high lift-to-weight ratio, stable gantry or
other superstructure (e.g., masts) configurations, flexibility,
precise maneuverability, and mobility over a variety of
surfaces including very rough terrain.

The RoboCrane consists of a stable platform supported by
six cables suspended from three base points on a fixed or
mobile structure. The six cables are arranged to
kinematically constrain the stable platform such that its
stiffness is determined by the tensile elasticity of the cables.
Maximum stiffness is maintained so long as perturbing
forces and/or torques are below a threshold determined by
the weight of the load. For forces or torques above that
threshold, one or more cables will go slack, and stiffness will
drop to that generated by pendulum forces of the load on the
cables remaining taut. When all six cables are in tension, the
stable platform is kinematically constrained, and there exists
a known mathematical relationship between the lengths of
the six cables and the position and orientation of the
platform. The lengths of the six cables are controlled by six
winches. These are controlled and coordinated by a
computer. Input commands can be from a joystick or from a
computer programmed to maneuver the stable platform and
onboard tools or sensors over a very large work volume.
The RoboCrane platform centroid work volume with only
gravity loading is generally defined by an inscribed circle
within an imaginary triangle joining the upper three
suspension points as shown in Figure 1. A suspended,
uniformly distributed load platform from three points can
access approximately 60% of the triangular area formed by
the base points The inscribed square region to be accessed
has about 36% of the area of the bounding triangle.
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This paper will describe a case application from plant
sciences followed by a description of two different LOMAF
designs - with and without downhaul cables. Experiments
that compare the two designs and their results are then
explained.

suspended
platform

areato be accessed
irmaginary tangle e (36% oftriangle)
formed by a 3-point
RoboCrane base
(2.7 times larger than
square area to be

accessedand 1.7 Fe 3-point suspension

times larger than s RoboCrane

inscribed circle) S approzimate work volume
! (60% of triangle)

‘a— one ofthres suppon points
Figure 1 — Approximate accessible areas (circle and square) of a 3-point
base (triangle) RoboCrane suspended platform’s center of gravity.

Il. PLANT SCIENCE CASE STUDY AND LOMAF HYPOTHESIS

A. A Case Application from Plant Sciences

The grand challenge of plant science and crop
improvement in the 21st century is to predict plant traits
(phenotypes) such as yield and time of maturity from data on
genotypes, environment and management. Gene detection
and sequencing no longer constrains research in plant
genetics. “Next generation DNA sequencing” is expected to
allow sequencing of entire genomes at costs of less than
US$2 per megabase [4], and high-throughput tools for
characterizing  germplasm  with  single  nucleotide
polymorphisms are attaining prices under US$0.50 per data

point. Data on environmental conditions and field
management, including experimental treatments, are
routinely available. However, rapid and accurate

measurement of phenotypes remains challenging, especially
for phenotypes that cannot be directly assessed using visual
criteria and for traits related to abiotic stresses that require
precise control of stress regimes. Associating phenotypes
with genotypes for dissection of complex traits and for
efficient selection of stable, high yielding varieties requires
analyses of hundreds to thousands of genetically distinct
plants grown in environments that allow for differential
expression of multiple genes.

This situation has led to proposals that “high-throughput
phenotyping” (HTP) capabilities be developed for accurately
characterizing large numbers of genetic lines or individual
plants with a fraction of the time and labor currently required
[5]. Accomplishing HTP in a cost-effective manner,
however, requires new techniques and infrastructure. The

most promising HTP approaches involve using a vehicle to
deploy a platform bearing multiple sensors that can quantify
plant traits on a time scale of a few seconds per plot.
Previous experience in phenotyping for water and nutrient
management, and to a lesser extent for breeding and
genetics, has established that numerous plant traits can be
measured reliably using remote sensing [6].

B. Hypothesis

A suspended platform with onboard sensors and plant
care/monitoring equipment is feasible using a RoboCrane
design as demonstrated at NIST on a variety of applications.
However, obtaining the desired higher ratio of access area to
base size requires a new cable configuration. System costs
are driven higher with added control axes and therefore the
design should include a minimal number of cables and
winches, but these costs are partially offset by the reduced
mast heights and expanded work volume. The system would
require manipulator access near the suspension points, as
opposed to RoboCrane’s three point suspension geometry.
A smaller access area to base size is expected with only
gravity loading, as well as minimal platform stability unless
additional platform weight is provided above the onboard
sensor and equipment platform loading. Our hypothesis is
that preloading the platform with downhaul cables should
provide a higher access area to base size and require minimal
platform loading, but added cables will increase system cost.

I1l. LOMAF DESIGNS

An innovative six DOF manipulator was developed at
NIST and the Arid Land Agricultural Research Center
(ALARC), called the Large-area Overhead Manipulator for
Access of Fields (LOMAF). The manipulator maximizes the
base to accessible area ratio while minimizing the height of
supporting masts. LOMAF is highly scalable, providing
access to areas that can measure from several square
centimeters to several hectares and can operate on level or
irregular terrain, including vertical surfaces. Convex and/or
concave land surfaces can be autonomously accessed from
above after setup without disturbing any surface features
throughout the target area. Based on RoboCrane research,
control modes could include manual, velocity and force with
desired accuracy of within 25 mm (1 in). The manipulator
includes four or five cables (without downhaul cables) or
eight or nine cables (including downhaul cables) that are
independently controlled by hand, weights or powered
winches through the use of an operator controlled joystick,
graphical user interface or by a computer. Two models have
been built to study how a LOMAF is designed to access an
86 m x 86 m (2 acre) crop field, including a 1:160 scale
model and a 1:17 scale model. Three specific design cases
using these models are considered:

Case 1 - Suspended platform without downhaul cables or

running lines

Case 2 - Suspended platform with platform downhaul

cables moving along running lines

Case 3 - Suspended platform with platform downhaul

cables fixed to the masts.
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For a full scale LOMAF, the design is expected to include:
four 20 m (65 ft) masts with 6 mm (0.25 in) diameter, 6 x 19
extra improved plow steel wire rope cables with a safe
working load of 618 kg (1360 Ib) [7]; hinged pulleys
mounted to the masts and platform; a 6 m (20 ft) square
platform; and electric powered winches with rotary encoders
mechanically attached to the winch motors and electrically
connected through power amplifiers to a control computer
similar to a RoboCrane. Additional tension sensors and/or
motor current measurement can be used to provide cable
tension or force control, as well as safety overrides. In all
LOMAF designs, winches can be mounted to the platform or
preferably, to the masts in order to minimize platform mass.

RoboCrane mast or suspension point height is generally set
to allow a platform cable angle of 10° or more with respect
to the horizontal axis depending upon the application.
Below 10° the cable tensions exponentially increase with
increased platform lift. The LOMAF workvolume is similar
to the top portion of the RoboCrane workvolume having
cables at up to 10° with the horizontal and with a maximum
platform loading of no more than 50 kg (110 Ib). For
relatively short mast heights as compared to mast separation
distances (MSD), for example a 20 m (65 ft) mast height to
86 m (280 ft) MSD, the platform could access the lower 60%
mast height field volume of 12 m (39 ft) high. An
approximate Case 1 mast height and cable tension estimate is
shown in Figure 2. The LOMAF can also access well below
the suspension points similar to RoboCrane, for example in
open pit applications, with much higher cable angles and
lower cable tensions.

3 x load
(1.5 % load) =g

10.3°
40% mast ht

i 4.5 mast it /2
7
Figure 2 — Partial LOMAF side view of approximate worst case (along a
field edge) cable tensions and mast top horizontal loading with respect to
cable angle and suspended platform load.

Example lift cable tensions for Case 1 with the platform at
the maximum height at the field center are (¥4 load)/sin (10°)
where ‘load’ is the total platform weight and the angle is
with respect to horizontal. This approximates the cable
tension to be (1.5) x full load and nearly equals the lateral
mast top loading of (cable tension) x cos (10°). Positioning
the platform along an edge causes cable tensions and lateral
mast loading of (1/2) load/sin (10°) or nearly (3) x full load
as shown in Figure 2. Therefore, a suspended load of 50 kg
(110 Ib) would produce maximum cable tensions along a
field edge of approximately 71 N (317 Ib-f) on one of two
cables with 70 N (312 Ib-f) horizontal mast top loading on
one of two masts. Minimal Case 1 lift cable tensions and
mast loading are approximately load/sin (90°) with the

platform next to a mast. At this platform position, the
remaining two of the four total masts experience much less
loading. Minimal Case 1 lift cable tensions and mast top
loading occur with the platform next to a mast are
approximately equal to the load.

Case 3 includes cable tensions resulting from both lift
cables and downhaul cables which are controlled to maintain
platform level and increase field access. This design’s
variables of force and cable angles include lift and downhaul
cable tensions, lift and downhaul cable attachment heights,
and platform weight. These parameters are useful to size
masts, cables, winches, and the platform.

A. 1:160th scale model LOMAF

A 1:160 table-top sized, scale model LOMAF without
downhaul cables was built at NIST and is shown in Figure 3.
The physical working model uses spring-loaded cable spools
(black circles) and allows the operator to move the platform
manually to test accessible areas of an 86 m x 86 m field.
Red dotted cables have been added to Figure 3 to show how
two platform yaw control cables would replace one cable.
The same yaw control cable design can be used with four
downhaul cables totaling nine cables. A nine cable LOMAF
design with downhaul cables is shown in Figure 4 a and an
eight cable design is shown in Figure 4b as in Case 2.

i BLLLLAA. -1
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0
FEEE EEEEE ElnEEURURL R
Figure 3 — 1:160 scale model LOMAF without downhaul cables. Cables

are numbered 1 through 4. Red dotted cables depict two cables 1a and 1b
that can replace cable 1 to control platform yaw rotation.

The green rectangles below the platform signify crop beds
where a 6 m (20 ft) square platform can reach across two
crop beds simultaneously. Running lines, in this design, are
connected between each mast and a sliding tube that slides
along the running line is connected to downhaul cables
connected to the platform. In a full scale LOMAF, a set of
rollers would roll along each running line in place of the
sliding tube to reduce friction. These cables are expected to
be force-controlled while the mast lift cables are expected to
be position-controlled.

Without downhaul cables, the spring-loaded model cables
appeared to lift a platform corner closest to the nearest mast.
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By adding downhaul cables, they pull the platform close to
the running line height thereby allowing positive control
along the vertical axis. Using downhaul cables, the model
platform allows access to all areas of the square ‘field’ of
crop beds including access to each mast, along all edges and
throughout the center of the field. For example, as shown in
Figure 4 a, if a +X axis downhaul cable and a +Y axis
downhaul cable were each given a force command to spool
in cable and the lift cables are commanded to position the
platform against post 3, the platform can in fact contact the
mast. Either an X or Y only force command allows edge
access. We therefore, prove that the LOMAF design allows a
maximized access area to base size (tower separation).

Figure 4 — 1:160 scale model LOMAF with downhaul and running line
cables. The black circles are spring-loaded cable spools. The center square
is the suspended platform, masts are at the corners and the small rectangles
below the platform signify crop beds. The (a) end view and (b) side view
showing a platform elevated above crop beds.

Figure 5 shows the table top model tilted to a variety of
angles displaying that the LOMAF would be useful on level
or sloped areas. In fact, with positive platform control along
all axes as in the case of a LOMAF with running lines and
downhaul cables, even vertical surfaces can be accessed in
example applications such as building construction.

B. 1:17 scale model LOMAF

A 1:17 scale model of an 86 m x 86 m (2 acres) was built
at the ALARC to test potential field access and cable
tensions. Figure 6 shows the prototype set up as in Case 1.

Figure 5 — Variable angles of the LOMAF showing application to sloped
(left) and even vertical (right) surface access.

Figure 6 - Manual 5 m prototype LOMAF at the ALARC.

Masts included four 2.4 m (8 ft) high by 50 mm (2 in)
diameter posts with pulleys attached to their tops. Each of
four lift cables was attached to a 0.3 m (1 ft) plywood
platform corner between the top of each mast and the
wooden platform corners. Buckets of weights were tied to
the end of each rope to allow the platform to lift and settle in
a raised field position. Cables can then be additionally
loaded by an operator or by adding bucket weights to move
the platform towards a mast. Synthetic polymer ropes were
used in place of wire rope cables. Lift cables were made of 6
mm (1/4 in) nylon rope and 4.8 mm (3/16 in) braided
polypropylene rope was used for the downhaul cable. Case 3
was also setup on the model using a single downhaul cable
attached to one mast base and the platform corner as shown
in Figure 7.

IV. EXPERIMENTATION OF SCALE PROTOTYPES

Basic issues related to platform leveling, cable tensions
and usable work area were tested using the two models.
Case 2 was tested using the 1:160 scale LOMAF model by
moving the platform by hand to all areas of the field. The
critical areas for the platform to reach are near the masts and
at the outer field perimeter. By moving the platform to these
areas, it was apparent that it could reach all field areas, even
the perimeter. Therefore, Case 2 was not tested with the
1:17 scale prototype model. However, Case 2 also requires
that 9 cables and winches plus running lines be used to
provide this ideal case.
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Lift cable

Angle
sensor

Platform

Downhaul
cable

Figure7 - Manual m (20 ft) prototype LOMAF with added
downhaul cable attached to a mast.

The 1:17 scale LOMAF was tested with Cases 1 and 3
cable rigging configurations using two different platform
weights (1.7 kg (3.7 Ib) and 4.0 kg (9 Ib)) and maintaining
the platform at a constant height of 1.5 m (59 in) below the
mast tops. Case 1 experiments included 4 ropes for platform
lift and positioning between the platform and each mast top.
Case 3 experiments added a downhaul cable between the
platform and one mast base with the downhaul attached
0.5 m (19.7 in) below the target platform height (i.e., 2 m
below the mast tops). To simplify testing of Case 3, a single
downhaul was used to show access and cable tensions near a
mast, as shown in Figure 7, and measurements focused on
the area from the center of the LOMAF to the post with the
downhaul.

The basic experimental procedure consisted of guiding the
platform to an approximate X-Y position, while maintaining
a constant elevation (Z), and then adjusting weights until a
stable position was attained and if possible, the platform was
level. Static cable tensions were measured by weighing the
buckets when the platform was in a static, equilibrated
position. Inclination of the platform was measured with an
inclinometer with a resolution of 1° and distances were
measured with a tape measure.

V. EXPERIMENTAL RESULTS

The Case 1 1:17 LOMAF relies only on gravity as a
vertical force. When the platform was moved from the center
position, it pitched and rolled up towards the nearest post, as
shown in Figure 6. The platform was shown to lift towards
the mast cable pulley as the platform approached it, therefore
limiting the work volume for this case. Figure 8 shows a
graph of platform inclination above horizontal versus
platform distance from the mast with the platform positioned
a constant height of 1.5 m (59 in) below the top of the mast.

Figure 7 shows the prototype with both a lift and
downhaul cable (Case 3) on one mast and the platform
shifted near the mast. Note that in this design, the platform
can maintain level even when near a mast. Directly between
two masts neither Case 1 or 3 design would provide access
along the edge since there is no lateral force pulling the
platform towards the edge except for a minimal mast lateral
component from lift and downhaul cables in that direction.
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the mast.
This force is zero at the field edge inline with two masts and
the platform will not reach the edge while the cable tension
rises exponentially. Therefore, a smaller platform work
volume is inherent in Case 1. However, Case 3 provides
platform access to the masts between the downhaul cable and
lift cable attachment heights. Figure 9 shows a top view of
approximated work volumes of Case 1 and Case 3.

Figure 10 a and b show plots of cable tensions versus
distance from the nearest post with 1.7 kg and 4.0 kg
platform weights. For these tests, the platform was
maintained level (£1°) using downhauls as in Case 3.

mast
with
guy wires

2 cahles (it and downhaul)
per mast and attached to platform

I\
approximate
Case 3 platform
GG work volume
Figure 9 — Approximated work volume comparison of Case 1 and Case 3
LOMAFs.

approximate
Casge 1 platform
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With a 1.7 kg (3.7 Ib) mass, the tension on the downhaul
and lift cables remained stable and low up to about 100 cm
(39 in) from the post, while with the 4.0 kg (8.8 Ib) mass, the
tension began to increase at about 150 cm (59 in) from the
mast. Assuming for this prototype that the ideal work area is
25 m? (2690 ft), a reduction in area corresponding to a
100 cm (39 in) diagonal from each mast would reduce the
work area to 13 m? (140 ft%), and 150 cm (59 in) diagonal, to
8 m? (86 t?). The results thus confirm that the downhaul line
provides an effective method to level the platform, with the
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important caveat that as the platform load is increased, the
effective work area will be reduced (or that the system will
have to be engineered for tensions considerably greater than
the equivalent mass of the platform). Also note that the
tensions decrease as the platform moves away from the mast
indicating that the load is shared by the other lift cables.
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Figure 10 - Comparison of tensions on cables using a platform mass
of 1.7 kg and 4.0 kg for: a. Cable to nearest mast, b. Downhaul,
versus distance from the nearest mast.

Regardless of the platform loading, downward forces caused
by downhaul cables were determined to control platform
level as needed to maintain similar sensor-to-crops distances
throughout the entire work volume.

V1. ADDITIONAL APPLICATIONS

The LOMAF has proven to be a viable field access system
for level or sloped fields. Below are a list of potential
LOMAF (underlined) applications and their associated
potential tasks:

Agricultural production and research: Crop Monitoring,
Seeding, Spraying, Harvesting, Pruning

Mine Detection: Scanning, Finding, Detonating, Accessing,
Monitoring

Environmental Cleanup: Detection of contaminants, Removal of
contaminated materials

Excavation: Grading, Monitoring, Installation of posts,
equipment, and materials.

Material Handling: Lifting, Loading, Carrying, and Docking
along horizontal or angled surfaces.

Dynamic Sensor Positioning: following a vehicle throughout
large areas to maintain local sensing between the suspended
platform and vehicle.

Nuclear Waste and Contaminant Management: Inspection of
stored waste and contaminated areas, recovery of contaminated
material, Field monitoring and inspection.

Toys/Entertainment: Cable-drive, small model or person
manipulation and positioning.

Building Surface Access: Panel insertion, Window washing,
Material handling along vertical, angled, and/or non-flat surfaces.

VII. CONCLUSION

LOMAF prototypes provided useful cable tension, work
volume and platform control information. The Case 1
configuration has limited work volume since no or limited
lateral force is present as the platform approaches a mast or
field edge. More efficient work volume, platform leveling
and positional control is provided through Case 2 and 3
LOMAF configurations which use downhaul cables to
counterbalance the upward tension of the lift cables. These
cases improved control substantially because they add lateral
platform forces. Cases 2 and 3 increased work volume over
Case 1 with four added winches and cables. Case 2 provides
an ideal nearly 100% work volume to MSD, but at an even
higher cost of added running lines to Case 3.

To achieve similar Case 1 work volume as with Case 2,
the MSD must be increased by approximately 30% to 50%.
Our preliminary results suggest that the Case 1 LOMAF has
utility for applications where a level-controlled crop sensor
package can be mounted to the platform, the platform is low
in mass, and platform pitch and roll and large MSD versus
work volume are permitted. Further cable tension and mast
height experiments for all three cases are planned with
current and even larger prototypes.
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ABSTRACT

High mobility and flexible are important characteristics
for camera robots. This paper presents a new robot system
7 DOF that could achieve both of these two abilities. A
special mechanism of 7 DOF which allow the robot to
work flexibly in variable workspace is designed. The
performance of the proposed mechanism is verified
reasonable by simulation in matlab. Another special
characteristic is the wireless communication module
which ensures the robot move without the limits of the
wires.

Keyword: Mobility, Flexible, Mechanism, Simulation,
Kinematics, Wireless

1. INTRODUCTION

Camera robots are used to carry camera to take
videos following a given trajectory. It fits to get some
videos with the same mobile viewpoint track according to
the director. These videos are used in film post-production
synthesis. This work nearly cannot be completed by the
cameraman because the human can’t guarantee to take
photos in the same place with the same velocity many
times.

To get videos with high quality, especially for film
making, this kind of robot should have characters as
follows: 1) Little limited scope of the view track, some
film directors may ask aesthetic trajectory for the
composition need, they care little about the mechanism
practicability; 2) Smoothly moving, motion quality is
important in film making, so that the video is stable, and
more critical, most professional video camera weight
more than 3kg; 3) Little wire constraints, wire of the robot
must never display in the camera view field; 4) Indoor and
outdoor working place.

In recent years, many successful camera robots have
developed. These robots can be divided in two categories
depending on mechanism and communication, say a)
robots with small size, light weight and low power
consumption. b) Robots with excellent mechanism and are
suspended and moved by wires. The former category
possesses high flexible, but the accuracy is poor. The
latter type focused on the structure, but the mobility is
limited. Therefore, it is difficult to achieve both flexible
and mobility in the traditional way.

In order to ease these problems and optimize the
motion track, especially satisfy the velocity and viewpoint
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requirements, this paper presents a camera robot
mechanism. A special 7 DOF including a 3 concentric
shaft mechanism was adopted. Flexible adjustable fixed
viewpoints could be gotten by the 3 concentric shaft
mechanisms. Other series 3 axis mechanisms could take
the camera to widen view scope. In additional sliding orbit
was discussed in this paper. Sliding orbit with high
precision widely expands the video scope. Preferred it is
used in a dynamic task and principle sample experiments
have proved the effectiveness of such mechanism.

Motion constraint by the wire is a serious problem of
this robot. Excessively emphasizing mechanism
innovation to solve this problem can only make the robot
more complex and difficult to be controlled. A wireless
communication pattern is developed to transfer controlling
command and joint status between the control center and
every distributed motor controller to minimize the motion
constraints by communication wire. The communication
card has been developed and real time control has been
achieved on this communication card. What’s more, the
online experiments have proved that it could be used in
the joint control, even in outdoor environment.

The paper is organized as follows: In section II,
detailed introduction in mechanical design is described.
Section III mainly discusses the kinematics model of the
robot. Section IV depicts the simulation to verify the
proposed structure. Section V presents the control system
of the robot. Conclusion is made and future directions are
pointed out in section VI.

2. 7 DOF MECHANISM

The mechanical design for the 7 DOF camera robot
were broken into three main components. The first
component is the 3 axis serial mechanism likes the arm of
the robot, which can point to every direction by rotating.
The second one is the 3 concentric shaft mechanism which
plays the role of the robot’s hand. The great benefit of this
mechanical is the flexible which can achieve. The third
component is the sliding mechanism which is the foot of
the robot, when the workspace is too big, the foot can help
the robot to move instead of standing on the same place.
The following sub-sections describe the design concepts
of each component.

1) 3axis serial mechanism

One of the most important tasks for camera robot is that
the operators can control the robot to take photos in every
direction he needs. This requirement calls for an excellent
structure. For that, a series 3 axis mechanism is built
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which consist of three serial levers and three degree of
freedoms. The first DOF can rotate by y-axis, which can
bring the next two levers to move in xoz plane. The axis
of L2 and L3 is parallel so that L3 can be up and down
when L2 works and L3 can also move by itself. Through
the joint motion of L1, L2 and L3, the robot can reach
every direction in a wide space. For L3, it is not a straight
lever because it can add some other special mechanism
which is the 3 concentric shaft mechanism.
2) 3 concentric shaft mechanism

3 concentric shaft mechanisms are well known for its
capability of the flexible motion in robot technique. In our
system, when the direction has been identified,
determining the specific position would be the main
problem. In order to ease this problem, the 3 concentric
shaft mechanisms become an important design
consideration for this camera robot. This 3 concentric
shaft structure like the coordinate system, the camera in
this system is so flexible that can get to every point in the
small space. For that, the operator can easily control the
robot to the specific location he wants.
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Fig.1 the mechanism of 7 DOF
3) Sliding mechanism

Sometimes the workspace for the camera robot is so
big that if you just rely on this six degree of freedoms, you
cannot reach the accurate position you expected because
the arm of the robot is not long enough. So a sliding
module is added for the robot as its foot. When the
distance is too far, the robot can first walk there by the
sliding module which absolutely widens the robot’s
workspace.

3. KINEMATICS OF 7 DOF CAMERA ROBOT

7DOF robot is a joint model with six freedom
degrees. The joint body is constituted by the rotation of
the body structure, big arm, forearm, wrist and other parts.
All joints are rotational joints. The origins of the last three
axes are intersected at one public point. According to the
method of setting up coordinate system, CAC robot's
structure and coordinate could be set up as follows:
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Fig.2 the Coordinate System of 7 DOF

After setting up the coordinate system, the main D-H
parameters can be gotten according to the degree of
freedom. The parameters are given in tablel.

Table 1 the D-H Parameter Table of 7 DOF

i : Link Torsion Length
Joint Joint ng
rod angle B offset angle of joint
gle b; d, Oint rod a;_.
1 01 0 -90° 0
> 03 0 0 03
4 04 0 -90° 0
5 05 0 90° 0
6 06 0 -90° 0

The kinematics problem for the robot is to give the
geometry parameters of levers and the displacement of the
joint, finally solve the connecting rod coordinate system.

To solve the kinematics equations, the homogeneous
transformation matrix T is often adopted to describe the
location and square of the i-frame compared to the frame
@i-1).

In the transfer matrix if the link of the D-H matrix
were Al, A2... the position and orientation of the end of
the robot can be obtained by the following formula:
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T=AAAAAA o
To solve the inverse kinematics of the robot, We

-1
multiply A to the left side of the equation (1), and then
the other equation can be gotten:

AT = AAAAA o

The left side can be expressed by the following
formula:

cd sg 0 Ofr, n, r; P
0 0 -10 L I Iy py _ 1-|-
—SHI C‘9i 0 0 G, I G P ‘
0 0O O 1{0 0 0 1 3)
On the other side, the matrix is:
a, a, a3 Py
éT _ ;T ZT _ ) 8, a4y py
G 8, a5 P
0 0 0 1 @

a, = C5;C,Ss +5,35,S;

a,; = —C,,€0,c0,56, —C,,86,cH, +5,,50,€0;56, —,,¢0,c6, -~

a,, = S,,¢0,c0,cH, —s,,56,56, + C,;50,c0,cH, + C,,cH,50,

a; = —S5Cq
a;, =—Cs
a3 =S5

P, =CyL, +C,L
p, = stl—z +52|-1
p, =0
In these two matrices, eq.3 and eq.4, the corresponding

items are equal. Using these equations, all the joint angles
can be calculated.

space coordinate system by programs. The leverages
of the robot are shown in Figure. In slide mode, you
can manually adjust each joint, and then observe the
trajectory space of robot. -
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Fig.3 the Three-dimension Image and Slider-
controlling Picture
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Fig.4 the Three-dimension Image

2) The Kinematic Simulation of Robot.
If the first joint angle and the last joint angle of the

lever are given, the transfer matrix of every degree of

freedom can be easily calculated in matlab. Just by

4. SIMULATION IN MATLAB

programs, the whole process of kinematics can be seen. In

Robotics Toolbox, fkine () and jtraj () could be used to

In order to prove the validity of the proposed robot’s
mechanism, simulation is an important method which can
be considered. The robot toolbox in matlab provides an
excellent environment to simulate many situations. The
kinematics simulation of robot is divided into three stages:
The establishment of the robot’s leverages; kinematics
simulation and inverse kinematics simulation. By analysis
the simulation, the mechanism is proved reasonable.

1) The establishment of the robot’s leverages
To establish the leverages of the robot, the D-H
parameters are necessary which have been analyzed in
the table before. Using these parameters, the Three-
dimension leverages’ picture can be displayed in the
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calculate Joint coordinate trajectory and transformation
matrix of robot's movement. For example, if the first joint
anglesare gz=[000 0 0 0 0 0] and the last joint angles
are qzn=[0.5 1 2 1.2 3 1 2 2.2], after 14 steps, the robot
can complete the motion and the transfer matrixes can be
generated in matlab. The following is the calculation.
Figure5 shows the angles.

The first transfer matrix is:

100 2
Teano® 1O -l
00 1 —1
000 1
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The last transfer matrix is

—03769 04139 —0.8286 —0.0437
Teo14)—| 02928 09020 ~03176 11042
” —0.8787 0.1230 04612 —0.6153

0 0 0 1

0 5 1‘0 1‘5 2‘0 25
Fig.5 The trajactory of angle &.~8,

In the robot simulation, paths or trajectories
frequently need to be deal with. So we can generate the
picture of the joint angles using the robotic toolbox and
then get the joint speed and joint acceleration. The
following pictures show the parameters of joint 2.

1
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_2 1 1 1 Il 1 1 1 1 Il
0 0z 04 06 08 1 e 16 18 2

Fig.6 The second joint angles, speed and
acceleration in space trajectory

3) The Inverse Kinematic Simulation of Robot.

The same as the kinematic simulation, ikine ( ) and
ctraj ( ) command in Robotics Toolbox could be used to
calculate the trajectory. The trajectory planning of robot
mainly is divided into two types; in this paper the
trajectory planning of point to point (PTP) is adopted to
explain this theory. First define the Initial point of the T
matrix T1 =[1.000 0.000 0.000 3.000; 0.000 -1.000 0.000

230

1.000; 0.000 0.000 -1.000 -1.000; 0.000 0.000 0.000
1.000], then define the nth point of the T matrix T2 = [-
0.9459 -0.2137 -0.2441 1.5028; 0.2966 -0.2649 -0.9175 -
0.0846; 0.1314 -0.9403 0.3140 -2.0148; 0.000 0.000 0.000
1.000]. So the trajectory can be calculated. Because there
are many paths from one point to another, the calculation
may be not only one. Table2 are shown the calculation.
Table 2 Angle changes of 7 DOF

0 1 2 3 4

DOF
1 -0.0000 | -0.0161 | -0.0227 | -0.0273
2 0.0000 | -0.1106 | -0.1590 | -0.2003
3 0.0000 | 0.0767 | 0.1286 | 0.1807
4 0.0000 | 0.2555 | 03817 | 0.4891
5 -0.0000 | -0.4183 | -0.7406 | -1.0433
6 0.0000 | 0.0104 | 0.1098 | 0.2273

5. WIRLESS ROBOT CONTROL SYSTEM

In traditional robot control system, serial
communication module, professional bus
communications, or industrial Ethernet communications
are always used to transport dates. Although these
communication modes are stability, the expansion is too
weak and the mobility is poor. You at least need to
consider how to connect these lines to the mechanism,
which is a complex work you cannot avoid. When the
system is in trouble, it is difficult to find out the fault
point. To solve these problems, a wireless
communication module is adopted to establish a short-
range wireless communication network. The advantage
of this system is that you need not to consider the lines
at all.
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Fig.7 the communication

In this robot system, the wireless serial
communication card is used to send or receive the
information between the robot and the control center.
The multiple control information is transferred by the
special network. But finally they must be used in the
robot control drivers. In this system, the wireless
transport distance is covered about 50m. The schematic
is given as Fig.7.

In the real control work, the desirable direction and
angel value are easy to input to the system by a joystick.
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The angle data are detected by the sensors equipped on
the joystick, and communicated to the teleportation
system by USB interface.

6. CONCLUSION

This paper mainly describes the design of 7 DOF
camera robot that overcomes the limitations of flexible
and mobility. A special mechanism is adopted in this
system and by analyzing the kinematics of the robot the
structure is verified to be reasonable. What’s more, the
wireless serial communication card is exploited in the
robot control system, which can allow the robot to work
in variable environments without the wires limitation.

There are two directions for the next step of the research:

(1) Make some experiments to prove the accuracy
of the wireless serial communication card and
put it into practice.

(2) Optimize the trajectory and velocity which
allow the robot to adapt more different
missions.

7. ACKNOWLEDGEMENTS

I would like to express my gratitude to all those who
helped me during the writing of this thesis. My deepest
gratitude goes first and foremost to general project of
Beijing  Municipal Commission of  Education
(KM201010016006). Without its support, this thesis could
not have reached its present form.

8. REFERENCE

[1] GAO Dao-xiang, and XUE Ding-yii, Simulation
Research of Ro%ust Adaptive Control System for
Robotic Manipulators Base on
MATLAB/SimulinkiJ] Journal of System
Simulation. 18 (7), 2006.

[2] Curtis W. Nielsen, Michael A. Goodrich, and
Robert W. Ricks, Ecological Interfaces for
Improving Mobile Robot Teleportation[J], IEEE
Trans. On Robotics, 23(5):927-6)41, 2007.

[3] Yin ji-ying, He li-ting, Analyzing and resolving of
Motoman — HP6 robot kinematics and dynamic
[J] Machinery Design & Manufacture. NO.3,
March, 2009.

[4] Xin ling, Gu hong-bing, Wu dong-su, MATLAB
simulation of  an  articulated  two-link
manipulator[J] Instrument User. 16 (2) 2009.

[5] Cheng yong-lun, Zhu shi-qiang, Luo Li-jia, Liu
song-guo, Kinematics analysis and simulation of
QJR welding robot based on Matlab, mechanical
& electrical engineer magazine, 24 (11),2007.

[6] Schilling K, Jungius C. Mobile robots for
planetary exploration [A]. 2nd IFAC Conference
on Intelligent Autonomous Vehicles BC]. Espoo,
Finland: Pergamon Press Ltd, 1995. 109 - 119.on
Intelligent Robots and Systems, Oct 13-Oct 17,
2006, 1190-1195.

231

(7

(8]

9]

[10]

[11]

Eddings Richard, Horne Tim, Ledbetter James,
Pustka Brian. Rover subsystem TSGC lunar rover
design project [R]. 1996.

Cox I J. Blanche an experiment in guidance and
navi gation of an autonomous robot vehicle
[J] .IEEC transaction on robotics and Automation.
1991, 7 (2):193 - 203.

Dollarhide Robert L, Agah Arvin. Simulation and
control of distributed robot search teams [J].
Computers and electrictity Engineering, 2003, 29
(5):625 - 642.

Zhao Qingjie, Sun Zengqi. Image-based robot
motion simulation [J]. Optics Communications,
2002, 205 (4 - 6) :257-263

Peter I Corke. Manual of Robotics TOOLBOX for
MATLAB (Release 6) [EB]. Http: / /www. Cat.
CTilro. Au /cmst/ staff /pic /robot. Html, 2001 - 02



Proceedings of The 4th International Multi-Conference on Engineering and Technological Innovation (IMETI 2011)

The Case for Millimeter Wave Power Beaming
Narayanan Komerath
School of Aerospace Engineering, Georgia Institute of Technology, Atlanta, GA 30332, USA
Padma Komerath
SCV Inc, Johns Creek, GA 30022, USA

Abstract

Millimeter waves are used primarily for imaging and short-
range signal transmission. One cited advantage is that many
frequencies in this range get attenuated within a short range,
minimizing interference between devices. In this paper
arguments are laid out why power beaming through the
atmosphere using selected frequencies in the millimeter wave
regime will enable breakthroughs in power delivery to and from
off-grid areas, synergy between terrestrial and space-based
power generation, and an eventual progression to space solar
power. The arguments against using millimeter waves are
reviewed and compared against the implications of recent
developments. The paper assesses the impact of millimeter
wave beaming on retail power beaming as well as on the
architectures for large-scale intra-national and intercontinental
power exchange and power delivery from space. Wavelengths
near 100 GHz are suitable for terrestrial short-range beaming,
while those near 220GHz are suitable for transmission via
stratospheric platforms and space. Advances in optical
heterodyning, evaporation ducts, absorption by atmospheric
water, oxygen and nitrogen, and synergy with photovoltaic and
mobile telecommunications infrastructure are relevant to
bringing about millimeter wave power beaming solutions.

Introduction

Since the days of Tesla [1], the idea of wireless power transfer
has been considered for many applications. Present interest
comes from 3 reasons:

1. Power delivery to and in off-grid communities.

2. Power transfer to and from islands.

3. Power transfer through and from Space.

This paper begins by reviewing the tradeoff between frequency,
infrastructure size and efficiency, and why it is essential to
consider the millimeter wave regime at 220 GHz and 100 GHz.
The rest of the paper reviews work done on the generation,
reception, transmission and attenuation of electric power in the
millimeter wave regime.

The dream of Space Solar Power

While proponents of terrestrial nuclear fusion power plants
argue their dream of unlimited inexpensive and clean power, it
is useful to point out that we already get nuclear fusion power in
plenty from the Sun, and without the liabilities of terrestrial
nuclear plants. Converting sunlight to electric power on earth is
immediately practical. However, if the conversion is done in
space, the residual heat from the conversion process (60 to 80%
of the incident power), stays in Space rather than heating up the
atmosphere. Nuclear plants achieve the highest “capacity
factor” of all terrestrial power plants, being available to operate
at full rated power 85 to 90% of the time, year-round. On the
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other hand, a space solar power plant will operate essentially
100% of the time at a steady power level, and can deliver power
anywhere on Earth. This is the dream of Space Solar Power
(SSP) Reasons why it has remained a dream are seen below.

In the early 1960s, the first satellites had just been launched,
and the space program was racing forward. Arthur C. Clarke [2]
had popularized the unique properties of the Geostationary
Earth Orbit (GEO) at 36,000 kilometers above the Equator,
where a satellite would appear to be stationary with respect to
the spinning Earth. Several exciting applications were proposed
with spacecraft placed in GEO, including the communication
satellites that have since become the largest manifestation of
Space based commercial activity. Peter Glaser [3], then a Vice
President of the Arthur D. Little Company, presented a concept
for large platforms in GEO where solar power would be
collected, converted to electric power, and transmitted to
receivers on Earth as microwave beams. Note that the laser[4]
had only been invented in 1959, while microwave beaming had
been in use since World War II. The US National Aeronautics
and Space Administration (NASA) studied the concept [5] in
consultation with the US Department of Energy, (DOE) which
ultimately was given responsibility for developing SSP. By
1978, a joint DOE/NASA Reference SSP System definition
included environmental and societal impact reports.

Several design choices of that era still remain, and must be
reviewed. GEO is high enough (orbit radius >> Earth radius)
that a few satellites there would ensure continuous visibility of
the Sun. The geostationary aspect was a unique advantage [3].
The distance from Earth to GEO is however large. This can be
seen from Equation 1, relating the antenna sizes for full beam
capture to the wavelength and the distance. D, D, are the
diameters of the transmitter and receiver, while A and S are the
wavelength and beaming distance respectively.

D D/
r-t =
'S 2.44

At microwave frequencies (e.g. 2.45GHz), even the primary
core of a Gaussian beam coming from GEO, containing some
84% of the beam energy, would be on the order of hundreds of
kilometers across, even with kilometer-sized transmitters in
GEO. The huge power level required to justify such a receiver
would require a high-capacity power grid connected to it. Once
built, such large stations must operate without much
interruption to be viable. This drove the choice of a frequency
well below the 10GHz frequency that excites water molecules,
to keep it as immune as possible to the weather. The receiver
size is still so large that designers limited themselves to
capturing only 84% of the beam, allowing the rest to spill over.
Thus the transmission efficiency is effectively less than 80%.
The receiver area for over 98% beam capture is just over 1.5
times that for 84% capture, increasing the diameter 1.23 times.
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Terrestrial power generation is over 4,000 GigaWatts electric
(GWe). A simple calculation shows the size of the satellite
infrastructure required to deliver 1IGWe to Earth. The AMO (air
mass zero) solar spectrum at Earth’s orbit around the Sun
delivers roughly 1.38 kilowatts (KW) of solar power per square
meter. With a conversion efficiency of sunlight to DC using
photovoltaic (PV) solar cells of 25%, DC to beamed microwave
conversion of 80%, 95% atmospheric transmission, 80% beam
capture at the surface and microwave to DC or AC conversion
of 80%. Thus what is delivered to the terrestrial grid is only
12.6% of the solar power captured in orbit. The capture area
needed to deliver I GWe at Earth is thus nearly 6 million square
meters, or a square 2.44 kilometers on each side. The
transmitting antenna also has to be very large, per Equation (1).
Clearly this poses a huge problem of delivering materials to,
and constructing this large station in GEO.

Numerous studies have been conducted on SSP in the decades
since the 1960s [6-12]. They have all been focused on a GEO-
based architecture. Japanese researchers [12-16] proposed a
demonstration SSP craft in Low Earth Orbit (LEO, a few
hundred kilometers above Earth), beaming at 2.45GHz over a
broad footprint. They argued that even the very low intensity
captured using portable antennae would help explorers and
residents in remote areas charge their communication devices
and obtain emergency power. This is an important point: when
one has no power grid, the cost per unit power or energy is
extremely high, and the first few watt-hours of power are
precious for communications, navigation and life-saving
applications. Bekey and Boudreault [17] proposed a route to
quick revenue generation by beaming power from Canadian
power plants to an antenna in a mountain lake in Japan via a
GEO relay satellite. The water would serve to store spillover
energy as heat. European interest, driven by greater sense of
urgency, has shifted to large terrestrial DC grids connecting
solar and wind power plants [18-20]. The point above is that the
choice of GEO leads to prohibitive size and cost of both the
Space portion and the Earth portion of SSP. Thus we conclude
that beaming using low frequencies from GEO will not work for
large-scale implementation of Space Solar power.
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Figure 1: Receiver size on earth versus beam frequency and
distance
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Millimeter Wave Beaming

The simple answer to the above problem, from Equation (1) is
to shift to a much higher frequency. Lasers would be excellent
if possible to generate with good efficiency and low mass per
unit power, and are being investigated by some researchers.
Currently they pose severe terrestrial restrictions due to
radiation safety concerns, and Space restrictions due to the
prohibition on weapons in Space. In the millimeter wave
regime, there are good atmospheric propagation windows near
100 GHz, 140 GHz, and especially at 220GHz. Secondly, the
GEO choice can now be abandoned, and beaming can be done
from much lower orbits, thereby decreasing the antenna sizes by
another factor of up to 20. Figure 1 compares receiver antenna
sizes for several architectures. The GEO-based architecture is
far off this chart. The reasons in favor of considering millimeter
wave beaming from lower orbits are summarized below:

1. Reduction in antenna area by 2 orders of magnitude
compared to the 2.45-5GHz regime.

2. Unlike the 1960s, when the antenna had to be aimed
mechanically, unlike the Phased Array beam steering
technology of today.

3. The substantial problems of accurate pointing over large
distances have been solved in the beam weapons
community and the space program. In addition, adaptive
control can iteratively refine the beaming accuracy before
full-power operation. Today “smart antennae” use Digital
Signal Processing (DSP) to identify moving cellphone
locations in real time to minimize cross-talk [21].

4. The fears about misdirected death rays are misplaced. The
full beam operates only when a trigger link is operating.

5. The above considerations make it possible to consider

Space Power Grid: Redistributing Energ

Figure 2. A LEO constellation can serve to exchange
power between solar plants on Earth
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beaming from Low or Mid Earth Orbit (L/MEO), about
2000 kilometers high, rather than the 36000 kilometers
from GEO. This further reduces antenna size.

6. With L/MEO satellites, transient passage over any ground
station, and several space-to-space passes to reach different
places on Earth are issues. Space-space power exchange is
also needed for any scaled-up SSP system.

7. In the 1960s, millimeter wave power was generated using
vacuum tubes and gyratrons, at a very high cost in mass
per unit power, and severe maintenance demands. Today
this situation has improved dramatically, with very large
arrays of mass-produced solid-state devices [22]. These
devices also achieve higher conversion efficiencies from
DC or AC to millimeter waves, so that the heat dissipation
problem is reduced substantially.

8. Frequency selection was a difficult issue with vacuum
tubes. Today, with solid state devices, digital signal
processing (DSP) and phase-locked loop (PLL) technology
enable quick changes and accurate choices to narrow
frequency bands. Conceivably, the same array could
operate at more than one frequency, or at multiple
frequencies intermeshed. This has many implications.
There are large issues, for instance whether this works
when the purpose is power conversion rather than
generating a small-amplitude signal.

9.  One of the most interesting features of beaming from a low
orbit constellation is that power can reach every point on
Earth’s surface, unlike GEO-based craft which would be
too low on the horizon at high latitudes. This can be done
without massive terrestrial wired grids. Hence it makes
sense to use frequencies that enable the location of small
receivers in remote places and on islands that are
inaccessible to the wired grids.

10. With a wireless power infrastructure, one can consider
integrating a huge number of standalone power generating
devices into a wireless grid. This opens up the possibilities
for micro renewable power generators worldwide.

11. Automotive radar at 77 and 79 GHz, and some quasi-
weapons in the 80-94GHz range are examples, the latter of
higher-power applications.

TABLE 1: 1-way atmospheric Attenuation of Micro and
millimeter waves at 45 degrees azimuth [23].

Frequency 220GHz 140GHz
Dry atmosphere 0.8dB 0.8dB
Y P (17%) (17%)
. - 3dB 1.0dB
Medium humidity (50%) (20%)
. - 4.6dB 1.4dB
High humidity (65%) (28%)

Present Scope and Objectives

The above logic drives this paper. Past research by the authors
and co-workers [24] has established the Space portions of a
solution to the Space Solar Power (SSP) problem, and the
opportunity for synergistic, evolutionary development with
terrestrial renewable power generation. Figure 2 shows the
Space Power Grid concept. At the other end of the scale, the
possibility of synergy with micro renewable power generation
and distribution, and with the mobile telephone and railway
communication networks, has been explored and some general
guidance established [25]. In this paper, we are continuing to
refine the parameters for millimeter wave beaming, with respect
to atmospheric beaming and waveguides. There are daunting
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obstacles to implementing a millimeter wave power grid,
integrating terrestrial and space-based sources and customers.
Below we list some of these obstacles, along with potential
solution approaches.

Survey Of Issues And Solutions

1. Expense of solid state arrays vs. PV arrays

Millimeter wave power generation using solid state devices is
still quite expensive. Transmitters and receivers may need
thousands or millions of individual solid state devices, making
their costs comparable to those of solar photovoltaic arrays. One
might well ask why one should go to the complexity of
beaming, rather than simply buy photovoltaic arrays.

One answer is that such receiver arrays may well be used for
multiple purposes, receiving highly intense electric power when
it is beamed, but also converting solar power directly when it is
available [26]. This would improve the value of the
infrastructure used to build these devices. There is increasing
interest in co-locating receivers with solar photovoltaic (PV)
arrays [27-31].

2. Atmospheric Propagation Losses

Papers in the 1980s considered 220GHz beaming to military
satellites, as well as beaming through the mushroom clouds of
nuclear explosions for damage assessment. The atmospheric
propagation of millimeter waves has been studied by the
military [31] and by astronomers for imaging purposes. Such
spectra are generally published for the dry atmosphere above
high-altitude locations of specific observatories. As Figure 3
shows, the “window” below 10 GHz is essentially transparent.
Other windows occur near 100 GHz, 140GHz and 220 GHz.
The ones near 140 and 220 GHz are similar in that roughly 10%
loss is encountered in dry atmospheres above 2000 meters, and
that in even moderate rain, both suffer high levels of opacity.
Table 1 from Ref. [24] captures the effects of precipitable
moisture for oblique propagation through the atmosphere, and
suggests that 220GHz is essentially as good as 140GHz for
transmission, and equally bad when there is rain or snow.
However, the same report also shows that for wide swathes of
the United States, substantial precipitation is typically less than
ten hours per year. Similar studies in other nations will identify
good locations for ground receivers connected to the grid, that
can be used when other places are under bad weather. The
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Figure 3: Transmission through a dry atmosphere (less than 50mm
precipitable moisture). Astronomical observatory data, Mauna
Kea, Hawaii.
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implications of sending very high power beams through moist
atmospheres remain to be understood. Past work has
investigated “evaporation tunnels” at low altitudes which are
relevant to this issue.

Horizontal propagation at low altitudes is a much worse
problem. Figure 4 from Reference [32] shows that attenuation
decreases rapidly as altitude increases, so that propagation
should occur as much as possible at higher altitudes. Line ‘A’
shows average absorption at sea level, 293K, with 7.5grams per
cubic meter of water vapor. Line B shows attenuation in dB per
kilometer at 4000 meters pressure altitude, at 273K, with 1
gram per cubic meter of water vapor. It is seen that there is a
substantial advantage to staying near 100 GHz rather than
220GHz for this application. Figure 5 shows the effects of
atmospheric moisture on attenuation. Here the basic message is
that the attenuation is unacceptably high, except in the very low
frequency end of the spectrum. However, the experience of
satellite television dish owners suggests that even in the regime
below 10GHz, performance during rainstorms is often poor.
Hence, going around, or burning through heavy rain are the best
alternatives.
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Figure 4: Attenuation of horizontal millimeter waves at two
altitudes. From Ref. [33]

WAVELENGTH
pMMaw L
100 10 1 100
1000
§ 1ooi- o~
=L | ‘
é 10— e e i 16m
= e -
2 e am
= S e _Ammit
- 1 ‘»— ," !,/ Ve »
= " 4
= /
e
5 o1}- /A
r—
| 4 _MMW
0.011 /15 357095 .  INFRARED
3 30 300 3 <10 3
FREQUENCY (GHz)

Figure 5: Effects of atmospheric moisture on horizontal
attenuation.

235

3. High Beam Intensity

Small antenna size amplifies another problem: Delivering
substantial power requires very high intensity. Atmospheric
transmission at such power levels will require well-considered
changes in safety regulations, and these will in turn require
technical innovations and multiple layers of protection. The
intensity is likely to be very high only for the ground to space
transmission stage from a power station, and for the space-to-
Earth stage, where the receiver is best located on a high-altitude
platform for further retail distribution to receivers on the
ground. At these locations, the high intensity can be handled by
appropriate thermal management systems, or simply by using
large collectors.

4. Health Effects of Millimeter Waves

Some scattering is inevitable near receivers and transmitters,
and the health implications of these frequencies must be
studied. Research in this area is being given a boost since
airport security systems started using millimeter wave scanning
of passengers, and frequent flyers such as airline crews started
expressing concerns about radiation exposure.

4. Generation of Millimeter Waves

The biggest obstacles to the use of millimeter waves in power
transmission are the cost and low efficiency of methods to
generate them. Only optical / photonic heterodyne methods of
generation are expected to yield high efficiency. Conversion
efficiencies as high as 50% are expected when beat frequencies
between laser beams are used to generate millimeter waves.
Phase noise is reduced using an optical phase-locked loop [33-
35]. While this is still quite inefficient, it opens the way for
future schemes where broadband sunlight is used to generate
millimeter waves directly. This is the ultimate promise of
millimeter waves as transmission mode for electric power
converted from sunlight.

Other issues to be considered include the technology of phase
array antennae, tuning and synthesizing to narrow wave bands
using phase-locked loops, waveguide technology and small
scale testing. These are used to project technology and arrive at
reasonable parameters to use in simulating the performance of
systems optimized for various portions of the wireless beaming
infrastructure. These parameters are essential to refine the
projection of end-to-end efficiency.

Results from the SPG Concept Analysis

A concept analysis program has been developed, using simple
FORTRANO90 software. This has been used [36] to explore
parameter regimes and combinations that will satisfy various
constraints. The criterion for viability is the Net Present Value
climbing back to zero within a desired number of years at a
reasonable rate of return on investment. Each of these
parameters depends on the particular circumstances of the
system being considered. This process has to-date shown that a
Space Power Grid approach where power is exchanged through
Space in a first phase, would become self-sustaining and break
even at a 6% Return on Investment within the 17-year lifetime
of a typical Low Earth Orbit (2000km) constellation that
reaches 96 satellites.

We are yet to perform quantitative calculations of the retail end
of the millimeter wave beaming architecture. However, some
conclusions can be derived logically. The major intercontinental
exchange between the daylit and night sides of the globe should
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occur between power plants, which have the protected land area
to easily place large transmitter/receiver arrays on their
property. However, the establishment of such a beamed power
infrastructure also opens opportunities for extensive retail
beaming. As discussed in [37] the logical optimum architecture
appears to be one where major power plants perform exchanges
through Space, and also feed the wired power grid. Smaller
local plants beam power to stratospheric platforms (large
lighter-than air airships), which beam across to other platforms
and down to retail customers in remote areas. There may also be
a role, as a reviewer pointed out, for regional or local DC grids
to exchange power between renewable sources and their
customers, similar to the model being discussed by the
Europeans. Satellites also beam down to the stratospheric
platforms. With the large antennae that can be mounted on these
platforms, receivers on the ground can be small enough to be
mounted on single-family homes or can be portable.

Conclusions To Date

In this paper, the reasons for millimeter wave power beaming
are considered, along with the associated problems, and avenues
for their possible solution.

1. Millimeter wave beaming is essential to success in
bringing Space Solar Power to earth, because it brings
antenna and transmitter sizes down to sizes practical for
retail installation and perhaps even portable emergency
installations.

2. It enables retail distribution of power to off-grid locations
and islands.

3. It enables synergy with distributed micro renewable power
architectures.

4.  Technical options for building millimeter wave generators,
transmitters and receivers are improving rapidly towards
mass production

5. Synergy with photovoltaic arrays is feasible and promises
substantial improvements in the cost-effectiveness of
micro power architectures.

6. Concerns about atmospheric absorption and scattering
remain to be resolved, but there are interesting options to
pursue.

7.  Optimal choices for propagation through moist
atmospheres and for long-distance dry air and vacuum
beaming differ.

8. Solid-state arrays promise the option of using several beam
frequencies from the same arrays in order to serve multiple
purposes.

9.  The possibility of evaporation ducts for atmospheric
propagation should be explored.

10. The optimal architecture appears to consist of a 2000km
constellation of 96 power grid satellites performing
intercontinental power exchanges, and a network of
stratospheric platforms for local and regional exchanges
and retail distribution to customers.
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ABSTRACT

A new online diagnostics system for the continuous
condition monitoring of lubricating oils in industrial
gearboxes is presented. Characteristic features of
emerging component damage, such as wear,
contamination or chemical aging, are identified in an
early stage. The 0ilQSens® sensor effectively
controls the proper operation conditions of bearings
and cogwheels in gears. Also, the condition of
insulating oils in transformers can be monitored. The
online diagnostics system measures components of
the specific complex impedance of oils. For
instance, metal abrasion due to wear debris, broken
oil molecules, forming acids or oil soaps result in an
increase of the electrical conductivity, which directly
correlates with the degree of contamination in the
oil. The dielectrical properties of the oils are
particularly determined by the water content that
becomes accessible via an additional accurate
measurement of the dielectric constant. For
additivated oils, statements on the degradation of
additives can also be derived from changes in the
dielectric constant. For an efficient machine
utilization and targeted damage prevention, the new
0ilQSens® online condition monitoring  sensor
system allows for timely preventative maintenance
on demand rather than in rigid inspection intervals.
The determination of impurities or reduction in the
quality of the oil and the quasi continuous evaluation
of wear and chemical aging follow the holistic
approach of a real-time monitoring of a change in
the condition of the oil-machine system.

Once the oil condition monitoring sensors are
installed on the plants, the measuring data can be
displayed and evaluated elsewhere.

The measuring signals are transmitted to a web-
based condition monitoring system via LAN, WLAN
or serial interfaces of the sensor system.
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Monitoring of the damage mechanisms during
proper operation below the tolerance limits of the

components enables specific preventive
maintenance independent of rigid inspection
intervals.

Keywords: conductivity, impedance, diagnostic,
web-based monitoring, chemical
aging, additive degradation

1. PRINCIPLES OF OILQSENS®

With the OiIQSens® unit, components of the
complex impedances X of oils, in particular the
specific electrical conductivity k and the relative
permittivity &, as well as the oil temperature T are
measured [1-3]. The values k and ¢, are determined
independently of each other. Fig. 1 shows the
sensor with its triple plate design.

Fig. 1: Sensor with triple plate design.
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Oils are electrical non-conductors. The electrical
residual conductivity of pure oils lies in the range
below 1 pS/m.

For comparison, the electrical conductivity of the
electrical non-conductor distilled water is larger by
six orders of magnitude.

Abrasive (metallic) wear, ions, broken oil molecules,
acids, oil soaps, etc., cause an increase of the oil

conductivity «. It rises with increasing ion
concentration and  mobility. The electrical
conductivity of almost all impurities is high

compared to the extremely low corresponding
property of original pure oils. A direct connection
between the electrical conductivity and the degree
of contamination of oils is found. An increase of the
electrical conductivity of the oil in operation can thus
be interpreted as increasing wear or contamination
of the lubricant. The aging of the oil is also evident
in the degradation of additives. The used additives
reveal high conductivity compared to oil.

The consumption of the additives is reflected in a
reduction of the electrical conductivity and
permittivity of the oil. The gradient, i.e. the time
derivative, of the conductivity or the dielectric
constant progression respectively represents a
measure of the additive degradation and
consumption. The full additive degradation is
indicated by the slope of zero (bathtub curve). Then
the measurement signal increases further with
increasing pollution, water entry, etc.

lon mobility and thus electrical conductivity k are
dependent on the internal friction of the oil and
therefore also on its temperature. The conductivity k
of the oil increases with temperature. The type of
pollution and its temperature dependence cannot be
assumed to be known. To improve the comparability
of measurements, a self-learning adaptive
temperature compensation algorithm is necessary.
An integral alteration of the oil quality can then be
assessed by the temperature compensated
conductivity value, whereas the type of
contamination is not determinable. The relative
permittivity is measured with the same basic sensor

arrangement as used for the determination of the
electrical conductivity.

2. TRIAL OF THE SENSOR PERFORMANCE ON
A ROLLING BEARING TEST RIG

Various stress cycles are run and speeds and
torques measured on a bearing and gear test rig,
shown in Fig. 2.
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Fig. 2: Scheme of the used bearing and gear test
rig.

In the case of an initially low stress, the electrical
conductivity increases linearly with time. It is
suggested that the low bearing wear in this range
also increases with time.

During the necessary shutdown and run-up of the
drive machine to 151 Nm, the conductivity is
practically constant. After switching over to the
higher load, the oil conductivity increases strongly.
Here the effect of bearing run-in (shakedown) is
shown as reduction in the conductivity increase.
After switching off the test gear, the oil conductivity
decreases markedly. This clearly underlines the
influence of the additives. During the loading
phases, more impurities per time unit are produced
than can be bound by the additives. After shutting
down the test rig, such oil contamination no longer
occurs while the effect of additives still continues.

At the beginning of the stress, see Fig. 4, there is a
run-in (shakedown) of the bearing. There it comes to
small changes in the structures of individual
components and a reduction in the quality of the
machine. The stress will be increased to all
components of the machine (like bearing) after the
run-in and further more small stress at the bearing.
The quality of the machine becomes significantly
worse. Just in the end, shortly before the switch off,
the connected measurement system of vibration
analysis responds, long after the damage started.

Fig. 3 shows the inner ring of the failed planetary
gear bearing. It reveals massive spalling damage on
the raceway at the end of the rig test.

Fig. 3: Spalled inner ring raceway of the tested
cylindrical roller bearing.
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The quality of the test machine during the entire
course of the experiment can be described
qualitatively. Fig. 4 present this scheme.

Quality of machine

Vibration

}

End of test

Time
Fig. 4: Quality of the machine during the rig test.
Moreover, Fig. 5 displays the temperature-

compensated oil conductivity as a function of the
running time during the performed gearbox rig test.
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Fig. 6: Gradient of the electrical conductivity.

When starting up with a speed frequency of 2000
min™ and a torque of 150 Nm, a relatively constant
alteration of the conductivity from 0.6 to 0.8 pS/(m-3
min) occurs. After increasing the load to 330 Nm at
3000 min™*, the change in conductivity raises up to
3.8 pS/(m-3 min). After the intermediate load
increase, the effect on the change of the oil
conductivity appears stronger. This may be
attributed to the time-dependent formation of
impurities and changes in bearing stressing as can
be expected during the development of spalling. The
real-time monitoring of the state change of the oil-
machine system allows a specific control of the
machine in terms of its wear limit. Improper loading
conditions in inadmissible wear ranges can thus be
avoided, which results in a more efficient machine
utilization.

3. APPROACH FOR CONDITION MONITORING
OF ADDITIVATED LUBRICATING OILS

Fig. 7 schematically shows the temperature
compensated time curve of the permittivity of
additivated oil continuously contaminated by the
addition of wear debris, water or oil acids from
chemical aging. Once the additives are consumed,

the vanishing shielding effect results in a
characteristic re-increase.
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Fig. 7: Temperature compensated permittivity.
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The most commercially available particle counters
can only detect particles as small as 4 um. In a very
early stage of wear of bearings, gears, hydraulic

cylinders, etc.,, however, particularly smaller
particles are produced. A preventive maintenance
lowing, rather than rigid inspection intervals,

therefore requires recognition of even the smallest
particles. These particles are far more common in
the oils of functioning machines than larger ones. Oil
aging can be involved in the failure, for instance, of
rolling bearings [4].

4. WEB-BASED DECENTRALIZED LUBRICANT
QUALITY MONITORING SYSTEM

The integration into a suitable communication
structure and the realization of an online monitoring
system offers an interesting practice-oriented
utilization of the oil sensor system. This is briefly
discussed below.

Preferred areas of application of the sensor system
are energy production and automated technical
plants that are operated locally, like e.g. wind
turbines, transformer stations, generators, hydraulic
systems or gearboxes. Plant employers are
interested in continuous automated in vivo
examination of the oil quality rather than interrupting
the operation for regular sampling. Online oil status
monitoring significantly improves the economic and
ecological efficiency by increasing operating safety,
reducing down times or adjusting oil change
intervals to actual requirements. Once the oll
condition monitoring sensors are installed on the
plants, the measuring data can be displayed and
evaluated elsewhere. A flexible decentralized
monitoring system also enables the analysis of
measuring signals and monitoring of the plants by
external providers. A user-orientated service
ensuring the quantitative evaluation of changes in
the oil-machine system, including the
recommendation of resulting preventive
maintenance measures, relieves plant operators,
increases reliability and saves costs.

In a web-based decentralized online oil condition
monitoring system, the sensor signals are preferably
transferred through the Internet to a database server
and recorded on an HTML page as user interface.
Fig. 8 shows the displayed measured data.
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Fig. 8: The displayed measured data.

Following authentication, a simple web browser
permits access via the wired or wireless LAN. In
case of alarm signals, an immediate automated
generation of warning messages, for instance by e-
mail or SMS, is possible from any computer with
Internet connection. Fig. 9 shows the 0ilQSens®
sensor system with communication module [5].

Fig. 9: OiIQSens® sensor  system  with
communication module.

5. SUMMARY
The online diagnostics system measures

components of the specific complex impedance of
oils. For instance, metal abrasion due to bearing
wear at the tribological contact, broken oil
molecules, acids or oil soap cause an increase in
electrical conductivity that directly correlates with the
degree of pollution of the oil. The dielectrical
properties of the oils are especially determined by
the water content, which, in the case of products
that are not enriched with additives, becomes
accessible by an additional accurate measurement
of the dielectric constant. In the case of oils enriched
with additives, statements on the degradation of
additives can also be deduced from recorded
changes in the dielectric constant.

Indication of wear is measured as an integral factor
of, e.g., the degree of pollution, oil aging and
acidification, water content and the decomposition
state of additives, abrasion of the bearings.
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It constitutes an informative standard of lubricant
and material stress as well as the wear of the
bearings and gears for the online operative
monitoring of components of machines. Additional
loading, for instance, by boundary lubrication in
rolling-sliding contact (rolling bearings, gears, cams,
etc.) causes the oil to age faster. The oil
experiences incipient resinification in roller bearing
tests and significant acidification is proven by
infrared spectroscopy.

For an efficient machine utilization and targeted
damage prevention, the new OilQSens® online
condition monitoring system offers the prospect to
carry out timely preventative maintenance on
demand rather than in rigid inspection intervals. The
determination of impurities or reduction in the quality
of the lubricants and the quasi continuous
evaluation of the bearing and gear wear and oil
aging meet the holistic approach of a real-time
monitoring of a change in the condition of the oil-
machine system.

The measuring signals can be transmitted to a web-
based condition monitoring system via LAN, WLAN
or serial interfaces of the sensor system. The
monitoring of the tribological wear mechanisms
during proper operation below the tolerance limits of
the components then allows preventive, condition-
oriented maintenance to be carried out, if
necessary, long before regular overhauling, thus
reducing outages caused by wear while
simultaneously increasing the overall lifetime of the
oil-machine system.

On a bearing and gear rig test, various load cycles
are run and the functionality of the introduced
electric online condition monitoring sensor system is

tested successfully. The evaluation of the
experiment is presented.
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ABSTRACT

Throughout the history of the construction industry, many
fatalities and injuries have occurred in construction sites.
One of the major causes of accidents is unsafe site
conditions, which basically is due to inadequate
supervision. To improve upon the traditional supervision
approach, this study proposes a construction safety
visualization approach. In this research paper, we provide
a computer vision algorithm to detect in real time if any
safety violations occur caused by one or more people in
the site not wearing their hard hats. Our algorithm is an
extension of our previous work in computer vision, and
consists of a detection algorithm that is relatively fast and
yet has an accurate edge. This is followed by a video
object plane algorithm for each person, which is followed
by an algorithm for detecting if a person does or does not
wear a hard hat.

Keywords: Image processing, Hard Hats, Edge Detection
Algorithm, Wireless Digital Camera, Local Area
Network.

1. INTRODUCTION

There has been a strong myth that accidents are inevitable
during construction projects. Nowadays, this notion is
fading out. An innovative idea is emerging that zero
injuries at construction sites are possible. As injuries and
accidents are quite costly as well as hurt the morale of the
workers, contractors have been trying to create a zero-
injury culture in the construction industry; however,
much effort is still necessary to avoid construction
accidents. There are several categories of injuries at a
construction site: falling injury, electrical injury, and
injuries due to being struck by falling objects or flying
objects, to name a few. In 2009, 4551 people died while
working in construction sites. Of these, about 728 people
(16%) died due to being struck by the objects and
equipment [4]. Therefore, it is necessary that construction
workers use hard hats on construction sites for head
protection.  Construction safety training teaches
construction workers to use hard hats in their job sites.
Also, the contractor does not allow anybody on the
construction site without wearing hard hats. However,
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even though the use of hard hats by workers is
mandatory, there are numerous occasions where workers
had fatal accidents due to not wearing hard hats.
Therefore, the enforcement of hard hat use in the
construction sites is getting stricter. For example, the
safety engineer or construction supervisor has to monitor
whether their workers are using hard hats or not. Due to
pressure in completing the project on time, and also due
to complex work schedules, it is becoming difficult for
supervisors to monitor every worker to check whether
they are using safety equipment at the sites. To overcome
this deficiency, if a visualization algorithm can be
developed so that the real time image received from the
sites can be analyzed to check whether the workers are
using hard hats, it will assist supervisors to save the lives
of their workers. Thus, the major focus of this research is
to explore a visualization method that could determine
whether workers are wearing hard hats at the construction
sites.

To improve construction safety, Occupational Safety and
Health Administration (OSHA) provides safety training
to construction workers and also prepares construction
safety standards. Due to the intervention by OSHA,
fatalities at construction sites are decreasing. However,
construction managers still are worried because
construction fatalities and injuries have not reduced
significantly enough. OSHA has been educating
construction workers to wuse personal protective
equipment (PPE), such as hard hats, safety shoes,
harnesses, goggles, face shields, reflective clothing, filter
masks, and ear plugs. The use of these devices is very
important to protect constructions workers from injury
and fatality. It is necessary to monitor in real time the
construction site in order to make sure that the workers
are using PPEs.

The visualization technique, which uses real-time images
coupled with computer algorithms, is a useful tool to
monitor the construction workers and warn supervisors if
they are not using hard hats. In this technique, cameras
are installed in the construction sites and the real-time
images are transferred to the computers by means of
wireless technology. The images of the construction site
are continuously displayed on an office computer. From
the real-time images, the algorithm will detect whether
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the construction workers are using hard hats. Once the
algorithm identifies a worker working without hard hat, it
automatically dispatches a warning message to the safety
officer. Ultimately, the site supervisor that is responsible
will be informed so that the safety problem is corrected
prior to an accident occurring.

Computer vision is a large area that applies to many
areas, such as medicine, military, automation,
transportation and construction management. The use of
computer vision could help increase the productivity,
decrease loss of property, and improve safety at the
construction site. In this research, our main concern is
real-time automatic detection on whether or not people
are wearing their hard hats. If one or more people are not
wearing their hard hats, that will constitute a safety
violation. Such a safety violation will be recorded in a
safety violation data base, along with the time and
duration of the violation. Furthermore, this violation will
issue an alarm event, which will be shown on the alarm
events monitor for the onsite manager to see and take
corrective action. Alarm events such as this one could
also be transmitted to cell phones of specified people or
else their office computers to make them aware of
violation. The system that was developed in this study
consists of cameras using charge couple devices to
capture high-quality, uncompressed analog video at
NTSC resolution. In the back of each camera is a
hardware electronic card specifically designed to capture
the camera video and convert it to digital; the card also
processes the video by applying a detection algorithm and
compresses the video, all in real time. The electronic
board that was developed in this study detects hard hat
violations and transmits them to the file server; a special
flag indicates the type of violation detected, in this case, a
hard hat violation. This violation, which is stored on a
special data base in the file server, also triggers a
software event alarm. The images associated with this
alarm event are automatically shown in the special event
monitor. If a network of cameras is used with proper
overlap, a stereo vision can provide the exact location in
the construction site, the name of the person(s) causing
the violation, the duration of the violation, and the history
of each person relating to safety violations. This camera
network system also can be used in other applications to
deter loss of property, detect fraudulent accidents, and
avoid accidents; this can be done by analyzing activities
real time and issuing alarm events on activities that have
the potential to cause accident.

This current study is an extension of previous, related
work in the areas of computer vision, robot vision, image
compression, pattern recognition, internet transmission,
network communication, and image processing [1, 3, 6,
71
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2. BACKGROUND

Visualization techniques have been used in construction
planning and operations. A study was conducted to
demonstrate use of a simulation-driven, dynamic 3D
visualization process in a multi-storey structural steel
erection operation [8]. The authors used visualization
techniques that employed dynamic operations to depict
the continuously evolving multi-storey structural steel
facility. Four-dimensional computer-aided design (CAD)
visualizations only show the evaluation of the
construction product and can be linked to project
schedules. However, dynamic operation visualization can
show the interactions between various resources,
including machines, materials, and temporary structures.
The authors showed how this process can help the
contractors build the project more efficiently and
effectively.

In 2009, the Construction Industry Institute (CII)
conducted a study to use pro-active real time safety
technology on the equipment and worker to warn them
about possible accidents [2]. They implanted in heavy
equipment very-high-frequency active radio frequency
(RF) technology, consisting of an in-cab device and a
personal device. The personal protection unit (PPU) used
by construction workers consisted of a chip, a battery,
and an alarm. When the workers are in the proximity of
the heavy equipment, the alarm is set off in the equipment
as well as on the workers’ PPU. The field tests
demonstrated that by implementing this technology,
various benefits can be achieved, for instance, providing
real-time pro-active alerts to workers and operators and
also monitoring the locations of workers, equipment, and
materials. Moreover, this study included a cost-benefit
analysis to show that it is economically viability to use
real-time pro-active technology in the construction sites.

A study was conducted by Michal Irani and P. Anandan
[5], in which the detection of moving objects was carried
out. In the past, many studies of this kind were done by
using 2D algorithms; this study used a unified approach
to handle moving object detection in both 2D and 3D
scenes, with a strategy that gracefully bridged the gap
between those two extremes. According to the author, 3D
algorithms work better when significant depth variations
are present in the scene and the camera is translating.
This approach is based on a stratification of the moving
object-detection problem into scenarios that gradually
increase in their complexity.

3. SEGEMENTATION AND REGION OF
INTEREST DETECTION

The metric used in this research is a non-Euclidian
metric. The mathematical space we operate on is a
Banach space. In this Banach space, we define a
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probability metric later on. Let I(x,y) be the intensity of
the image at position (x,y); then, an estimate of the
second partial derivative with respect to x is:

021(x,y) _ I(x—1,y)-21(x,y)+I(x+1,y)

dx2 2 (1
and an estimate of the
921(x,y) _ I1(x,y—1)—21(x,y)+I(x,y+1) )

dy? 2

The Laplacian, or divergence, of the gradient at the
point (x,y) of the gray scale image is:

a%1(X.y) " a%1(x,y) 3)

MG y) = V2I(x,y) = T2 4 1

From equations (1) an (2) we obtain an estimate of the
Laplacian of the gray scale image at pixel position (X,y):
Al(x,y) = V? I(x,y) =

I(x—-1,y)+I1(x+1,y)+I(x,y—1)+1(x,y+1)—41(x,y)
2

(4)

The values of the intensity all are integers in between 0 to
256. Multiplication by 4 can be obtained by shifting the
integer two times to the left. Division by 2 is obtained by
first adding 1 to the numerator if the numerator is positive
or subtracting 1 from the numerator if negative, and then
shifting the numerator to the right one. The estimated
Laplacian for any image could be negative or positive,
with the majority of the values being equal to zero and is
symmetric about zero. The probability density function of
the Laplacian is:

V2|x|

f(x)=%e_ —o<x <o (5)

The standard deviation ¢ depends on the quality of the
camera, the light intensity of the scene, and the number of
edges as well as the type of edges. For example, edges
both of metallic objects and steel objects reflect light
differently than edges of non-steel material. The edges of
an image represent a relatively small percentage of the
pixels of the image; those points are part of the tails of
the probability density function of Equation (5). Our
segmentation algorithm consists of finding the edges by
first using the above theory.

Edge Detection Algorithm

1. Compute the Luma component of the image.

2. For every Luma component pixel, compute the
second order partial derivative with respect to x.
using Equation (1).
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3. For every Luma component pixel, compute the
second order partial derivative with respect to vy,
using Equation (2).

4. For every Luma component pixel, compute the
Laplacian at position (X,y), using Equation (3).

5. Compute the histogram of the values obtained in
Equation (4).

6. All the values for which the area of the histogram to
the right is less than 2.5% are edges.

7. All the values for which the area of the histogram to
the right is less than 10% are possible edges.

8. If any of the neighbors of a possible edge is an edge
then the possible edge is an edge.

In order to segment an object or subject of interest, first
the edge detection is used to outline the object, and then
the necessary rules are provided in order to separate the
outline of the object from other outlines. In this case, the
outline of a hard hat depends on the angle of the camera
with respect to the hard hat.

Segmentation Algorithm

1. Use the Edge Detection Algorithm described above.

2. Divide the scene into Video Object Planes (VOPs).

3. Separate the VOPs according to the people in the
scene.

4. Focus on the part of the VOP of a person between
the base of the neck and the upper end.

5. The sub-video object plane of the hard hat consists
of two orthogonal semicircles.

6. The cord line joining the ends of the top semicircle
forms an angle with the x-axis of the screen. This
angle 0 can be determined by taking the dot product
of the cord line row vector with the row vector (1,
0).

7. If the above normalized dot product is one, then the
cord is parallel to the screen coordinate x-axis and
the person is standing straight up; in this case, there
is a possibility of the head tilting towards the left or
right shoulder. Notice that with more than one
camera, this possibility can be resolved.

8. If the dot product is a number different than zero
and between -1 and 1, then the hard hat can be
rotated by -arccosf about the x axis into a
normalized position.

9. Logos or initials painted in the hard hats are
segmented and  recognizable  during the
segmentation.

10. If more than one camera have the same object in
view, then stereo vision of the hard hat is possible.
In this case, straps, logos, the pitch, role, and yaw of
the hard hat are computable in real time.

11. If the cameras are properly calibrated and the
distance between cameras is known, then the
distance of the various objects with respect to an
origin can be computed in real time.
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4. APPLICATIONS

Figure 1 shows the part of a construction scene that was
obtained by one camera. The video object plane of the
person depicted in the scene was obtained by first
applying the edge detection algorithm, then applying the
segmentation algorithm, part of which is the video object
plane detection for a person and the sub video object
segmentation for the hard hat. The two characteristic
semicircles of the hard hat can be seen, namely the upper
semicircle whose cord forms an angle with the x-axis,
and the slightly deformed horizontal semicircle. The
relative clarity of the safety jacket with the characteristic
stripes as well as the clear definition of the right ear,
mouth, nose, right eye, right arm, and right hand all can
be noticed in the picture. All of these are part of the
features included in the automatic, or computerized, hard
hat recognition algorithm. Although one camera
connected to a file server, which applies the pattern
recognition algorithm to detect each person in the view of
the camera and subsequently decides in real time if each
person in the view of the camera has the hard hat on or
not. If two or more cameras are used to view a person
simultaneously from two different angles, and if the
distance between any two cameras is known and fixed,
then by applying camera calibration prior to using the
cameras for detecting if the people in the construction
scene wear their hard hats or not, and if we assign an
arbitrary coordinate system with an arbitrary coordinate
system origin, then distances can be resolved of people
from the origin of the coordinate system. Stereo video
object planes of people also can be produced.

Figure 2 was produced from a colored picture of a
construction scene that included several workers, all
wearing their hard hat except one. First, edge detection
algorithm was applied and then the video object plane
was applied to separate each person in the camera view;
finally, the hard hat algorithm detected no hard hat for the
person shown in Figure 2. Notice that the upper
semicircle is similar to that of the hard hat. It is different
from the hard hat semicircle. Those differences are that it
is larger than a semicircle; it is not as smooth as a hard
hat semicircle; it does not provide the discontinuity with
the rest of the head and neck that the hard hat has; and it
does not have the lower profile of a hard hat.

Fig. 1. The video object plane of person and the sub-
video object plane of the hard hat.

Fig. 2. A worker with no hard hat.
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Figure 3 shows the upper semicircle, the base, and also
the initials (UNLV) in the hard hat. Edge detection and
image segmentation algorithms work which we are
proposing work with all hard hats. Preliminary results
show that the hard hats with safety stripes in the back,
certain indentations in their design, and logos are easier
to recognize as they provide additional information to our
pattern recognition system. Camera systems are relatively
inexpensive, they could be self powered, and easy to
install. They could be connected to our on site and from
there transmit wireless to offsite computers for automatic
monitoring of productivity, and safety by automatically
monitoring if everybody wears their hard hats and other
protective gear. In case there is a violation it can issue a
violation alarm at the computer screen and make the
supervisors aware of the violation so that they can take
corrective action.

Fig. 3. Hard hat on the ground of the construction
site

The system consists of a number of camera batteries that
are powered by a combination of solar and other battery
sources. Each camera is attached to card for video capture
and video processing. The purpose of the card is to
capture the video, analyze it for safety, compress the
video, check for productivity, and transmit the video and
the events wirelessly to a local file server. The file server
is also powered by a combination of solar panels and
lithium batteries. There are a number of safety events
generated by the camera. The one pertaining to this
research is the detection of one or more people in the
construction site who are not wearing their hard hats. In
such cases, the time of the event, along with event itself,
is transmitted to a special safety event database in the
server. Safety event violations are programmed to create
an alarm event, which alerts the onsite construction
manager by sending the event to that person’s mobile
phone. In the case of multiple cameras, the picture of the
person causing the safety violation, along with their
name, is transmitted to the construction manager as well
as all other people that are set up in the system to receive
this event violation.
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This system easily can be set up to record productivity of
people by recording automatically the total time per day
that they actually work compared to the time engaging in
non-work activities. Furthermore, the system could also
monitor accidents and their causes, which might prevent
compensation abuse due to fraudulent accidents.

5. CONCLUSIONSAND
RECOMMENDATIONS

An algorithm for detecting hard hat safety violations was
described in this research paper. This algorithm involves
digital image processing, artificial intelligence, and
stochastic pattern recognition. The implementation of the
algorithm involves electronic design, electronic drivers,
embedded systems, file servers, internet software,
network software, and data base management. The
purpose of the system is to make construction managers,
and others who need to know any safety violations that
are a result of one or more people on the site not wearing
their hard hats. This system can be used for other safety
violations as well as for productivity detection.

A computer system and algorithm developed through this
research analyzes real-time images of the construction
site in order to detect workers working without hard hats.
A demonstration will be done at UNLV’s Construction
Management Laboratory for the validation of the system
before using in the real sites. This technique was
developed for the detection of workers wearing hard hats
with an aim of significantly reducing injuries at
construction sites.

In the future, the authors would like to expand this
research for detection of all personal protective
equipment (PPEs) as well as heavy equipment used at
construction sites so that workers can be safer and more
productive.
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