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Foreword 

 

 

Information and Communication Technologies (ICT) are having an increasing impact in almost 

every scientific discipline and are facilitating the creation of integrative systems and processes, 

which are in turn supporting the creation of effective relationships among different academic 

activities and potentiating effective collaboration in research, design, and education. On the other 

hand the conceptual infrastructures of Systemics, Informatics, and Cybernetics (Communication 

and control) are increasingly being related to each other and are providing an effective 

intellectual platform for inter-disciplinary communication. Accordingly, the main purpose of the 

organizing committees of the collocated events organized by the International Institute of 

Informatics and Systemics (IIIS) on 11/29-12/2, 2011, in Orlando Florida is to bring together 

researchers, developers, practitioners, consultants and users of Information and Communication 

Technologies, for intra- and inter-disciplinary communication,  

 

Consequently, three kinds of activities have been planned: 

 

1. Regular traditional presentations in breakout sessions to support intra-disciplinary 

communication, 

  

2. Plenary sessions where Keynote Speakers will address the multi-disciplinary audience, 

mostly with inter- or trans-disciplinary topics, and 

  

3. Conversational sessions on inter- or trans-disciplinary topics in order to support inter-

disciplinary communications and to foster the analogical thinking that might emerge in a 

multi-disciplinary forum based on trans-disciplinary concepts and/or multi-disciplinary 

tools, technologies, and methodologies. Ideas generated by analogical thinking might be 

a) applied to a diversity of areas and practical domains, and b) support a synergic 

combination of analytical and synthetic thinking.  

 

The disciplinary variety, required for inter-disciplinary communications, analogical learning, and 

synergic analytical/synthetic thinking, is one of the motivation for organizing the following 

related events: 

 

• International Conference on Information and Communication Technologies and 

Applications ICTA 2011 

• Design and Modeling in Science, Education, and Technology: DeMset 2011 

• International Symposium on Integrating Research, Education, and Problem Solving: 

IREPS 2011   

• International Conference on Education, Informatics, and Cybernetics: icEIC 2011     

 

The articles accepted for presentation that also have an author registered in the conference for the 

respective presentation, have been grouped in two volumes for their publications in the hard 

copy proceedings of the collocated events. Their grouping is based on the similarities of the 

respective topics. Consequently, papers of ICTA 2011 and DeMset 2011 have been grouped in 

one volume, and papers of IREPS 2011 and ICEIC 2011 have been grouped in another volume. 



All papers to be presented at the collocated events were included in the electronic version of the 

proceedings as well.   

 

Since different kinds of reviewing methodologies are applied in different disciplines we 

integrated the most used reviewing methods into a systemic reviewing methodology for the 

reviewing process of the papers submitted to the collocated events.   

 

This methodology is based on three-tier reviews: open (or non-blind), double-blind, and 

participative reviews. Final acceptance depends on the three kinds of reviews. However, a paper 

should be recommended by non-blind reviewers AND blind reviewers in order to be accepted for 

presentation at any event and to be included in the respective proceedings. A recommendation to 

accept made by non-blind reviewers is a necessary condition, but it is not a sufficient one. A 

submission, to be accepted, should also have a majority of its double-blind reviewers 

recommending its acceptance. This double necessary conditions generate a more reliable and 

rigorous reviewing than those reviewing methods based on just one of the indicated methods, or 

just on the traditional double-blind reviewing.  

 

Double-blind reviewing has been done by a random selection of 3-5 reviewers from about 

20,000 IIIS reviewers who classified their research or expertise field in the same theme, area, or 

subarea where the author classified his/her submission. The random selection (made by a 

computer program) has been conceived in order to avoid any conscious, or un-conscious, bias 

that might be done by a human-being selection of the respective reviewers. 

 

IIIS’ non-blind reviewing is based on the essence of what Kaplan (2005, "How to Fix Peer 

Review", The Scientist, Volume 19, Issue 1, Page 10, Jun. 6) proposed in order to fix peer 

reviewing problems. Kaplan affirms that “Peer review subsumes two functions. First, peer 

reviewers attempt to improve manuscripts by offering constructive criticisms about concrete 

elements … The second function of peer review is to render a decision about the … significance 

of the findings so that the manuscript can be prioritized for publication. I propose reforming peer 

review so that the two functions are independent.” With regards to the first function of peer 

reviewing, Kaplan proposes that “Review of a manuscript would be solicited from colleagues 

by the authors. The first task of these reviewers would be to identify revisions that could be 

made to improve the manuscript. Second, the reviewers would be responsible for writing an 

evaluation of the revised work. This assessment would be mostly concerned with the significance 

of the findings, and the reviewers would sign it” (emphasis added).  

 

We try to achieve the first function via Kaplan’s non-blind peer reviewing and the second 

function by the traditional means of double-blind review. This is why acceptance of submissions  

by the non-blind reviewers is a necessary condition but not a sufficient one. The submission 

should also have favorable recommendations by the majority of the double-blind reviewers in 

order to be accepted by IIIS for its presentation and inclusion in the respective conference 

proceedings. 

 

A third reviewing tier is the participative peer reviewing, which complements the two tiers 

described above but is not a necessary condition for accepting a submission. An article submitted 

to a conference being organized by IIIS is immediately displayed for review to those authors 



who submitted articles in the same theme, area, or sub-area. Accordingly, each submitting author 

has access to all submissions sent to the same area where he/she submitted his/her article and can 

comment and evaluate them. This is what we call at IIIS “Participative Peer-to-Peer Reviewing” 

or PPPR. This kind of reviewing provides additional input to the selection process and assists all 

participants in placing their presentations in context. It is not a necessary condition but it has a 

complementary function, especially in those cases where the non-blind reviewers have a strong 

disagreement or there is no majority of recommendations accepting, or not accepting, the article. 

 

On behalf of the Organizing Committees, I extend our heartfelt thanks to the members of the 

four Program Committees (from 74 countries), and to the additional 847 reviewers, from 85 

countries, each one of whom reviewed at least one of the submitted articles. 327 reviewers, from 

65 countries, were suggested by the respective authors for the non-blind peer reviews. Each 

registered author could get information about: 1) the average of the reviewers’ evaluations 

according to 8 criteria, and the average of a global evaluation of his/her submission; and 2) the 

comments and constructive feedback made by the reviewers, who recommended the acceptance 

of his/her submission, so the author would be able to improve the final version of the paper. 

 

A total of 1792 reviews were made to the 303 submissions that were received, which means that 

an average of 5.91 reviews were made to each received submission, and an average of 2.12 

reviews were made by each reviewer.  The 112 papers included in these proceedings, from 33 

countries, are 36.96% of the 303 submissions that were initially received. Details for each of the 

four events are summarized in the following table.   

 

 

Conference 
# of 
submissions 
received 

# of 
reviewers 
that made at 
least one 
review 

# of reviews 
made 

Average of 
reviews per 
reviewer 

Average of 
reviews per 
submission 

# of papers 
included in 
the 
proceedings 

% of 
submissions 
included in 
the 
proceedings 

icEIC 2011 58 210 400 1.90 6.90 22 37.93% 

ICTA 2011 115 323 758 2.35 6.59 41 35.65% 

DeMSET 2011 56 142 326 2.30 5.82 22 39.29% 

IREPS 2011 74 172 308 1.79 4.16 27 36.49% 

TOTAL 303 847 1792 2.12 5.91 112 36.96% 

 

 

We are also grateful to the co-editors of these proceedings for the hard work, energy, and 

eagerness they displayed in preparing them. We express our intense gratitude to Professor 

William Lesso for his wise and opportune tutoring, for his eternal energy, integrity, and 

continuous support and advice as Honorary President of IIIS’ conferences, as well as for being a 

very caring old friend and intellectual father to many of us. We also extend our gratitude to 

Professor Belkis Sanchez, who brilliantly managed the organizing process. Special thanks to 

doctors C. Dale Zinn and Jeremy Horne, and to professors Hsing-Wei Chu, Friedrich Welsch, 

Michael Savoie, Andrés Tremante, Jorge Baralt, Mohammad Siddique, and José Ferrer for 

chairing, or co-chairing the respective program committees.   

 

 

 



We also extend our gratitude to doctors Robert Baker, Joseph Finkelstein, Jeremy Horne, Daniel 

Katz, Lisbeth Amhag, Merja Bauters and to professors Juha Kettunen, T. Grandon Gill, Bodil 

Ask, Harald Haugen, Mohamed El-Sayed, and Donald Poochigian, for accepting to address the 

audience of the General Joint Plenary Sessions with keynote addresses.  

 

We also wish to thank all the authors for the quality of their papers.   

 

We extend our gratitude as well to Juan Manuel Pineda, Leonisol Callaos, Dalia Sánchez, Keyla 

Guedez, Nidimar Díaz, Marcela Briceño, Cindi Padilla, Louis Barnes, Sean Barnes, Abrahan 

Marin, and Freddy Callaos for their knowledgeable effort in supporting the organizational 

process producing the hard copy and CD versions of the proceedings, developing and 

maintaining the software supporting the interactions of the authors with the reviewing process 

and the Organizing Committee,  as well as for their support in the help desk and in the 

promotional process.  

 

 

Professor Nagib C. Callaos,  

General Chair 
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ABSTRACT 

important 

requirement for many applications in Wireless 

Sensor Networks. In the hop-based range-free 

localization methods, anchors broadcast the 

localization messages including a hop count value to 

the entire network. Each node receives this message 

and calculates its own distance with anchor in hops 

and then approximates its own location. In this

paper, we review range-free localization methods 

- simulation. Recent papers 

are mostly concentrated on the number of anchors 

for NDV-Hop and no other parameters like network 

area and distribution model. Here, we consider the 

effect of area and distribution model on localization 

accuracy. 

 

Keywords: Hop-based, Accuracy, Localization, 

Wireless Sensor Networks. 

 

1. INTRODUCTION 

 

WSN is usually constructed with large number of 

sensor nodes, which are heavily organized within 

the monitored area [1]. Algorithm in localization 

technology is an important issue in WSN. In WSN 

technology, knowledge of where the information 

has been obtained is very vital and important. 

When an event takes place, it can only be 

recognized and processed if the position of the 

place that generates the information is known.  

At present, the widely used poisoning system is 

GPS [2] (Global Position System). The nodes with 

GPS receiver is localized by receiving the real time 

information from GPS satellite. The GPS has 

advantages of high accuracy, good real time, and 

high anti-jamming performance, etc. However, this 

method is not a suitable solution for localization 

because of the below reasons [11].   

 

1. GPS  as an in indoor solution 

since  satellite line of 

sight. 

2. GPS consumes lots of energy and reduces 

the network lifetime. 

3. GPS is -

scale sensor nodes. 

In the most of localization methods, limited 

numbers of nodes are location-aware which are 

called 

Some methods like mobile beacon, mobile anchor 
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[3], and single mobile beacon [4] use mobile 

anchors. The advantage of these methods is that a 

mobile anchor can be used instead of many fixed 

anchors, and in each location, it can be considered 

as a fixed anchor. However, the mobility could 

cause some problems. 

Other localization methods use 

In this method, localization can be commenced by 

anchors. They broadcast their own location to the 

network and three other anchors in order to 

calculate their own location. In this method, the 

accuracy of localization depends on the 

approximate value of own location. The 

localization algorithm is generally divided into two 

categories: range-based and range-free algorithm. 

Range-based methods use some measurement 

equipment for calculation of distance.  Some of 

these methods are DV-Distance [5], Euclidean [5], 

N-hop Multitration [6], and Robust Sensor 

Localization [7]. Extra hardware and additional 

energy consumption are important bottleneck for 

these methods. Another category of localization 

methods named range-

equipment, so they have lower cost. In hop-based 

range-free methods, nodes estimate the distance by 

counting the hops to the anchors. 

 Hop-based range-free methods have no extra 

hardware and flexible. Localization precision is 

more practical for implementation in any 

environment, so we concentrate on this category of 

localization method. We consider DV-hop [5] and 

NDV-HOP [8] as typical algorithms of this 

category and evaluate their localization error using 

simulation.   

Recent researches [9, 10], improve the DV-Hop to 

increase the accuracy of localization method. Here 

we consider classic DV algorithm. Therefore, 

classic DV-HOP can be seen and used as a 

benchmark for evaluating the errors and accuracy 

range in NDV-HOP Localization method.   

The rest of this paper is organized as follow. We 

discuss DV-Hop and NDV-HOP methods in 

sections 2 and 3. We evaluate the efficiency of 

these two methods focusing on their localization 

errors in section 4. We conclude the paper in 

section 5. 

 

2. DV-HOP LOCALIZATION METHOD 

Niculescu and Nath [5] introduce a classic DV-Hop 

method which is similar to the distance vector 

routing schemes. This method includes three 

stages: First, Anchors distribute their localization 

message to the entire network. This message may 

include fields such as Anchor ID, Location, and 

Hop-count. Hop-Limit is defined as the maximum 

number of hops that a localization message can be 

alive. Each node receives this message and stores it 

in its memory, increment the hop-count by one and 

forwards this message for neighbors if the hop-

count is less than or equal to the hop-limit, 

otherwise the message will be killed by sensor 

node. If a node receives more than one message 

from an anchor, the shortest path will be 

considered; the new message will be ignored and 

the sensor node only forwards the message. 

According to this fact that the first message from 

an anchor include the shortest hop-length, each 

node considerers only the first message from each 

anchor and ignore the next messages. When a node 

receives localization messages from 3 anchors in 

hops, this step will be terminated. [11] 

If any anchor receives a localization message from 

an anchor, store it to calculate the AHL (Average 

hop Length). For example in figure 1, we have 3 

anchors (a1, a2 and a3). 

 

 

Figure 1: DV-Hop example 

The distance from a1 to a2 is 40m, a2 to a3 is 75m 

and a1 to a3 is 100m. The hop-count from a1 to a2 

is 2, a2 to a3 is 5 and a1 to a3 is 6.  Each anchor 

calculates own AHL as follows: 

AHL (a1) = (100+40) / (6+2) =17.5 
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AHL (a2) = (40 + 75) / (2 + 5) = 16.42 

AHL (a3) = (75 + 100) / (5 + 6) = 16.42 

In the second step, each anchor distributes the AHL 

to the entire network. Each anchor receives this 

packet and considers the first AHL receives from 

nearest anchor. For example in figure 1, for node n, 

the first AHL received from a2 is 16.42, so the 

distance from anchors for node n is calculated by 

multiplying the minimum hop number and average 

distance of each hop: 

n-a1=3*16.42=49.26 

n-a2=2*16.42=32.84 

n-a3=3*16.42=49.26 

Now, each node is able to estimate the location by 

Multilateration method. Let's see how the location 

could be estimated. Assume that (xi,yi) is the 

location of ith anchor and ri is the distance of a node 

to this anchor. If (xu,yu) is the location of the node, 

then we have from Euclidean distance equation: 

 

We subtract this equation with i=3 from equation 

with i=1 and i=2 and simplify equation based on xu 

and yu then: 

  

  

  

By converting these equations into a matrix we 

have:  

2  = 

(5) 

Now xu and yucan be calculated easily [11] 

 

3. NDV -HOP LOCALIZATION 

METHOD 

X.  Zhang, H. Xie and X. Zhao [12] proposed some 

improvements over DV-Hop from following three 

aspects: 

Average hop distance is calculated by selecting all 

anchors. Classic DV-Hop uses only two anchors to 

calculate average Hop length (AHL), But, 

experiments shows that the more anchors are 

considered, the lower localization error is. For the 

applications which need high accuracy, all the 

anchors can be considered when calculating AHL. 

This method is adopted in order to obtain higher 

accuracy of localization. 
 AHL is corrected by anchors. In this method, the 

distance between nodes Beacon can be calculated by 

multiplying the distance between each hop and the 

recorded hops. For example; the approximate 

distance can be estimated and shown from the node 

Beacon i till node Beacon j by : 
 

(6) 

 

where HopSizei denote the average hop distance 

calculated by beacon node i , and hopi,j is the 

number of hops between beacon nodes i and j .At 

the same time ,the actual distance between beacon 

node i and j  can be calculated according to the self-

position information and that of beacon node j 

obtained in the first phase. The actual distance 

between i and j can be estimate by formula (7): 

= (7) 

 

At the same time the approximate error of hop 

between i,j node can be calculated. Difference 

between estimated distance dest
i,j
 and   the real 

distance drel
i,j

  can be divided to the number of hops 

between them.  hopmodi
i,j

=(dest
i,j
-drel

i,j
)/hopi,j,  wher 

eh hopmodi
i,j
 is the average hop error. 

Finally, the location of boundary nodes is corrected 

by considering the network bounds. 

This is a fact that the estimated location for any 

nodes should be satisfies some conditions, such as  

 

9) 

0) 
 

Where xmin  and xmax are the minimum and 

maximum value of along the x axis in the monitored 

area respectively. So for the x-axis, if x<xmin, 

replace x with xmin, and if x>xmax, replace x with 

xmax. For the y-axis, the same replacement is done.  
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So, the out-of-scope problem has been avoided and 

relative error decreases. 

 

Therefore, we can say that NDV-HOP method has 

advantages over the classic DV-HOP because it uses 

all the distance between node Beacons in the 

network space, in order to find an accurate location 

compared to classic DV-Hop. 

 

 

4. SIMULATION RESULTS 

 

We have used OMNET++ 3.2 to simulate these 

methods. OMNET is an object oriented and event-

driven software based on C++. Implemented model 

is formed by hierarchical modules communicating 

by messages.  

Simulation parameters are: 

- Network size (the number of sensor nodes) 

- The number of anchors. 

- Range of sensor nodes. 

- Range of anchors. 

- Distribution model of sensor nodes 

The network model is set as follows: 

 All the nodes in the network are 

homogenous, and there is no influential 

factor in the communicating procedure with 

one another. 

 All the nodes have the same communication 

radius, success probability of the 

communication and flooding routing 

protocol. 

 100 nodes are randomly distributed in 

different area 

(50*50,100*100,150*150,200*200 ) 

The evaluation parameter is: 

 Localization error: The difference between 

estimated coordinates and real coordinates 

divided by communication radius, which 

can be described as RE=||Ri-Ei||/R .where Ri 

denotes real coordinates, Ei is estimated 

coordinates and R is the communication 

radius. 

4.1. Localization Error Evaluation 

 

At first, we will evaluate the performance of DV-

hop and NDV-hop algorithm performance with 

respect to different area in a uniform model. Then 

we do the same evaluation for normal model. 

Figures 2, 3 and 4 show the localization errors in 

uniform model for anchor nodes of 5, 10 and 20 

when there has been an increase in area. Xmax 

shows the area of network in figures. In the figure 2, 

the localization error for 5 anchors nodes in the area 

of (50*50, 100*100,1

be seen, the localization error in the NDV-HOP is 

much less than DV-HOP although. With an increase 

in the number of anchor nodes, the error is reduced 

in the NDV-HOP and difference between accuracy 

of these two algorithms is more.  For instance; in the 

area of 500*500, the localization errors of NDV-

HOP localization for 10 anchor nodes is 

approximately2.3637 where as in DV-HOP is 

around 11.8243.    

 

Figure 2: Localization error in uniform distribution 

(for 5 anchors) 

 

 

 

Figure 3: Localization error in uniform distribution 

(for 10 anchors) 
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Figure 4: Localization error in uniform distribution 

(for 20 anchors) 

 

Until now, we assume that nodes are distributed in a 

uniform model. Now we study the localization error 

in non-uniform networks. We consider normal 

distribution model because this model is more 

feasible than the others. Figure 5 compares the 

localization error for the case of 20 anchors and 

NDV-Hop algorithm with two different distribution 

models, Uniform and normal. As we can see, 

Localization error in normal distribution is more 

than uniform networks. It means that the 

performance of NDV-Hop method in uniform 

networks is better than other distribution models 

such as normal. 

 

 
 

Figure 5: Localization error of NDV-Hop in normal 

and uniform distribution (for 20 anchors) 

 

5. CONCLUSIONS 

 

Localization is an important challenge in the 

wireless sensor networks. In this paper, we evaluate 

performance of two hop-based range-free methods 

that are more practical in WSN: classic DV-Hop and 

NDV-Hop. Localization error of NDV-hop is less 

than DV-Hop because it uses different error 

correction scheme. In both methods, localization 

error increases with increasing the area, but NDV-

Hop has better accuracy in large-area networks. 

Also we found that accuracy in uniform distribution 

is better than normal distribution. As the result, 

NDV-Hop method has low localization error in 

uniform distribution. For future work, we will 

consider other parameters for performance 

evaluation of these two methods such as energy 

consumption and fault tolerance. 
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Investigating O:MIB-Based Distributed Active Information Model (DAIM) for

Autonomics
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Abstract—Technological innovations in communication
networking, computing applications, and information mod-
eling have played a significant role in managing complex
distributed electronic systems. Autonomic Computing (AC)
is a concept to deal with the over growing complexity of
distributed networks; this term gives systems the ability
of self-management, which mean each component in AC
can adapt itself to changing conditions of the dynamic
environment. In this paper we investigate a new nature-
inspired Distributed Active Information Model (DAIM) to
allow the local decision making process, that will essentially
contribute to complex distributed network environments.
Details of the DAIM structure are also described, which will
hopefully address the schemes of some previous network
management protocols such as Simple Network Manage-
ment Protocol (SNMP), Common Information Model (CIM),
and mechanism like Policy-Based Network Management.
Finally, we will introduce a benchmark networking system
called OpenFlow for applying the DAIM model to enhance
autononmic fuctions.

Index Terms—Distributed Network Management, Infor-
mation Model, Management Information Base, DAIM, Self-
management, Artificial Intelligece.

I. INTRODUCTION

COMPLEX electronic environment refers to a group
of electronic devices connected together (wire or

wireless networks) to share information and resources.
Any network system needs a management protocol which
performs different kinds of tasks such as operation (mon-
itoring the performance of the network and detect any
occurred problem as soon as possible), and maintenance
(fix any occurred problem or in better word, always tries
to keep network perform better). Most of the proposed
network management protocols are based on the Interna-
tional Organization for Standardisation (ISO) definition
for management model. Performance management, Con-
figuration management, Accounting management, Fault
management, and Security management are five charac-
teristics of this definition[1]. Performance management
refers to operation task by means of collecting and
processing important management information. Configu-
ration management refers to monitoring and controlling
the effects of any device on network performance. This
characteristic can be use to search any useful information
when any problem occurs. Accounting management guar-
antees a fair usage of network resources by any user. Fault

Pakawat Pupatwibul, e-mail: pakawat.pupatwibul@uts.edu.au.
Bahram Jozi, e-mail: bahram.jozi@uts.edu.au.
Robin Braun, e-mail: robin.braun@uts.edu.au.

management refers to maintenance task which can detect
the problem, isolate and fix it in the network. Security
management controls the access level of all users to the
resources of the network based on specific policies[2].

In this paper, we introduce the new information model,
Distributed Active Information Model (DAIM) to allow
the local decision making process, that will essentially
contribute to complex distributed network environments.
DAIM offers adaptation algorithms embedded with in-
telligent agents and information objects to be applied to
such complex systems. By adopting the DAIM model
and these adaptation algorithms, managing complex sys-
tems in any distributed network environment can become
autonomous, adaptable, and scalable. This DAIM model
can enhance objects to make their own local decisions
through its active performance, and thus significantly
reduce the workload of centralized decision-maker. In
order to achieve the system’s goal, a large amount of
distributed objects in the DAIM model needs to be highly
integrated.

II. NEEDS FOR NEW PROTOCOL

Advanced technologies have dramatically escalated
over the past few decades, especially distributed networks,
and play a significant role in providing management
services for large and complex networks. Using human
operator as manager is not economical and also error-
prone. Moreover, as the complexity of distributed system
grows over time, an effective computing environment
is needed to ensure good quality of network services
and performance. Currently, large-scale electronic sys-
tems like Wireless Sensor Networks (WSNs) or Bush
fire alarm system are becoming more difficult to man-
age, configure, operate, maintain, and re-structure. It is
important to propose a new OSS (Operations Support
System) management structure to cope with such com-
plex distributed networks (systems). In order to deal
with this problem, IBM introduced the term Autonomic
Computing in 2001, which can create its own strategies
so it is able to constantly adapt itself with dynamic
conditions of environment. Autonomic computing can
also free networks manager from some management tasks
especially low-level tasks, and in the meantime bringing
better system behaviour. In this regard, each Autonomic
Computing System (ACS) should have two main capa-
bilities; adapting itself quickly to dynamic environment,
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and it should have self-x management properties. The
main purpose of the self-x management framework is to
work at a high-level goal driven functions to deal with the
increasing challenges from managing distributed network
environments. It requires important capabilities of (1)
gathering related information, (2) modifying the attributes
of network nodes, and (3) managing its own functions
in order to adapt itself to ever changing environment
of the network, which is defined as network autonomy
[3]. Scholars also believed that in order to establish a
comprehensive Autonomic Communication, the systems
should have a sustainable and maintainable information
model, and have the ability to make local decisions when
collecting information. The main properties proposed by
IBM as the basics of AC are as follows [4]:

1) Self-optimization: system software and hardware
should use resources maximally to provide opti-
mized functioning and performance of communi-
cations, as well as to detect optimal behaviors in
order to improve the systems’ performance.

2) Self-healing: This means that the system should
be able to automatically detects and recover from
potential problem that might occur to the local soft-
ware and hardware for example restarts or reboots
a failed element.

3) Self-protection: This means that the system should
be able to automatically detect and prevent from
any malicious attacks within the network, or take
the resources offline in case of severe threats. This
property also includes the ability to maintain the
systems’ overall security.

4) Self-configuration: This means that the system
should be able to automatically adapt to the
ever-changing environment. Moreover, the system
should automate configuration of components and
systems where high-level objectives are defined.

Figure 1. Autonomic Computing tree. [5]

Figure 1. Illustrates the general properties of autonomic
systems. The objectives describe the broad system re-
quirements, whereas the attributes identify the primary
implementation mechanisms. In order to meet these objec-
tives, the network system must be aware of its actual state
(self-awareness) and the current external operating flows
(environment-aware). If the conditions change, it will be
detected via self-monitoring and adaptations are made
consequently (self-adapting). In addition, this means that
the network environment has some knowledge of its
available resources, its components, its on-going status,
and the status of communications with other systems[6].

In the autonomic research field, key researchers have
defined many different attributes and properties for ACs.
Each of the self-x literature on ACs is mainly categorised
base on the working areas of the self-x functions itself.
Since 2001, the list of self-x properties has grown dra-
matically. Currently, self-x framework includes functions
such as self-definition, self-organisation, self-adjustment,
self-monitoring, self-regulating and so on. For exam-
ple, “Sabio” a program which classifies large number
of documents automatically apply self-organisation and
self-awareness [7]. IBM and other independent research
centres have been recently proposed a model to measure
the degree of these autonomic systems. Examples of dis-
tributed systems and applications of distributed computing
include the following:

• Telecommunication networks.
• Telephone and cellular networks.
• Internet and other computer networks.
• Wireless sensor networks.
• Network applications.
• Peer-to-peer networks.
• Massively multiplayer online games and virtual re-

ality communities. Assuming every player a node,
autonomous computing can be mostly used in con-
trolling interactions between these nodes.

• Real-time process control
• Industrial control systems. Assuming a industrial

system as a autonomous system consisting of many
sensors, control system, and actuators (e.g. robots),
each actuator can be assumed as a node which can
decide for itself in a way that the whole system reach
a specific goal.

• Robots’ control systems. Just like an industrial sys-
tem, one can assume a robot as a system reaching a
specific goal consisting of many nodes.

• Aircraft or train control systems. Assuming each
train or airplane a node which can decide for itself,
so trafficking control centre or network manager can
be freed from so many tasks.

III. DISTRIBUTED ACTIVE INFORMATION MODEL
(DAIM)

In this section we will focus on active O:MIB, which
is one of the main parts of the DAIM Model. An
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object-oriented Management Information Base (O:MIB)
is considered as a theoretical framework with the hope
to replace the traditional Management Information Base
(MIB), whereas hybrid O:XML is proposed as a practical
way to implement O:MIB, and can be implemented with
platform-independent JAVA agents (e.g. Jade and JadeX).
However, the details of O:XML will not be mentioned in
this paper.

DAIM model can be applied with distributed commu-
nication networks to enable autonomic functions. One of
the most significant barriers when dealing with large-scale
and complex distributed systems is insufficient centralized
service management. Because the development of agent-
based in the field of distributed artificial intelligent (DAI)
has grown rapidly, autonomous decentralized systems
(ADSs) and multi-agent technology are by far the best
solution for complex network environments. The DAIM
model consists of adaptation algorithms for adapting the
intelligent agents and information objects to be applied
to large-scale distributed electronic systems. The main
purpose of this model is to re-engineer the structure of
network information model, so that the new structure
can effectively cope with the next generation communi-
cation networks. It also aims to redesign the traditional
MIB structure in a way of object-oriented called object-
oriented management information base (O:MIB) is re-
quired to fulfil management services such as configuration
management, topology discovery, activating application
process, and assigning resource process. Furthermore,
O:MIB can play as a part of the distributed information
model to enable autonomic software agents that act as
the network elements (other routers, switches, hosts, etc).
These autonomic agents (AAs) inherit the surrounding
agent’s behavior and also make local decisions based on
the state of the network. The agents of distributed O:MIB
technology will allow the richness of self-organized man-
agement. For example, dynamic software configurations,
service activation, and service discovery. Furthermore,
DAIM model is developed specifically with embedded
smart algorithms for distributed elements to improve the
efficiency of local execution abilities.

This O:MIB model is expected to be used in peer-to-
peer networks, mobile technology, and wireless ad-hoc
sensor networks (WASNs) as well as to address other
complex issues. O:MIB adopts the object-oriented princi-
ples to manage the MIB objects. It has multiple distributed
agents that remain in every network component and node,
which functions with its own O:MIB as a way to activate
applications when required. These network components
can also analyse the important data, learning the systems
environment, calculate situations, and perform adapting
capability. Therefore, a full understanding of autonomic
communication will be obtained. Object or element is
the basic information unit of the O:MIB. Each important
element comprises [8]:

• Attributes: It specifies the information values that

represent the characteristics of the managed object
identifiers (OIDs).

• Method behaviours: An action helping to achieve
autonomic communications. This can includes the
self-awareness function in real time and intensive
and spatial data.

• Algorithms: These are the algorithms that will sup-
port a specific network task to be embedded into
O:MIB domains. It also represents a set of predefines
uses of the total available method calls. For example,
humidity of the network environment, temperature
monitoring, and predicting the level of raising alarms
and risks in autonomic communication networks.

• Messages: In a response of the on-demand requests,
local messaging daemon action can invoke messages
in order to obtain general information like network
topology or mapping discovery.

Figure 2, indicates the implementation process of O:MIB
via O:XML. The software agents remain on each node
having O:XML employed to populate the recorded data
to the corresponding agents. In addition, JAVA agents
are also involved because it is platform independent,
and due to other agent development tools are mainly
based on JAVA technology as well. Each agent is defined
from instantiated agents according to their electronic
environment. The O:MIB algorithms are invoked by the
instantiated agents, whereas information values are re-
configured by java-based agents. Ultimately, the agent’s
lifecycle are accomplished while the program is operating.

Figure 2. Self-maintained process. [8]

The overall stages of this approach can be described as
the follows[8]:

1) Observing the current agents on distributed nodes
and noticing the environments.

2) Generating new agents when a new environment
is identified through the adaptation and learning
strategies.

3) Functioning the local O:MIB by invoking the algo-
rithms and methods instructed into the local O:MIB
systems by default.

4) Adapting the node in regard to the awareness of the
system-level objectives.

5) Rap up the agent’s lifecycle until the next round of

9

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



process is ready.
This efficient O:MIB-based DAIM model approach is
introduce to cope with managing autonomic communi-
cations in terms of self-configuring, self-adapting, self-
optimizing, self-learning, self-awareness, and so on. This
new information model scheme can also be applied into
other self-x properties in ACNs. The attributes of each
information object in O:MIB-based DAIM model can be
implemented in one O:XML file. This brings the possi-
bility of embedding DAIM agents into portable commu-
nication devices as well as applying into real networks in
the future such as wireless networks, including WASNs,
MANET, Peer-to-Peer networks, and Mesh networks.

IV. NETWORK MANAGEMENT PROTOCOLS

Some of the important network management proto-
cols are explained in this section. We proposed that the
new DAIM model will outperform these conventional
schemes.

A. SNMP

First protocol for network management was Simple
Network Management Protocol (SNMP) proposed in
1988, which was easy to use and does not need complex
management support, flexible and could be used in most
of the devices. Moreover, it was the first protocol that
was widely accepted and used for a long period of
time. SNMP protocol consists of three parts: managed
devices, agents, and network management system. Agents
are software modules run on each managed device and
can provide the management information of the device
asked by manager through a communication interface
called Management Information Base (MIB which is
database holding important management information in
each device). As this communication is in-band, if any
problem occurs in the network, it is almost impossible to
diagnose and recover the network without using external
device. management information in devices are always
different from MIB so a table called method routines
is defined in SNMP in order to implements the access
mechanism to management information on each device,
another disadvantages of SNMP is the lack of standard
definition of mentioned implementation. There are also
other shortcomings as follows: Completely centralized
and agents have rarely active role, Inferior scalability and
inflexible, Cannot handle the massive increasing size and
complexity of networks[2], [9].

B. NETCONF

The limitation of SNMP has lead to implementing
alternative approaches to manage large-scale and complex
network environment. One of the newly approved network
management protocol proposed by IETF in December
2006 is the Network Configuration Protocol (NETCONF).

It is a document-oriented approach based on XML tech-
nology that aims to address the weaknesses of SNMP,
especially the application in configuration management.
NETCONF protocol is regarded as the next generation
of automated XML-Based network management system.
This is because the communication between the NET-
CONF manager and the agents are formed in a XML
document, and based on XML-encode Remote Procedure
Call (XML-RPC) [10]. Moreover, NETCONF can also
upload and retrieve configuration data of the network de-
vices separately with high-level configuration operations.
In order to assure the security of message transmissions,
NETCONF adopts a transport independent protocol so-
called Simple Object Access Protocol (SOAP) [11]. The
NETCONF protocol brings many great advantages when
compared to SNMP. For example, NETCONF provides
more advanced functionalities, more effective transactions
of complex configuration data, more secure and much
easier to develop new applications than SNMP. Although
NETCONF protocol is better than SNMP in some aspects
for instance in configuration management, but there are
also some important drawbacks associated with this ap-
proach as follows:

• One major issue related to NETCONF is the lack of
support from industries and because of few publica-
tions regarding NETCONF implementation.

• New elements of NETCONF security aspects should
be added, especially in Access Control. For exam-
ple, using an XML-based access control standard,
the eXtended Access Control Markup Language
(XACML) as a good open source support[12].

• Needs new data model and new data modelling
language as it plays a significant role in universality
of NETCONF.

C. CIM

The standard of Common Information Model (CIM)
has developed by DMTF, with the goal to produce an
object-oriented scheme to model the hierarchical data of
the managed IT environment. CIM is a conceptual view
of the managed environment that attempts to unify and
extend the existing traditional management standards such
as SNMP using object-oriented constructs and design[13].
Moreover, CIM can provide a consistent definition and
structure of data by presenting managed elements as a
basic set of objects and relationship between objects. This
standard includes the CIM infrastructure specification and
the CIM schema. In regard to its infrastructure, the man-
aged objects are described as class, and the relationship
between them are represented by associations. In addition,
CIM applies object-oriented concepts of inheritance to
effectively define the common framework of managed ob-
jects and inherited sub-objects [14]. The values of object
orientation techniques from CIM also provide support for
object design with the following capabilities:
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• Classification – High-level and fundamental concepts
are defined when objects are grouped into types
(class), identify common features and characteristics
(properties), relationship (associations), and behavior
(methods).

• Object inheritance – Sub-classing the high-level and
fundamental objects. A sub-class inherits all the in-
formation (properties, associations, methods) defined
for its higher level objects. Sub-classes are created
to manage the same level of detail and complexity
at the same level in the model.

• Ability to show dependencies, component and the
connection or relationship between objects

• Standard inheritable methods – The capability to
identify standard object behavior (methods) and en-
capsulate standard methods with an object’s data Re-
garding the structure of data modelling, CIM scheme
can provide greater representation of information
than SNMP static MIBs. Conventional SNMP MIBs,
on the other hand, have been used in IT industries
for decades ago since the ISO layer model was
introduced. Moreover, SNMP MIBs describe the
information of managed objects from a different
view in contrast with CIM models.

D. Policy-Based Network Management

Policy- based management framework was proposed
by Internet Engineering Task Force (IETF) in 2001
[15]. Applying this method can make a network highly
automated specially in terms of configuration; policies
that are defined by administrator in this method will be
used to configure all of existing or future devices of
the network, and there would be no need for admin to
configure any device itself, as a result the administrator’s
configuration task will be simplified and this task will
be done automatically. There are four elements in this
framework (Figure 3.) as follows:

• Policy repository which is using to save the policies
made by administrator.

• Policy enforcement point which refers to a controlled
device in a network.

• Policy decision point which is a communication
element between enforcement point and repository,
as these two elements can be placed in same or
different devices; previous protocols such as SNMP
can be used to make communication between these
two elements.

• Policy management tool that enable the administrator
to define his desired policies, in this element two
levels of policies were defined, business level which
is based on business needs and also is so close to the
user language (does not include technical terms and
specifications), and technology level policy which is
the interpretation of business terms into a technical
applicable policies for devices.

Figure 3. Four elements of policy based framework. [16]

Policy management tool consists of four basic elements
as follows: user interface which is a tool that adminis-
trator can input its policies in a form of business level,
resource discovery verifies the network topology, policy
transformation logic which is most important section of
this framework which guarantees reliability, suitability
and practicability of the administrator’s policies with a
ability of the network, and finally policy distributor which
distribute the policies to all devices[16].

Despite of so many benefits of this method such
as being automatic and highly user friendly, the main
disadvantage of this method is being centralized, as all
policies are defined by central manager, so by increasing
the complexity of networks, conflictions between policies
will increase, and as a result, the framework performance
will decrease or it will be almost unable to work.

V. OPENFLOW SYSTEM

OpenFlow is a system, developed by Stanford Univer-
sity in 2008, that allows researchers to operate experi-
mental protocols in switches and routers in a uniform
way, without having to expose the vendor’s internal work
of their products. OpenFlow is based on an Ethernet
switch with the goal to encourage networking vendors
to apply OpenFlow features to their product devices for
deployment in university backbone networks and wiring
closets. It also offers researchers to evaluate their ideas
in real world traffic settings. The basic idea of OpenFlow
is providing an open protocol to program the internal
flow-table and standardized interface in different switches
and routers to add and remove flow entries. In addition,
researchers can control a portion and a flow of their local
network by choosing the routes of the packets and also the
processing they retrieve. By doing this, researchers can
run experiments on new networking protocols, security
testing, and addressing schemes without disrupting others
who depend on the production traffic. However, the flow-
tables are controlled by a remote centralized controller via
the Secure Socket Layer (SSL) connection. This notion
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has raised legitimate questions to ask on performance,
scalability, and reliability of a centralized controller[17].

VI. CONCLUSION AND FUTURE WORKS

In this paper, we have described the needs of new net-
work protocol in terms of self-x management properties
and its capabilities to adapt itself with the ever changing
environment. In this regard, an efficient object-oriented
DAIM information model has been proposed with the
hope to overcome the shortcomings of some traditional
network protocols such as SNMP, NETCONF, and CIM.
We also mentioned some of the previous network man-
agement protocols and their advantages and disadvan-
tages. Finally, we introduced a benchmark networking
system called OpenFlow, which enables researchers to test
their protocols in real world networks without disturbing
it. The future work will be employing and extending
functionality of DAIM model into the OpenFlow sys-
tem, focusing specially on self-healing and self-protection
properties, as most of the recent researches focused on
self-configuration property.
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Abstract. Schools always had an essential role in the 

formation of students‟ intellect; however, the constant 

incorporation of knowledge to improve techniques and 

technologies used in the production of goods and 

services has caused a major demand for highly 

qualified professionals and, in order to meet that need, 

the teaching process must understand and adapt to the 

profile of the students. The transcript is the most used 

document to measure the performance of a student. Its 

digital storage combined with data mining 

methodologies can contribute not only to the analysis 

of performances, but also to the identification of 

significant information about student's profiles and 

deficiencies in the structure of a course. This study 

shows an example of the application of data mining 

techniques in transcripts, based on the real Computer 

Sciences course of Universidade Presbiteriana 

Mackenzie, and the use of the open source tool 

WEKA. 

 

Introduction 

 

One of the major challenges encountered by schools in 

several countries, mainly within the academic sphere, 

is to handle the difficulties of students during the 

learning process, which in many cases might result in 

the lack of motivation and even university drop-out.  

In this sense, better understanding the students and 

their characteristics is crucial for the application of 

pedagogical techniques with a specific focus, aiming 

at reaching optimum productivity during the learning 

process. 

 

Since that up to recent times the storage of transcripts 

used to be made on paper and their analysis had to be 

manually processed, a deeper evaluation on these 

documents would be rejected and deemed unfeasible. 

However, the implementation of computer processing 

technology in several branches has been contributing 

to the increasing usage of digital data storage in view 

of the savings on material resources and space, as well 

as the ease of handling allowed by this format, which 

also foments environmental sustainability. 

 

Data mining offers a method to benefit from the 

computer processing efficiency in the analysis of data 

with a view to search for tacit information [6]. 

Through data mining, it is possible to avoid massive 

data exploitation and to use the knowledge acquired 

by the interpretation of ascertained patterns. 

 

The transcript represents a source of information that 

allows depicting not only the individual performance 

characteristics of students, but also their profiles, in 

addition to providing several details about the course 

at issue. Among the several potentials of data mining, 

it is possible to recognize distinct groups of students, 

distinguishing their difficulties and virtues; to evaluate 

academic disciplines that concentrate a greater need 

for efforts aiming at interlinking them; and to set forth 

right at the beginning the academic disciplines in 

which each student, in average, will face greatest 

challenges, as well as to establish secondary areas in 

the course through which the student will have more 

chances of achieving a successful career. 

 

This article provides a practical example of the 

application of two data mining techniques in the 

analysis of transcripts: cluster analysis and 

classification.  For that, there were used an open 

source tool named WEKA and a sample of actual data 

regarding the Computer Sciences course of 

Universidade Presbiteriana Mackenzie. 

 

Knowledge Discovery In Database (KDD) 
 

In the 80‟s, managers of major organizations started to 

be concerned about the volume of stored data and its 

uselessness for their purposes [1]. In tandem, as the 

market became increasingly dynamic and competitive, 

companies had to quickly make strategic decisions, 

even though this could imply potential risks [2]. Given 

this scenario, studies on data exploitation became 

more intense and, in 1989, the term Knowledge 

Discovery in Databases (KDD) was created by [4] 

with reference to the entire process of extraction of 

useful information from large data volumes [4]. Ever 

since, the entire KDD process arouses the interest of 

people both within the academic and the corporate 

spheres. 
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As opposed to data mining itself, KDD is a complex 

methodology with focus on the production of 

consistent and construable knowledge, comprising 

issues such as storage and access, development of 

efficient algorithms, visualization and interpretation of 

results and the way the user is able to interact with 

them [4]. 

 

The definition of KDD as a process composed of 

sequential steps is quite renowned and, in its essence, 

it comes down to the preparation of data, and mining 

and interpretation of the results. 

 

The preparation is an elemental step for the success of 

a KDD project, insomuch that 80% of the efforts for 

understanding the data are focused on its cleansing 

and preparation [7]. There are three subjects that 

provide grounds for the importance of data 

preparation: 

 

 Real world data are impure like noise and 

manifested as errors which, when provided as an 

input to a mining algorithm, tend to spend the 

results acquired from reality, hiding relevant 

patterns or even compromising the credibility of 

ascertained patterns.    

 High performance mining applications require 

quality data.    

 Quality data produce quality patterns. 

 

It is crucial for the representation of the results 

acquired in the search for patterns to be simple and 

construable.  [8] base this need on the fact humans 

have the ability to analyze large amounts of 

information when such information is presented in a 

visually organized manner.  Among the distinct data 

analysis methods, the majority derives from the 

statistics, and the graphic analysis is more specifically 

related to the branch of Exploratory Data Analysis 

(EDA), whose focus is precisely on visualization. 

 

Data mining is the step where artificial intelligence 

concepts are employed to provide resources for 

understanding the information being handled. 

 

Data Mining 
 

Data mining represents the most important step of the 

process of Knowledge Discovery in Database (KDD), 

as in this step the patterns are effectively exploited and 

analyzed.  Once the data have been organized and 

their quality assured, mining is applicable with a view 

to extract their relevant patterns. 

 
Under a simplified perspective, the goals of data 

mining might be resumed as prediction or description.  

When the purpose is prediction, the database is 

analyzed so that unknown values can be found or 

future ones predicted based on previously existing 

data.  The most common examples of predictive 

methods are Classification, Regression and Analysis 

of Time Series, which operate through supervised 

learning techniques.  As to description, the goal is to 

find construable patterns that describe the input data, 

based on classic methods such as Cluster Analysis, 

Discovery of Association Rules and Sequential Pattern 

Analysis, which use non-supervised learning 

techniques [4], [3]. 

 
Classification, as the name suggests, consists basically 

of mapping a log back to existing predefined 

categories.  A powerful but simple classification 

technique consists of building decision trees, which is 

accomplished through a series of questions carefully 

developed and focused on the training set [8]. 

 

When certain classes cannot be previously identified 

in a clear fashion, clusters provide a good alternative 

by identifying items that will naturally group together 

[6]. The analysis of clusters aims at analyzing a set of 

logs and dividing it so that the values of the elements 

within one group are more similar inwardly than as 

compared to other groups [9]. Clusters oftentimes 

indicate tacit data patterns.The WEKA (Waikato 

Environment for Knowledge Analysis) is a widespread 

open source tool that consists in the creation of a 

compilation with machine learning and data pre-

processing algorithms, comprising interfaces for the 

operation of input data, statistical validation of 

learning schemes and visualization tools.  

 

The WEKA environment gathers the most important 

data mining methods: Regression, Classification, 

Cluster Analysis, Association Rules and Attribute 

Selection. 

 

Preparation Of The Data Used 
 

The data used in this research were acquired through 

the General Office of Universidade Presbiteriana 

Mackenzie, São Paulo campus (where information 

secrecy has been ensured due to the fact that a numeric 

indication is used for each student without any 

reference to the records used for the control of their 

academic life). The pieces of information correspond 

to a sample of the historic records of grades and 

absences of Computer Science students, from the 

Computer Systems and Data Processing Faculty, in the 

period between the first semester of 1999 and the 

second semester of 2010. 

 

The records were found in an Excel spreadsheet, in the 

xlsx format, comprising the fields Student, Discipline 

Code, Name of the Academic discipline, Final 

Average, Absences, Year/Semester and Final 

Situation, as shown by Figure 1. The attributes 

Academic discipline Code and Name of the Academic 

discipline represent the discipline to which the grades 

are related, and Year/Semester is the attribute that 

indicates the period in which the student attended the 

classes. The final averages, absences and final 

situation are the target information and the patterns are 

analyzed according to these measures. 
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In addition to the spreadsheet, it was possible to 

acquire the description of the curricula on the page of 

the university and a definition of the theme areas of 

the academic disciplines from the course coordination. 

 

The description of the 1999 curriculum acquired from 

the website of the university is the most complete one, 

comprising code, name, stage and the total, theory and 

laboratory credit hours for each of the academic 

disciplines in the curriculum.   For the 2004 

curriculum, the same information is available, except 

for the code of the academic disciplines, which could 

be acquired through the Informative Academic 

Terminal (known as TIA).  For the 2009 curriculum, 

the codes of the academic disciplines are also not 

present; however it shows all other attributes and the 

indication of the new academic disciplines regarding 

the previous curriculum.  The most relevant data are 

the code of the academic discipline and the stage, 

through which it is possible to associate a discipline to 

a curriculum and the level that this discipline is taught; 

this information is not available in the original data. 

 
Studente  Dicip.   Discipline Name                       Final  Absence   year          Final 

                 Code                                                      average    %   attended  situation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 1 Part of the data is provided in its original format 

 

The document regarding the theme areas of the 

academic disciplines is based on the 2009 curriculum, 

but since its academic disciplines differ just little as 

compared to the previous one, it is possible to 

generalize it.  The Academic disciplines are arranged 

in Programming, Humanistic and Complementary 

courses, Mathematics, Computer Models and Systems, 

Technology, Software Engineering and Graphics 

Processing.  It is important to remark that an academic 

discipline might be part of more than one theme line, 

such as the Graph Theory.  This content also exposes 

some information relevant for the interpretation of 

results and not for the mining algorithm. 

 

Before the tests, the data went through a cleansing and 

transformation process in which the duplicate lines 

were removed and the uncommon values treated, as 

the case of averages 22.22 and 99.99 attributed to 

certain records.  Furthermore, the data had their format 

changed to a new structure as shown in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 2. Part of the data is provided in its original format 

 

In this new structure, the absences and final situation 

were removed and the averages started to be arranged 

in columns, sorted by academic discipline.  This data 

aggregation was loaded on a Sun MySQL database to 

be more efficiently exploited. 

 

When attempting to run cluster analysis experiments 

with these data, by using WEKA‟s K-Means 

algorithm, it was noted that the field Year/Semester 

rendered the results unsatisfactory. The data were then 

clustered by the field „Student‟ so that each student 

started to have only one data line and the grade of 

each academic discipline started to be the average of 

the acquired grades, where the historic representation 

of the data ceased to exist. For example, the student 

mentioned previously in the green rectangle of Figure 

2, who has attended the course Differential and 

Integral Calculation IV twice, and had averages 1.5 

and 5.5 respectively, starts to have a single record 

comprising the average 3 for this academic discipline. 

This aggregation bears the exploitation of patterns that 

reflect the profile of the students, because each student 

is represented by a single line, which, on the other 

hand, is considered an aspect to be analyzed by the K-

Means algorithm. 
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Tests 
 

As soon as the data were loaded on WEKA it was 

possible to observe certain statistical measures related 

to the data in the new aggregation.  The set comprises 

184 students, but the grades are mostly focused on the 

academic disciplines taught in the beginning of the 

course. 

 

On WEKA‟s Cluster tab, the Simple K-Means 

algorithm has been selected, which offers the classic 

implementation of the K-Means technique, with the 

parameters preserved in their default value. 

 

One of the parameters of the algorithm is the number 

of clusters in which the data must be segmented.  This 

parameter, normally referenced as K, has been altered 

between the values 2 and 10 with a view to find out 

the number of clusters that best suits the data after the 

analysis of the results acquired for each of the K 

values. 

 

When running the algorithm with the K value set to 2, 

an enhanced performance of one of the groups could 

be observed, which is shown as blue dots in Figure 3. 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 3. Part of the data is provided in its original format 

 

Note that cluster 0 integrates most of the dots to the 

right of the horizontal axis of Figure 3, where the 

academic disciplines related to the end of the course 

are located. It can also be observed that, as semesters 

move forward, the students of both clusters show a 

tendency to standardize their performances, which is 

evidenced by the mixture of different colors at the end 

of the horizontal axis.  

 

When the K value is gradually increased, these 

patterns are preserved and, beginning with K equals 5, 

the groups start to present extra peculiarities.  

 

During the analysis in search of 7 clusters, two 

interesting points stood out, one regards the 

difficulties, and the other, the aptitudes.  The students 

with difficulties, arranged in clusters 3 and 6, have 

demonstrated it especially in Mathematics and 

Programming, as shown in Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 4. Results acquired with the analysis of seven 

clusters. 

 

As to aptitude, it is possible to note, for instance, that 

among groups 4, 2 and 1, interpreted as average 

performance, the best performance in instrumental 

English was acquired by clusters 4 and 2. 

 

By replacing the distance function of the K-means 

algorithm from Euclidian to Manhattan, using the 

value 10 as parameter K, the results indicated 

differences that were less uniform and whose 

characteristics were more distinct among the clusters 

(Figure 5). In the average group, cluster 3 shows an 

outstanding difficulty in the academic discipline 

Algorithms and Programming Basics, while the logs 

of cluster 8, interpreted as having difficulties, show its 

aptitude in dealing with the English language. 
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FIGURE 5. Results for the Manhattan distance from the 
analysis of ten clusters. 

 

The instances exported by the analysis of clusters with 

Manhattan distance were used for classification, and 

gained an extra attribute in which the cluster 

associated to the instance is defined.  

 

The instances that belong to clusters 4 and 7 were 

grouped under the label Average1, and cluster 3 was 

renamed to Average2. Clusters 0, 1 and 2 became 

WithAptitude1, WithAptitude2 and WithAptitude3. 

Lastly, cluster 8 was once again labeled 

WithDifficulty.   

 

When running WEKA‟s J48 algorithm, which is an 

implementation of technique C4.5, the tree, which is 

textually shown below, was built: This tree presents a 

classification accuracy of 60%, however most of its 

inaccuracy is found under the labels WithAptitude. 

 

 
 

Although its performance was not quite satisfactory 

for instances of the WithAptitude class, with 83% 

accuracy this tree has defined that Average2 is under 

the academic discipline “Instrumental English <= 6.8” 

and “Ethics and Citizenship I <= 8.1”. Moreover, the 

instances of the class WithDifficulty have been placed 

in the academic discipline “Instrumental English > 

6.8” and “Differential and Integral Calculation  I <= 

6.1”. 

 

Conclusion 
 

This article highlights some data mining processes, 

from data procurement to the use of WECA, and the 

interpretation of patterns acquired through the use of 

algorithms.The test allowed the observation of stages 

such as the preparation of stored data and the 

application of the classification technique. These 

stages might be useful as a foundation for new tests 

and improvements, allowing its application in other 

courses and schools. The acquired results indicate the 

feasibility of data mining in transcripts, stressing that 

several patterns appear quantitatively during the day-

by-day of courses, allowing the application of 

algorithms and the identification of trends, not always 

so evident, regarding the characteristics of the students 

and the courses. The method presented here might 

function as a base to the strategic development of new 

courses, if used as a tool to aid the learning process. 
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ABSTRACT 

The US SMB customer base shows wide variations in buying 

patterns and relationship with HP. There is a need to identify 

the most valuable customers, understand their profile, and 

develop strategies to influence “other” customers. HP is divided 

into 3 major business units – PSG (Personal Systems Group - 

primarily laptops desktops and workstations), IPG (Ink and 

Printing Group – primarily printers/copier and ink) & EB 

(Enterprise Business – primarily servers). Our SMB 

customers primarily purchase from only one or two of the 

business units. The ideal strategy for HP is to encourage 

customers to purchase across our full product portfolio – PSG, 

IPG & EB. The Customer Intelligence (CI) SMB COE team 

discovered that the most valuable customers are those who are 

purchasing from all three lines of business – what we define as 

the ”sweetspot” and has developed a modeling framework using 

data mining and analytical techniques to predict the SMB 

accounts that can be converted to the “sweetspot" with the right 

marketing/sales activities. Recommendations for likely product 

purchase of the “sweetspots” are also identified in this paper. 

 

Keywords:  

Data Mining, Database Marketing, Logistic Regression, Cross – 

sell, Predictive Analytics 

 

INTRODUCTION 

Both proprietary and industry research indicates that there is a 

rising demand for products and services and increased spending 

by the SMB segment providing enough compelling evidence to 

target this segment for future business growth.  

Figure 1 shows the current view of the SMB Customer 

Lifecycle framework: 

 
Figure 1: SMB Customer Lifecycle Framework 

 

Driving retention, acquisition and development simultaneously 

is always a challenge. Looking at retention and development by 

mining the existing base of customers is a fairly easy and cost 

effective method to drive top line growth, especially as new 

customer acquisition typically requires far more resources. 

However, as competition in IT sector becomes more intense, 

both the importance of and challenge in maintaining customer 

loyalty also increases. This challenge is more pronounced for 

small and medium business customers, who typically receive 

limited budget allocations for 1-1 targeted relationship 

programs. Without adequate knowledge on the customer’s 

buying behavior, it then becomes very difficult to provide a 

customized solution for this segment. 

 

In order to drive retention and development, we have used HP’s 

large existing SMB customer base to explore ways to generate 

an increasingly larger share of revenues and product sales rather 

than relying on growth from new customers as was traditionally 

done in the past. The US SMB active existing base consists of 

~358K accounts. These businesses have varying sizes, ranging 

from 10 – 999 employees, and varying IT needs. 

 

CONCEPT OF “SWEETSPOT” 

In order to develop a robust and scalable solution in the area of 

development and retention, we quantified a metric called 

“sweetspot” to gauge the relationship of a business with HP. A 

“sweetspot” is defined as a customer who has purchased 

products from all three business units of HP - EB (Enterprise 

Business – primarily servers), PSG (Personal Systems Group - 

primarily laptops desktops and workstations) and IPG (Ink and 

Printing Group – primarily printers/copier and ink) in the last 5 

years (2006Q3 - 2011Q2). Figure 2 illustrates the profiles of 

these “sweetspot" customers. 
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Figure 2: Profile of “sweetspot” customers (2006Q3 - 2011Q2) 

As depicted in Figure 2, the “sweetspot” accounts comprise of 

17% of the SMB existing customer base, but has generated as 

high as 79% of US SMB revenue in the last 5 years. The 

average revenue generated from the “sweetspot” customers is 

also much higher compared to the other customers. Hence 

conversion of customers (who buy from only 1 or 2 business 

units) into “sweetspots”, can generate a considerable amount of 

incremental revenue.  

Utilizing the concept of “sweetspot”, we helped a specific IPG 

business to improve their relationship with HP through 

increased IPG purchases. We developed a statistical model to 

identify potential “IPG sweetspots”. The IPG business wanted 

to identify and understand the profiles of the accounts, which 

have a high potential of improving their purchase portfolio with 

HP through increased IPG purchases. The idea was to 

understand their IT requirements and accordingly promote the 

right products, at the right time, with the right campaign. This 

would not only keep the business focused and engaged with the 

top customers, but also help the business augment sales by 

grabbing up-sell and cross-sell opportunities. 

 

LITERATURE REVIEW 

The traditional approach to identify the business potential in 

this case would be to profile the non-IPG SMB customers, 

based on their purchase history in terms of time and 

composition of purchase, revenue generated, and typical 

firmographic statistics, in order to understand their key 

characteristics using which marketing strategies can be devised. 

For example the approach utilized by Ron Kahan in “Using 

database marketing techniques to enhance your one-to-one 

marketing initiatives” - this paper describes the RFM Analysis 

framework (recency, frequency, and monetary value) in 

consumer behavioral analysis. “Strategic database marketing” 

by Arthur Middleton Hughes suggests the use of RFM when 

marketing a new or a different product to an already existing 

customer. However this provides a descriptive picture only and 

is not a forward looking approach. 

 

As an enhancement, response models based on look-a-like 

approach are usually employed, which can be used to model the 

behavior of a typical IPG SMB customer, based on the 

assumption that accounts exhibiting a behavior similar to 

current IPG customers are also likely to become IPG customers 

in the future. Traditional segmentation techniques, like CART 

and CHAID, can also be used to create customer segments with 

a high IPG purchase rate. For example, “The use of the new 

ordinal algorithm in CHAID to target profitable segments” by 

Magidson, J suggests the use of CHAID to target pre- 

determined customer segments. However, both CART and 

CHAID are computationally very intensive and hence difficult 

to execute.  

 

The next step after identifying the potential customers is to 

identify the products that they are likely to purchase. In order to 

recommend the next most likely product for any identified 

potential customers Sequential Market Basket Analysis is 

typically used for many businesses.   

 

THE “SWEETSPOT” SOLUTION 

Our solution improvises on the commonly used look-a-like 

response models by looking at converting accounts; we look at 

only those customers who have been buying EB &PSG 

products in the past but converted to “sweetspot” by buying 

IPG products in the last 6 months, and then we look for other 

customers that look similar to these converted customers using 

advanced statistical technique. This ensures that the identified 

IPG prospects have a higher likelihood of conversion when 

targeted with the appropriate marketing campaign. Logistic 

regression also differs from both RFM and CHAID in one 

important way. Logistic regression provides a response 

probability for individual members of the dataset rather than 

creating discreet groups of people as in RFM and CHAID. This 

response probability is important for the present purpose. Each 

person in the dataset will have a different response probability. 

Moreover, the RFM variables are incorporated in the logistic 

model. Use of logistic regression is also more robust and 

accurate, and easy to compute and validate. 

 

In order to recommend the next most likely product for the 

“sweetspots” we have utilized a probabilistic approach instead 

of using the association based Market Basket Analysis. The 

technique is more robust, accurate, and provides a more 

synergistic approach, even though it might get somewhat 

challenging to compute and validate. 
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Our solution uses a three-step approach – 

 (1) Building the Conversion Model to identify key drivers of 

“IPG sweetspot” 

(2) Identifying Likely “IPG Sweetspots” 

(3) Recommend Most Likely IPG Product Purchase  

 

(1) Building the Conversion Model to identify key drivers of 

“sweetspot” 

 

The accounts which have purchased HP non-IPG products from 

only 1 or only 2 of the 3 business units in the observation period 

(2006Q3 – 2010Q4) are taken into consideration for building 

the model. Out of these accounts, the target variable is defined 

as follows:  

“sweetspot” = 1 if the account moves towards a “sweetspot” 

with an IPG purchase in the conversion period of next 6 

months, 0 otherwise.  

 

The conversion rate is approximately 11% for our data. For 

statistical modeling purposes, a 10% random sample of the 

overall 5 years SMB space is used, split into Development 

(70%) and Validation (30%) samples. Variables considered for 

this analysis includes key customer behavioral characteristics 

such as total HP revenue, product portfolio, sophistication of IT 

needs, purchase channel, recency, frequency of purchase, price 

elasticity, click-stream behavior, IT spend, brand preference, 

and firmographics (e.g., D&B data like number of employees 

and industry segment). To ensure that the revenue amount does 

not directly influence “sweetspots”, we created various derived 

variables which were used as predictors in the model. Some of 

these variables are as follows - Percentage of HP revenue from 

top 5 products, Maximum Share of Wallet among the 3 

Business Units Percentage change in HP revenue from 1st to 

5th year. 

 

A stepwise logistic regression model is built on these accounts. 

We started with more than 70 variables at the customer level. 

After multiple iterations of data profiling, data completeness 

check, outlier detection, correlation analysis, and review of 

logistic regression outputs, we ended up with 9 variables which 

best describe the key characteristics that drive customers to 

convert to “sweetspots” with IPG purchases. 

 

The model shows that mid-sized businesses from the financial 

industry are more likely to convert to “sweetspots” with IPG 

purchases. Customers with a long HP relationship and recent 

purchases also show promise of conversion. Other variables 

such as IPG TAM (total addressable market dollar value), PSG 

revenue in the current year, and percentage of EB revenue also 

emerge as important drivers. We classified the drivers into 4 

types depending on their relative impact on the “sweetspots” 

and percent of customers who display the significant 

characteristics. Figure 3 illustrates this classification: 

 

a. Developmental Drivers: Characteristics having high 

influence on “sweetspots” but fewer customers in the SMB 

space having these characteristics. For example, customers from 

the Financial Industry are likely to move to “sweetspots” with 

IPG purchases but only 4% of the non-IPG customers are 

currently from the Financial Industry. 

b. Maintain Drivers: Most important characteristics lie 

in this block with high influence on “sweetspots” and higher 

number of customers in the SMB space having these  

 

Figure 3: A four-quadrant classification of key “IPG-

sweetspot”drivers 

 

characteristics. For example, customers who purchased in the 

last 1 year are likely to move to “sweetspots” with IPG 

purchases and 48% of the non-IPG customers are currently in 

that category. 

c. Low Hanging Drivers: Zone with characteristics 

having moderate influence on “sweetspots” but higher number 

of customers in the SMB space having these characteristics. For 

example, customers who have high revenue from top products 

are moderately likely to move to “sweetspots” with IPG 

purchases but a high percentage of 67% of the non-IPG 

customers are currently in this category. 

d. Neutral Drivers: Low importance zone with 

characteristics having moderate influence on “sweetspots” as 

well as fewer customers in the SMB space having these 

characteristics. For example, customers who have high IPG 

TAM (total addressable market dollar value) are moderately 

likely to move to “sweetspots” with IPG purchases and lower 

percentage of 22% of the non-IPG customers are currently in 

that category. 

 

This classification demonstrates that Maintain Drivers are the 

most important drivers which would drive customers to “IPG 

sweetspots” followed by Developmental and Low - hanging 

drivers. 

 

(2) Identifying Likely “IPG sweetspots” 

 

In the next step, we mapped the significant characteristics of 

potential “IPG sweetspots” onto the entire population to 

identify the potential IPG prospects. In other words, we scored 

the entire existing SMB customer base using the statistical 

model scores for each of the significant drivers through a 

logistic regression equation. We identified a list of 7K 

customers with top scores who are likely to move towards 

“sweetspot” with IPG purchases. A final prioritized list of 

approximately 5.6K was prepared comprising of top medium 

and large accounts, along with their last 3-year revenue figures 

and share of PSG, EB buys was also provided as a quick 

reference for the sales personnel. 
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(3) Recommend Most Likely IPG Purchase  

 

Having identified the likely “IPG sweetspot” prospects which 

the US IPG business could target, the next logical step was to 

recommend which IPG products they are most likely to buy.  

The “Next Most Likely Product (NMLP) Analysis” utilizes a 

conditional probability framework to recommend the top IPG 

products that US SMB customers are likely to buy next, based 

on product purchase history of the entire existing customer 

base.  

To predict the product most likely to be purchased next, we 

considered the Markovian property – given the present, the 

future does not depend on the past. We say a sequence of 

random variables (Xt) is a Markov Chain if for all t, all x0, 

x1,…, xt ,  

  (  +1 =  / 0 =  0,  1 =  1, … . ,    =   ) =   (  +1 =  /   = 

  )…………………………………………………………….(1) 

Based on historical transactions, transition probabilities P (Y|X) 

or pij’s were computed for every combination of (i,j). We built 

2 transition matrices, one for one time buyer (zero order 

Markov Chain) and another for repeat buyers (first order 

Markov Chain). The transition matrix calculates the probability 

that a customer will buy product category (Y) given the 

customer has bought another product category (X) in the past.  

 

According to the analysis, Mono laser printers emerged as the 

top selling next most likely product for PSG and EB buyers. 

Typically, PSG buyers don’t buy supplies (ink/cartridges). Ink 

cross-selling opportunities are identified among EB buyers 

 

VALIDATION 

A pre-campaign validation exercise was undertaken by splitting 

the data into modeling and validation. A number of iterations 

were run on the data, across different time periods, to 

understand the robustness of the model. The model was created 

with an expectation to deliver ~60% correctly predicted 

customers. It also gave a lift of 26% from any randomly chosen 

list of customers. As seen in Figure 4, the top 4 deciles of the 

scored customers capture 64% of the total “sweetspots”  

Figure 4: Lift Curve 

CURRENT STATUS AND NEXT STEPS 

Currently the IPG business is in the process of designing 

campaigns to implement this analytical approach. Targeting the 

right customers with the right products will push customers to 

the “sweetspot” and generate incremental revenue. The 

purchase history of each of these customers was provided as 

added information, for example, first order date, last order date, 

the kind of product purchased and the distribution of spend 

across business units and product categories. Demographic 

details of the industry, size segment, and telephone numbers 

were also added to the targeting list. 

The “sweetspot” model is the first step to providing holistic IT 

solution to our SMB customers. Going forward, we will 

combine this approach with the estimate of the likely time for a 

next purchase, resulting in a complete go-to-market strategy. 

 

CONCLUSION 

We have presented a novel approach in the area of database 

marketing to identify top segment customers by utilizing a more 

evolved response modeling framework. We have used logistic 

regression to show how customers can be converted to a higher 

segment instead of looking at the usual look-a-like kind of a 

response model framework. This is particularly important for 

customer development campaigns (up-selling and cross-

selling). The proposed methodology is simple and can be 

readily applied in any other cross selling activity. We hope that 

this paper will instigate new ideas and open up more research 

avenues in the database marketing industry. 
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ABSTRACT 

This paper introduces novel object shape representation 

using Density Histogram of Feature Points (DHFP). We 

of only those pixels that correspond to points on the 

on  

We count the number of on pixels in a rectangle 

boundary around the centroid, in the event that there are 

 in a rectangle boundary then the value is 

zero and the rectangle boundaries that are outside the grid 

are represented by a dummy number. A similarity 

measure is used to calculate the probability of two image 

objects being similar. Depending on the value of the 

probability then a dissimilar can be calculated. This 

method showed improved retrieval rate due its selective 

way of calculating dissimilarity of object shapes. 

Analytic analysis was done to justify our method, 

experiments were conducted and we tabulated the results. 

Keywords: Density Histogram, Similarity, Dissimilarity, 

Shape representation, and Silhouette images 

1. INTRODUCTION 

With vast collection of digital images on personal, 

institutional computers and on the Internet, the need to 

find a particular image or a collection of images of 

interest has increased tremendously. This has motivated 

the researchers to find efficient, effective and accurate 

algorithm that is domain independent for representation, 

description and retrieval of image(s) of interest. There 

have been many algorithms that have been developed to 

represent, describe and retrieve images using their visual 

features (shape, colour, texture) [5][6][8][10][11]. Visual 

feature representation and/or description play(s) a very 

important role in image classification, recognition and 

retrieval. A successful image representation and 

description is dependent on the following: 

 the selection of suitable image feature(s) to 

encode 

 the quantification of these features [11]. 

Shape representation and description has been dominant 

in research area of image processing because shape is 

considered to be the basis of human visual recognition 

[11]. The shape representation can be classified as Region 

based or Contour based representation.  

The contour based techniques use the boundary of shape 

to describe an object. It is commonly believed that human 

beings can differentiate objects by their boundaries or 

contours [10]. Usually most objects form shapes with 

defined contours, making the use of these techniques 

most appealing. The techniques can generally be applied 

to different application areas with a considerable success. 

The techniques have a low computation complexity as 

compared to region based techniques and they are 

sensitive to noise. Some of the techniques in this group 

are as follows just to mention a few and are well 

described in [6] are: Compactness, Eccentricity, Shape 

signature, Hausdoff Distance, Fourier Descriptors and 

Wavelet Descriptor. 

The region based shape representation uses the boundary 

pixels and the interior pixels of the shape. This group of 

shape representation algorithms are robust to noise, shape 

distortion and they are applicable to generic shapes [1]. 

Some of the techniques in this 
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group in [6] are: Geometric moments, Legendre 

moments, Zernike moments, Generic Fourier Descriptor 

and Object representation by the density of feature points. 

In this paper we propose a novel image representation 

and description technique using Density Histogram of 

Feature Points (DHFP) representation of an image object.  

This method imitates human visualization of image object 

shape and matching similar object shapes.  

2. SHAPE REPRESENTATION BY THE 

ENHANCED DENSITY HISTOGRAM 

OF FEATURE POINTS (EDHFP) 

This method describes the feature points within the 

rectangle boundary in an image grid. Assume we have a 

silhouette object shape segmented by some means such as 

Chan & Vese Active Contour without Edges and let the 

feature points set ),( yxP (intensity function) of the 

object shape be defined as 

nwherenithatsuch

yxpyxP i

.....,2,1

),(),(

 Eq. (1)
 

We find the centroid of the object shape. The following 

formulae will be used to calculate the centroid [4][7]: 
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where 0,01,00,1 ,, mmm  are derived from the silhouette 

moments given by 

x y

ji

ji yxPyxm ),(,      Eq. (4)  

The following theorems will guarantee the uniqueness 

and existence of silhouette moments: 

Uniqueness Theorem 

Assuming that the intensity function ),( yxP  is a piece-

wise 

sequence { jim , } is uniquely determined by the intensity 

function ),( yxP and conversely. 

 

Existence Theorem 

Assuming that the intensity function ),( yxP  is a piece-

moments jim ,  of all orders exist and finite. 

 

Thus for silhouette image ),( yxP , 0,0m  the moment of 

zero order represents the geometrical area of the image 

region and 1,00,1 ,mm moment of first order represents 

the intensity moment about the y-axis and x-axis of the 

image respectively. The centroid ),( cc yx gives the 

geometrical centre of the image region.  

Suppose the size of the grid occupied by the object shape 

is NXN. The vector dimension to represent the density of 

object shape will be N-1. In reality we are going to have a 

vector dimension of N, the last element represents the 

number of vector elements that describe the object shape 

within the grid.  

The centroid calculated by the two formulas above (2) 

and (3) is ),( cc yx .  From the centroid we count the 

number of on  in the rectangle boundaries in steps 

of one successively from the centroid. Some rectangle 

boundaries are incomplete but we count the on  pixels in 

them in the grid. The number of on  pixel in each and 

every rectangle boundary is denoted as mnnn ......,, 21  

where m is the number of rectangle boundaries from the 

centroid. If m is less than N-1 (m < N-1) it means the 

rectangle boundaries fall outside the grid where there is 

no image object. The positions of the vector that fall 

outside the grid, we represent them with dummy number 

for example  an irrational number. In the event that 

there are no on  pixels in a rectangle boundary within 

the grid we put zero.  

Since all the pixels of the image contribute in calculating 

the centroid, it means the deviation of the point is 

minimal. The vector representation of the object shape of 

our method should have all or some of the following: 

 Zeros-indicating no 

complete rectangle boundary within the grid 

 Natural numbers indicati

pixels in partial or complete rectangle boundary 

within the grid 

 Dummy number > 4N or an irrational number 

for rectangle boundary outside the grid  

 Example (Representing an object shape) 

Supposed we have the following object shape features on 

a grid given in table 1. 

0,0 1,0 2,0 3,0 4,0 

0,1 1,1 2,1 3,1 4,1 

0,2 1,2 2,2 3,2 4,2 

0,3 1,3 2,3 3,3 4,3 
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0,4 1,4 2,4 3,4 4,4 

 Figure 1.   Segmented object shape  

The bolded indicate the on  pixels. The size of the grid 

occupied by the object shape is 5X5. It means the vector 

dimension to represent the density of object shape in grid 

will be four (4). The centroid calculated by the two 

formulas above (2) and (3) is (3, 2), the centroid pixel is 

in italics.  The first rectangle boundary is made up of the 

following pixel 

 (2,1), (3,1), (4,1), (4,2), (4,3), (3,3), (2,3), (2,2)   

and there are seven on  pixels that constitute our first 

element of the vector. The vector that represents object 

shape above is   

 ( 7, 7, 1, Pi), using EDHFP  

Since rectangle boundary 4 is outside the grid then a 

dummy number is used, in this case  is the number 

used in EDHFP.  

3. SIMILARITY OF SILHOUETTE 

IMAGES 

Supposed we have two geometrical objects shapes 

defined as 

                
),(),( yxQandyxP  

are called similar if they both have the same shape. The 

objects shapes are made up of pixels 

nandniwhereyxpi .....,2,1),(
 

and 

nandniwhereyxqi .....,2,1),(  respectively 

with intensity value one (1). Uniform scaling is done to 

all our objects shapes therefore in reality we are finding 

objects shapes that are congruent to each other. If the two 

objects shapes are congruent then the distribution of 

pixels and the area are the same in the two objects shapes. 

We also regard that congruent shapes are similar shapes 

with a scale factor of one making similarity of shapes 

more generic terminology to use.  

Similarity is defined [9] as: 

Having two subsets ),(),( yxQandyxP  of Euclidean 

space 
nR  are called similar if  

                
QPf :  

 such that for any two points x and y that belong to P we 

have 

),())(),(( yxrdyfxfd ,  Eq. (5)  

where ),( yxd is the Euclidean distance from x to y. 

),(),( yxQandyxP are called similar if P(x, y) is the 

image of Q(x, y) under such a similarity. In our case r=1 

thus there exist isometry f. The following condition will 

be fulfilled 

0),( QPd                Eq. (6)  

d is invariant under a chosen group of transformations G 

if for all ).,())(),((, QPdQfPfdGf This is 

a requirement for object shape recognition under affine 

transformation [9].  

The acquisition of the image using different camera 

enabled devices and the segmentation technique used 

makes the objects shapes not to be exactly the same 

causing problems in image retrieval. Any small change in 

the object shape causes changes in the similarity distance. 

One point that should not deviate much due to some 

minor distortion in the object shape is the centroid due to 

the fact that every pixel of the object shape contributes in 

calculating it.   

So if ),(),( yxQandyxP are similar then  

 The centroid is approximately the same in 

relation to pixels that make up the object shape 

due to the fact that similar objects shapes have 

the same shape.  

 The area of two objects shapes are 

approximately the same because they are 

mapped in the same grid of NXN.  

The centroid is the point of reference when generating the 

rectangles. It means the number of rectangles in each 

object shape is the same in the grid in the event of objects 

shapes with the same centroid. The distribution of pixels 

in both objects shapes that are similar is the same thus we 

can establish a pattern of number of pixels within each 

and every rectangle generated from the centroid of the 

object shape. Knowing the pattern for ),( yxP then we 

know approximately the pattern for ),( yxQ . Then the 

following hold for similarity of objects shapes 

 Number of pixels ( ),( yxpi ) in ),( yxP is equal to 

number of pixels ( ),( yxqi ) in  ),( yxQ  

 Centroid of ),( yxP
 
in relation to ),( yxpi is also 

the centroid of ),( yxQ in relation to ),( yxqi  

 The number of rectangles generated in ),( yxP is 

also the same number generated in ),( yxQ  

 The number of pixels of the object shape in each 

rectangle in ),( yxP is also the number of pixels in 

each rectangle in  ),( yxQ  
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In measuring the dissimilarity on objects shapes, the 

fundamental concept is to compare corresponding 

rectangles in each object shape to find out the difference 

in the corresponding rectangles. The following 

dissimilarity measurement techniques in [2][3] were 

experimented with in our method 

 familyMinkowskiLp and  

 familyL1 similarity distance measures. 

Dissimilarity Measurement 

We use the Euclidean 2L . When we have two vectors 

representing two object shapes and the vectors are  

ii yandxV 21 V  where i=1, 2,.....n, n   

The dissimilarity between the two object shapes is given 

by [3][2] as:  

n

i

iis yxVVVVd
1

2

22121 )(||,||),( . 

   Eq. (7) 

Applying the Euclidean similarity distance to our method, 

the dummy value is used in calculating the distance and is 

taken as zero. 

 Similarity Measurement 

  
srqp

sp
ss1

        

 Eq. (10)             

Where p = number of rectangles occupied by both objects 

 s = number of rectangles not occupied by both 

objects 

 q = number of rectangles occupied by object 1 

and not by object 2 

 r = number of rectangles occupied by object 2 

and not by object 1 

When 5.01ss then there is a higher probability of the 

two objects to be similar, if not then it is very unlikely for 

the objects to similar to each other.  

Example (Calculating Similarity and 

Dissimilarity) 

Suppose the two object shapes are represented as follows: 

The object shape being queried is 1V   

  EDHFP   

   )pi pi, 4,2, 1 13, (4, 1V   

 
),5,3,15,12,4(2 piV

   

We calculate similarity measure 1ss as follows: 

 p = 4, s = 1, q = 0, r =1 

using the formula above we have  

    833.01ss   

indicating a high probability of similarity between the 

two objects. 

We can now calculate the dissimilarity of the two objects 

using the Euclidean distance formula.

05)32()1514()1213()44( 22222

2s
d  

28
2s

d     

So that is the dissimilarity of the two object shapes. 

4. EXPERIMENTATION 
Our main objective is to find the effectiveness of the 

representation algorithms DHFP in retrieval of image 

objects. We used the Euclidean Dissimilarity in retrieving 

similar image objects after calculating their likelihood of 

being similar. We created image database of shoes image 

shapes. Some of the image objects were not rotated 

lossless at 90, 180 and 270 degrees that means 

degradation of the image object shapes occurred during 

rotation.  The query images were captured using different 

camera enabled devices. The images objects were of 

different dimensions MXN or NXN where M and N 

belong to natural numbers. 

The images that we used were only having one image 

object with a homogeneous background. We then 

segmented the image object shape by a 45X45 grid. All 

images were converted to gray scale images. After 

segmentation the output was a binary image object 

(silhouette). They were then represented using our 

method the novel DHFP.  

We measured the accuracy of our system by calculating 

the recall, the precision and effectiveness. The following 

formulas were used [8]  

 
N

A
recall

           Eq. (11)

 

       
CA

A
precision

                      Eq. (12) 
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 BAN           Eq. (13) 

Where A is the number of relevant image objects 

retrieved, B is the number of relevant image objects not 

retrieved andC is the number of not relevant image 

objects retrieved.   

5. RESULTS 

The results obtain from comparing the two methods are 

as follows: 

Grid size 45X45 

Average Recall % Average Precision % 

20 100 

33 100 

50 100 

67 100 

75 100 

80 100 

100 85 

Table 1: The average precision of the method with the 

grid size of 45X45 

6. SUMMARY AND CONCLUSION 

From our results we can conclude that EDHFP method of 

image object representation was able to retrieve human-

beings perceived similar image object shapes. The 

combination of similarity and dissimilarity measures 

made our system to have a high precision values.    The 

researchers found an efficient, effective and accurate 

algorithm that are domain independent for representation, 

description and retrieval of image(s) of interest.  This was 

deduced from the retrieval results. 
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ABSTRACT 

YouDemo is a technology concept, created by the 
primary author, which allows video viewers to 
rate two metrics of the video at the same time. 
The metrics can be adjusted according to the 
needs of the data collection. This technology can 
be adapted for use in the K-20 classroom and 
anyplace where the effectiveness of a video is 
important for learning or understanding. 
YouDemo’s three main visible interfaces are 
explained. Two data sets using YouDemo were 
collected. One data set is from a K-12 audience 
and the other is from a university audience. Initial 
findings show that use of YouDemo helps guide 
the viewer to focus on certain aspects of the 
video. Additionally, if the viewers are also video 
producers, YouDemo indicates the areas of 
strength and weakness in the original videos. 
These reviewed videos can then be reproduced 
using the feedback from the audience for an 
enhanced new version of the video product. 

Keywords – Computer-Based Training, Web-
Based Training, Internet-Based Teaching, Video, 
Video critique, YouDemo 

INTRODUCTION 

With the ever-increasing use of technology in 
today’s K-20 classrooms, and a new generation of 
teachers who have grown up in the digitally 

connected age, it is only fitting that the training 
and continued education of teachers should 
involve both formal instructional theory and the 
practical usage of technology.   

The authors want to provide K-20 teachers with a 
tool, YouDemo, to assess their skills at creating 
engaging, content-rich online and in-class 
demonstrations and laboratories for their students. 
The focus here is on the use and continuous 
assessment of self-created video demonstrations 
as a method to enhance live classroom 
demonstrations with a particular emphasis on 
student engagement. The goal is to provide a 
mechanism to share and most importantly assess 
online demonstrations. This is accomplished, by 
providing a social-driven tool integrating the 
common YouTube interface, with a novel, 
continuous assessment feedback interface. 

This evaluation product consists of three main 
visible interfaces, two private to the video creator 
(primary author) and a third that is publicly 
available and shared via various social media 
sites. The first interface available to the video’s 
creator allows the posting of both video content 
and desired assessment metrics, while the second 
interface allows the reviewing and analysis of 
assessment data. The third interface, to the public, 
allows for live, continuous assessment of the 
video demo as the video progresses.  
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The technology to critique video during “real 
time” is a vital innovation. YouDemo is an 
important advancement in using videos to 
enhance learning and understanding. As Hodson 
[1] explains, “Any discussion of technological 
literacy inevitably raises important issues relating 
to computer technology.” Computer technology, 
or computer literacy, “extends well beyond the 
acquisition of basic computer skills to encompass 
“…the capacity to evaluate information for 
accuracy, relevance, and appropriateness, and the 
ability to detect implied meaning, bias and vested 
interest.” 

YOUDEMO AT A GLANCE 

 YouDemo allows a teacher, or anyone, to upload 
video(s), select a question(s) they wish to have 
answered about their video, and then share the 
audience assessment with students, peers, 
instructors or even their entire social circle (via 
sites such as Google+, Twitter, and Facebook). 
Those viewing the video, and using YouDemo, 
will be able to provide continuous assessment 
throughout the duration of the video, allowing the 
teacher to gain valuable, authentic feedback data 
on their presentations (e.g. demonstration videos). 
The teacher will be able to view and share the 
aggregation of their assessment results to further 
improve their videos. 

YouDemo is a needed concept since validity and 
reliability in the classroom are important 
assessment aspects. As stated by Mertler [2] 

 Evidence must be continually gathered and 
examined in order to determine the degree 
of validity possessed by decisions. Three 
formal sources of evidence that support 
the existence of validity include content, 
criterion, and construct evidence. Content 
evidence relies on professional judgment; 
whereas, criterion and construct evidence 
rely on statistical analyses. Content 
evidence of validity is the most important 
source of evidence for classroom 
assessments. …As with validity, reliability 

addresses assessment scores and their 
ensuing use. 

YouDemo will allow K-20 teachers a means of 
assessing the validity and reliability of the 
presentations, or videos, that they show to a 
student audience.  

Finally, the showcasing product tool, YouDemo, is 
built upon free and readily available software 
development kits (SDKs) and application 
programming interfaces (APIs), and is itself open 
source allowing future modification and 
improvement. 

BEHIND THE SCREEN WITH YOUDEMO 

As mentioned earlier, YouDemo is an evaluation 
platform that consists of three main visible 
interfaces. Two of the interfaces are private to the 
video creator (or evaluation requestor) and a third 
is publicly available and shared via various social 
media sites using one of the private interfaces.  

Of the two private interfaces, the first (Figure I) 
allows YouTube videos to be registered and 
assigned two custom evaluation metrics. Both 
actions are combined on one simple, unified 
screen allowing interested and potentially novice 
users easy access to YouDemo. After the 
preliminary release of the product all previous 
selected metrics will be catalog and based on 
those results the top metrics will be provided as 
suggestions to future users.  

The YouDemo registration process has been 
streamlined to allow users of any ability 
simplified access. Since YouDemo simply 
references existing YouTube videos, two crucial 
points arise. First, only embeddable videos (a 
YouTube feature) are accessible via YouDemo. 
Secondly, a YouTube video can be associated 
with multiple users, or the same user and multiple 
metric pairs.  Future iterations of YouDemo will 
allow inline searches of videos which fit this 
criterion as well allow direct uploads to YouTube.  
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Figure I: The YouDemo Unified Video and 
User Registration allows quick access to users 
of all abilities. 
 
The second private interface, the Rating 
Dashboard (Figure II), allows access to social 
media distribution of the unique, public, Video 
Rating Request Page and the collected statistics 
data. Currently, the collected statistics exist only 
in a comma separated value (csv) form. This 
common format is easily imported to any 
spreadsheet tool such as Microsoft Excel, 
LibreOffice Calc or Google Docs Spreadsheet. 
Currently, a unique analytics engine is being 
developed to quickly render and display key data 
trends allowing the entire YouDemo experience to 
become self-contained. Based on preliminary 
feedback, the dashboard may evolve to allow 
sharing of collected data between users, e.g. 
between a student and professor, between 
colleagues, or perhaps to the public.  

 

Figure II: The YouDemo Rating Dashboard 
highlights a user’s rating requests along with 
sharing and data download options. 

 

The final, public, interface is the one seen by most 
users. As mentioned before, it is unique every 
video-rating pair. A video “XYZ” with metrics A 
and B uploaded by Alice has a page different than 
those exact parameters uploaded by Bob. 
Similarly, Alice could also upload video “XYZ” 
with metrics A and Z and that page would also be 
unique (and valid). With this in mind, Figure III 
shows an early version of the YouDemo rating 
system in which the two specified metrics are 
rating using the left/right and up/down arrow key 
pairs. Data is collected live and after the video a 
sequence of alignment questions are displayed. 

 

Figure III: An early version of the YouDemo 
Rating Engine showing both metrics and the 
associated YouTube video. 
 
YouDemo utilizes standard back-end web 
technologies to support the three interfaces. The 
standard, freely available, LAMP solution stack is 
used exclusively, providing access to MySQL and 
PHP. We further supplement the existing toolsets 
with the addition of freely available, Open Source, 
graphing package. While outside the scope of this 
paper, we also mention that due to real-time data 
collection, we have optimized our MySQL data 
tables to record approximately 4000 minutes of 
rating data per MB of storage. Considering the 
average target demo video is under 5 minutes this 
allows for 800 ratings of a single video in 1 MB 
of data.  
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THEORETICAL FRAMEWORK 

In using YouDemo we embrace a socio-cultural 
theory as the framework of this research. We look 
to the process of learning while the videos are 
being critiqued, not the product produced (the 
video itself). Socio-cultural theory has grounding 
in the work of Vygotsky[3] and Bandura[4]. 
There is an emphasis on the interaction between 
learners and learning tasks. Since STEM 
education is currently in the spotlight, gaining 
insights into STEM video production and critique 
using a socio-cultural perspective is important. 
Current K-20 work directly impacts youth in low 
socioeconomic conditions. Roth and Lee [5] state 
that “a researcher… does not separate the poverty 
or culture of urban students’ home lives from 
conditions of schooling, consideration of the 
curriculum, problems of learning, or learning to 
teach under difficult settings.” When working 
with urban youth, the socio-cultural perspective 
becomes fundamentally important to use. Wertsch 
[6] also showcases the process of learning through 
all aspects of the relationship between the mind 
and setting. Thus, socio-cultural theory is about 
the “whole scene” of learning, or the process. It is 
not the individual parts in isolation that create the 
scene. Using the “whole scene” approach will 
sharpen our understanding of how STEM videos, 
and their peer and instructor critiques, can impact 
learning and understanding for the K-20 student 
audience. 

METHODOLOGY 

YouDemo was created by the primary author, 
gently shaped by suggestions for use by the 
secondary author, and then used by K-20 students 
as they viewed videos. There were two sets of 
data collected. The first set of data came from 
secondary students in NSF GK-12 Fellows’ 
classrooms near Cincinnati, Ohio. These Fellows 
showed STEM content videos, created by former 
Fellows, and asked the secondary students to 
critique the videos. The second set of data came 
from university students critiquing videos created 
by their peers. The university students were 

studying to become science teachers, and created 
videos for a class project. Both the secondary 
students and the university students used 
YouDemo to critique the videos that they were 
presented. All of the K-20 students were asked 
three questions after using YouDemo. The 
questions were: 1) What specifically do you 
remember about the video you just watched?, 2) 
How did YouDemo affect your viewing of this 
video? 3) How do you think YouDemo could or 
should be used? Using YouDemo required the 
video viewer to press the up/down for one metric 
and right/left for the other metric. Pressing either 
up or right represented “more” and either down or 
left represented “less” of the metric selected. The 
data generated from both metirics, on each video, 
by both groups was captured and stored by 
YouDemo. 

BACKGROUND ON  
NSF GK-12 FELLOWS AND SECONDARY STUDENTS 

To put the contents of this paper in proper 
context, it will be appropriate to first briefly 
describe the background of the Fellows, or 
graduate engineering students, who implemented 
the STEM lessons, and showed the STEM videos 
in secondary classes. These STEM videos were 
entitled “Science in a Minute.” The Fellows were 
prepared to take their engineering content 
expertise into the secondary classrooms. 
Preparation for the Fellows occurred in 
“Instructional Planning,” a formal three credit 
hour course offered by the College of Education. 
The course addressed a wide range of topics: 
STEM achievement standards, lesson and unit 
planning, instructional models of teaching, 
instructional management, the nature of students, 
skills of or connecting with students at a personal 
level, understanding student cultures and 
responding appropriately, and assessment or 
evaluation of student learning and instructional 
efforts. The course was taken by the Fellows 
during the summer before they entered the 
classrooms, but while they were engaged with 
secondary students in an enrichment summer 
academy. When the school year began, the 
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Fellows enrolled in another Education course, 
“Field Practicum,” which was a one credit hour 
course taken in the fall, winter, and spring 
quarters. This course supported Fellows as they 
encountered unfamiliar territory as a teacher upon 
their entry into the secondary schools. Fellows are 
required to focus on important aspects of the 
teaching-learning situation and the culture of the 
school and students as well as their relationships 
with the teachers. These experiences led the 
Fellows to create the “Science in a Minute” 
videos (http://www.eng.uc.edu/step/) for the K-20 
audience. These videos highlight STEM content 
and were critiqued by the secondary students, 
most of whom are urban students, in the Fellows’ 
classes.  

VIDEO REVIEWS FROM SECONDARY STUDENTS 

The secondary students watched the “Science in a 
Minute” videos, which were created by NSF GK-
12 Fellows, and critiqued those videos. Based on 
preliminary findings of the pilot data set (data 
collection will continue through June 2012), the 
secondary students exhibited three characteristics. 
The first characteristic was that the secondary 
students were more likely to push an arrow key 
for a metric when the video changed scenes. The 
second characteristic was that the “more” button 
was used more frequently in the beginning of the 
video and the “less” button was used more 
frequently at the end of the video. The third 
characteristic was that the secondary students 
reported that they “paid more attention” to the 
videos when they had to critique them. 

BACKGROUND ON UNIVERSITY STUDENTS 

The university students were undergraduates and 
graduates obtaining majors in both a pure science 
and science education. As part of their degree 
requirements they took a course on how to teach 
science, called methods. The methods course 
required an assignment to create a video, 
eventually posted to YouTube, that showcased a 
laboratory or demonstration directed at a K-12 
audience. There were specific guidelines that the 

university students were asked to follow. The 
instructor provided guidelines that the video 
should be between 3 and 6 minutes long and 
highlight specific science content. Additionally, 
the video should relate to a real world STEM 
application in an engaging manner. The university 
students were able to recall more specific details 
from the videos, but this finding cannot be 
directly compared to the secondary students. 

VIDEO REVIEWS FROM UNIVERSITY STUDENTS 

The university students watched the peer created 
videos of laboratories and demonstrations. They 
critiqued the videos using YouDemo. Based on 
preliminary findings of the pilot data set (data 
collection will continue through June 2012), the 
university students exhibited two characteristics. 
As with the secondary students, the first 
characteristic was that the university students 
were more likely to push an arrow key for a 
metric when the video changed scenes. The 
second characteristic was that the university 
students reported that used in moderation, 
YouDemo would focus their attention and allow 
them to recall more details of the videos. 

SUCCESSES AND CHALLENGES 

The successes of YouDemo are many. First, it 
was created and worked to assess two metrics of a 
video at the same time. This technology, until 
now, could not be found free to the public. 
Second, a video viewer has a collection of video 
history ratings that can be accessed at any time by 
the user. Third, YouDemo showed promise in 
promoting student focus and learning during 
video sessions. Fourth, it allowed teachers and K-
20 students the opportunity for real time feedback 
that enabled them to revise their videos for more 
impact on the viewer. 

There were several challenges of creating and 
using YouDemo as well. There were technical 
constraints, such as providing a clean, 
professional, polished interface that a novice 
would be comfortable using. Figuring out how to 
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represent the data that was collected is still a 
challenge. Due to real-time data collection, data 
aggregation requires extra background 
computation and analysis. Finally, the age and 
video game experience of the user, impacted the 
ease of pressing up/down and left/right for two 
independent metrics. 

CONCLUSION 

YouDemo is an emerging platform to evaluate 
existing content. The platform has shown promise 
in K-20 settings. Based on the successes 
(mentioned earlier) and the pilot data sets, one set 
from the K-12 audience and one set from the 
university students, we conclude that the use of 
YouDemo can focus viewers on specific video 
content. Students can concentrate on two 
particular metrics, either chosen or provided, 
when using YouDemo. Overall, students believe it 
helped them to recall more details from a video 
viewing than they would be able to recall without 
using YouDemo.  

SUMMARY AND IMPLICATIONS 

The K-20 audience showed an appreciation for the 
metirics in the videos that were being analyzed. 
Based on self reporting, they were able to recall 
more details. Even if future evidence shows that 
students recalling more details are not reliable or 
valid, student beliefs, or their self-efficacy, could 
influence their learning and understanding. In 
other words, just believing that they are learning 
more with YouDemo could create an environment 
for the K-20 audience to increase their content 
knowledge from the videos critiqued. Better 
understanding and increased STEM learning in 
the K-20 audience was the ultimate goal, and 
YouDemo is one technology that can both 
improve video quality and increase student 
learning. A future research direction for this 
technology would be more in depth studies of 
YouDemo use and expansion of YouDemo use 
into other education and business realms.  
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ABSTRACT 

Giving students laboratory exercises that are both 

theoretically challenging and inspiring, while having the 

elements of real-life challenges like sub-optimal models, 

limited processing time and large degree of uncertainty, 

is a challenging task, partly due to the need of adapting 

the level of complexity to the student or group of students 

doing the exercise in order to keep them engaged 

throughout the exercise, and in part due to the 

university’s need to reduce expenses related to the 

administration, supervision, and execution of laboratory 

exercises.. The use of the four rotor helicopter presented 

in this paper allows for the desired adaptation in 

complexity through the type of assignment given to the 

students and the students’ option of choosing between 

different models . The eager student might be tempted by 

the better performing, but more complex models, while 

the struggling student can find satisfaction in stabilising 

the aircraft using the less complex models. The 

laboratory setup presented uses low-cost components, 

which allows for low investment and maintenance costs.  

 

Keywords: DSP, helicopter, multivariable feedback 

control 

 

INTRODUCTION 
 

Over last few decades the four-rotor or quadrotor 

helicopter[1], has been in existence as a full scale vehicle. 

The quadrotor helicopter as a small scale vehicle is also 

used in some universities as a training platform for 

students, in particular master and PhD students. The use 

of a quadrotor helicopter as a small vehicle is an 

attractive approach for several reasons: The low cost of 

the building materials, high reliability, and the use of a 

simple mechanical construction that is easy to 

continuously alter and adjust to fit the specific needs of 

the user. The low cost stems from the use of low cost 

components, such as simple standard available 

mechanical parts, standard power converters used in 

hobby R/C devices, low cost processors, and simple 

motors without gears. The latter part also introduces high 

reliability in the sense that there are few moving parts 

which introduces wear and tear on the device. This is in 

stark contrast to the standard helicopter, with a main rotor 

and a tail rotor. A standard helicopter has a highly 

complex mechanical system to interconnect the rotors. A 

quadrotor helicopter uses highly complex control 

structures to control the speed of the four rotors 

independently in order to give the aircraft balance and 

controlled movement. This control structures are 

implemented in digital hardware giving added reliability 

and the reduced cost.  

 

The implementation of the control structure and 

algorithms is even today an unresolved matter, making it 

a research topic of several institutions [2-5]. Sub-optimal 

solutions to this problem do exist, and today’s 

implementations of the four-rotor helicopter use a 

simplified model [6] which is possible to balance out 

using the known control theory and the processing power 

available in the aircraft. The processing power is limited 

first and foremost by the power consumption, as the 

power consumed in the processor(s) will effectively limit 

the flying time of the aircraft. Low power DSPs can have 

a power consumption around 1W [7], but the processing 

power is then limited and only allows for simple models 

and low order controllers. Medium power DSPs have 
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more processing power, but power consumption is then 

increased both in the DSP itself and in the external 

memory banks which needs to be introduced [8]. This 

may also require cooling fans. For very complex models 

and controllers, several DSPs is necessary to handle the 

amount of data processing and gives an unrealistic 

solution in terms of both power consumption and size. 

Cost is normally not a limiting factor in this context.  

 

The known control algorithms for the four-rotor 

helicopter are simple enough to make a realistic 

implementation in an advanced control module of an 

engineering bachelor degree[9]. The laboratory 

installation is a low cost device, affordable for many 

institutions, and the maintenance cost (as students tend to 

break things they use) will also be low due to low 

component cost and simple mechanical construction. It is 

with such a setup possible to give the students all the 

different challenges associated with this type of control 

problem: limited knowledge of the true models of the 

system that are to be controlled, limited time and 

processing power to run the control loop algorithm, and 

the student’s limited experience with problem solving of 

this type. When students starts working on problems for 

which they have limited experience with, it affects their 

ability to reach a working solution, and any solution is 

greatly affected by choices made in early stages of the 

controller synthesis. When success fail to come after 

completing an iteration, it is not always immediately 

obvious that an earlier bad choice might be the main 

reason for the control system failing. It is then important 

for the tutor to intervene and set the students on the right 

track. This may involve everything from simple steps like 

tuning parameters, to the need to change the control 

structure or even designing a completely new model. The 

students need to understand that each iteration actually 

must contain an evaluation and assessment of the model 

and a potential redesign. These types of challenges are 

typical for control system development for the not-so-

many-years-of-experience engineer, and are therefore in 

the authors’ opinion an important lesson to experience for 

the students. 

 

At the authors’ institution, the final year bachelor 

students in electrical engineering complete a module in 

multivariable control theory. The learning objectives of  

the exercise is that  the students are be able to set up 

models of basic multivariable processes, set up different 

controller structures and find the controller parameters 

for the same processes, and find the properties of the 

combined systems consisting of process, perturbation 

block and controller regarding both nominal and robust 

stability and performance. Doing this on a theoretical 

basis by simulations will give the students only parts of 

the real-life physical challenges multivariable control in 

the presence of uncertainties poses to engineers. Thus, 

there is a definite need for a hands-on physical laboratory 

for the students to work on. It is also desired that this 

laboratory also should give the students experience in the 

previously mentioned challenges:  

• How limited knowledge of the true models of the 

system poses a challenge as to how to model the 

uncertainty covering for both the neglected dy-

namics and the unknown dynamics, which are 

both represented in some way by perturbations of 

the nominal system. Failure to cover all possible 

perturbations from the nominal model might cause 

the system to be unstable for a set of states. And 

the understanding that this is clearly not desirable 

and why.  

• How limited time and processing power will 

effectively limit the number of calculations or 

processor cycles that can be used to calculate the 

next command signal. How a control loop is 

typically performed by using a timed signal to do 

measurements of the process output at fixed 

periodic intervals. Then how to do calculations 

based on measurements and previous controller 

states and then sending the command signal to the 

actuators to “push” the process in the desired 

direction. In order for the controller to be able to 

stabilise the process, the control loop has to be run 

at a specific rate, giving the sampling rate of the 

system. When the speed of the processor is limited 

(as it always will be), this gives the limit on the 

combination of sampling rate and number of 

calculations done in the control loop. The students 

should be able to maximise the utilisation of this 

limit but still keep within the limit. 

• The knowledge of the students varies, and each 

student have to decide at what level the controller 

design should be laid, so that the control problem 

can be solved within the given time period set 

aside for completing the laboratory work within 

the module.  

 

When the students start on this module, they 

have theoretical as well as practical skills in a 

 
Figure 1: Basic design of the helicopter 
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number of areas from previous completed modules. 

The prerequisite knowledge needed for mastering 

this module is: 

• Mathematics with linear system theory where they 

are supposed to develop basic mathematical 

models for physical systems and processes, mainly 

limited to amplification, time delay, 1
st
, and 2

nd
 

order linear, time invariant systems. This part also 

includes mathematical tools such as complex 

numbers.  

• Control theory for single input - single output 

(SISO) systems. These modules cover the standard 

feedback and feed forward control loop with both 

continuous and discreet controllers, as well as 

stability and performance analysis.   

• Basic programming of microcontrollers in C, with 

emphasis on the control of peripheral units and 

other basic tasks.  

 

The purpose of the module for which the exercise 

program is described in this article, is to further extend 

this knowledge and skills to master the control of 

multivariable processes. The learning objectives of the 

module are [10]: 

• Weighted sensitivity for SISO systems. 

• Linear system theory: Coprime factorization, State 

controllability and observability, Stability, Zeros, 

Internal stability, Nyquist stability, Norms. H2-

norm, H-infinity-norm, Hankel norm. 

• Limitations on performance in SISO and multiple 

input multiple output (MIMO) systems. 

• Uncertainty and robustness for SISO systems. 

• Robust stability and performance analysis 

• Controller design and controller structure design, 

including LQG and H-infinity methods 

LABORATORY EXERCISE 

 

The purpose of the laboratory exercise is to aid 

theoretical understanding by creating a link between the 

theoretical part and the physical world that is to be 

controlled, and to develop practical skills needed to 

perform the task of creating a control system. Thus, the 

laboratory exercise includes the creation of mathematical 

models for the process to be controlled, synthesis of a 

controller, simulations and uncertainty analysis to verify 

the controller operations on the model and all of its 

perturbations, discretisation and application of the 

controller on the physical system for a final verification 

that the controller actually is apt for controlling the 

physical system. After the final operation, it is usually 

necessary to tune the parameters of the controller in order 

to optimise the performance and stability properties.  

 

The aircraft used in the laboratory exercise consists 

of a stiff frame with four arms perpendicular to each 

other for mounting of the motors driving the propellers. 

The power source is a high-capacity, lightweight battery 

pack, with low loss voltage converters to supply the 

microcontrollers/DSP processors, and power converters 

for controlling the speed of the motors. There is an option 

for several processors in the aircraft, each with a specific 

list of tasks. The main processor has significantly more 

processing power than the others, and is used for running 

the control loop algorithms. The other processors can be 

set aside to do other tasks not running in the main 

processor, such as communication, sensor interfacing, 

simple signal processing, and housekeeping in general. 

Some of these are mandatory, while the presence of 

others is up to the students to decide on.  

 

The helicopter is given ready assembled to the 

students in order for them to have their full focus on 

development of the control algorithms. Which choices are 

then presented for the students? In the aircraft given to 

the students, the main processor will be a digital signal 

processor (DSP) [11], as the processing power needed to 

stabilise the aircraft is considered too much for a normal 

microcontroller. Installed is also a battery pack with fixed 

capacity, normal housekeeping circuits for power 

supervision, security, charging, and receiver for the 

remote control. The sensors available to the students are a 

solid state gyro and an accelerometer. The readings from 

these sensors are not very accurate and filtering through a 

Kalman filter/observer is highly recommended. This filter 

will have to be integrated within the control loop, and it is 

therefore natural to run the filter algorithm in the main 

processor. The helicopter can receive radio signals from a 

normal remote control for model aircrafts. In order for the 

helicopter to be controlled by a user via the remote 

control, whenever the receiver mounted in the aircraft 

receives control signal this must be read by the main 

processor or possibly buffered by any other 

microcontroller the students decide to put into the 

aircraft.  

 

The helicopter and the motors must also be mod-

elled by the students, and the choice of model will highly 

influence how well the control system will perform, or 

even if it is possible to synthesise a controller for the 

process model. The full model itself is not challenging to 

achieve, the main challenge lies in the highly non-linear 

characteristics of the model [12]. The mathematical tools 

for verification of controllers for non-linear models are 

limited, and hence the ability to develop stabile, robust 

controllers is likewise limited. In this context, the full 

helicopter model has to be reduced [13] to a sub-model 

for which the mathematical tools exist. This model 

reduction is one of the main issues of the laboratory 

exercise, and is left for the students to handle.  
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When a suitable simplified model is found, the 

controller has to be synthesised and discretisised so that it 

can be programmed as part of the software running in the 

main processor of the aircraft. As part of the controller 

discretisation, a specific sampling rate for the control 

loop is chosen. The first limiting factor is that a low 

sampling rate means that the command signal is updated 

too slowly to counteract unstable, low or mid frequency 

dynamics of the aircraft. So the sampling rate has to be 

fast enough. As a consequence of the limits set on the 

sampling frequency the limited processing power 

effectively dictates how many processor cycles that are 

available to calculate the next command signal to the 

motors. Due to the requirement for low power 

consumption, the DSP [11] in the aircraft has limited 

operating frequency. However the processor included has 

floating point capabilities. The processing limitations has 

the impact that the students will have to write efficient 

code, based on models that are optimal in the crossing 

point between model complexity and processing time of 

the controller for that specific model. This challenge is 

further complicated by the other limiting factors: limited 

knowledge of creating controllers for non-linear models, 

and the limited knowledge and skills the student or 

student group exhibit.  

 

An average student group is expected to implement 

a controller which is able to stabilise the aircraft in the 

presence of small, possibly ramped changes in reference. 

For better performing groups, large, rapid steps are 

necessary to handle while keeping the aircraft stable, and 

also requirements on performance in the presence of 

model deviations may be set for the control system. For 

student groups with achievements below average, the 

aircraft must be possible to stabilise using the remote 

control for the aircraft.  

 

LABORATORY TRIALS 

 

The four-rotor helicopter model has been tried by a 

student group of 6 students in their final year project 

where the task given was to develop control algorithms to 

stabilize the helicopter so that is possible for a person 

with just basic training to fly the helicopter. The 

assignment included design and construction of the 

hardware, which is not a part of the assignment that will 

be given to future students within the multivariable 

control theory module. The main reason is that the 

hardware construction would take up to much time and 

that hardware construction is not a part of the learning 

objectives in the module. The project group managed to 

synthesise and tune a fairly good controller for the 

aircraft, meaning that the aircraft as difficult to control, 

but manageable. The students were considered to be 

above average in theoretical understanding and skills. 

When extracting the time resources spent on modelling 

the aircraft and the design of the control system, the 

students in the project group used on average less than 

100 hours each, but stated that more hours spent on the 

design of the controller structure and tuning of 

parameters would likely result in a better performing 

 

Figure 2: Flight dynamics for the model developed by the student group 
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aircraft. The students were not specifically prepared for 

this task, and were distracted in the project period by 

other side-activities such as group administration; 

meaning that 100 hours per person for a 3 person group is 

deemed sufficient for the laboratory exercise is more 

focused on the specific tasks.  

 

In a 10 ECTS module, a student is expected to put a 

total of about 300 hours effort, including lectures, 

exercises, self-study, laboratory work preparing for exam 

and exam. It is the authors’ plan that in this module in 

multivariable control theory a student would typically 

spend 60-70 hours on lectures and exercises, and equally 

much on self-study. Adding the exam preparation and 

exam, this leaves between 130 and 150 hours for the 

laboratory exercise project. An average student would 

then typically need more hours to complete the project at 

an acceptable level then did the student group in the trial. 

It is the authors’ opinion that the laboratory is within the 

student’s ability if groups are formed with about 3 

students in each. In order to give all students a feeling of 

satisfaction the assignment will be divided into different 

levels, where the first assignment would be to stabilise 

the aircraft around one axis at a time, before moving on 

to the multivariable problem. This will allow the students 

to gradually approach the multivariable problem, while 

acquiring an intuitive understanding of the behaviour of 

the aircraft in relation to the models developed.  

 

Figure 2 shows the Simulink diagram of the flight 

dynamics as developed by the student group doing the 

trial case with the four rotor helicopter. For controlling 

the process, the student group decided mainly to use a set 

of PI/PID controllers with decoupling, or decentralised 

control.  

 

CONCLUSION 

In this paper a laboratory exercise setup allowing for 

hands-on training for students in multivariable feedback 

control has been presented. Using the four-rotor 

helicopter, the exercise can be adapted to be challenging 

enough for any student by letting the students develop 

models on their own, in search of a better performing 

control loop, while at the same time the less skilled 

students might fall back on simpler and well  known 

models in order to stabilise the aircraft. The exercise can 

be done evolutionary, in the sense that the students are 

given basic tasks at the start, like parameter tuning, 

before engaging in more complex elements of the control 

system design. In this way the students can be given tasks 

that are manageable at their own level, and the exercise 

setup is therefore adaptable to each student’s needs and 

level of skills.  

 

The laboratory has also been shown to give students 

challenges similar to what they might experience in their 

career as control engineers, like model errors, parameter 

uncertainty and limited processing time and power for the 

control loop. Another important aspect is how students 

handle their own limited experience with regard to the 

handling of unsuccessful control loop implementation 

and the strategies for solving these  issues, e.g. the 

decision between of more parameter tuning or redesign of 

the controller or model.  

 

The laboratory setup follows the syllabus of a 

control-theory module, and the steps necessary to 

complete the exercise are described with an estimate of 

130 and 150 hours needed to complete the assignment. 

The test of the laboratory setup with a group of students 

seems to confirm the estimates given.   

 

In addition to the shown advantages in learning 

outcome and engagement for the students of the 

described setup, the complete system is created with the 

use of low cost components making this setup an 

attractive alternative for institutions in need of training 

students in multivariable control theory.  
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ABSTRACT

We develop a simple and general approach to
study long term behavior of deterministic sys-
tems that switch regimes and have dwell times of
variable length. We investigate the results of all
possible as well as restricted, and/or controlled,
switchings. To analyze all these situations, we
introduce the notions of variable time step dy-
namics with choice and variable time step iterated
function systems. We establish general sufficient
conditions for the existence of global compact at-
tractors of such systems and describe how they
are related.

Keywords
Global Attractors, Dynamical Systems, Control,
Dwell Time, and Iterated functions system.

1. INTRODUCTION

We are interested in time evolution of systems
that can and do switch their modes (regimes) of
operation at discrete moments of time. The in-
tervals between switching may, in general, vary.
The number of modes (regimes) may be finite or
infinite. Such systems are very common in life. In
control theory the systems we talk about are often
called hybrid, see [5, 6]. The switching times and
the switching of the regimes may be deterministic
or random. Here we will discuss the deterministic
case only. A few examples may be helpful.

The first example is a switched system, i.e., a spe-
cial case of a hybrid system governed by a finite
set of systems of ordinary differential equations,

ẋ = fw(j)(x) on the interval [tj , tj+1), (1)

where t0 < t1 < . . . are the switching times,
and each fw(j) is taken from a finite set of

functions {f0, . . . , fN−1}. Here w(·) is a regime
switching function, it maps the non-negative in-
tegers into the label set of the available regimes,
{0, 1, . . . , N −1}. Denote the states at the regime
switching times by xj = x(tj) and the time in-
tervals between the switching (dwell time) by
h(j) = tj+1−tj . We can write the transition from

xj to xj+1 symbolically as xj+1 = S
h(j)
w(j)(xj). Here

S
h(j)
w(j) is a transformation that solves system (1),

i.e., for every y, S
h(j)
w(j)(y) is the solution x(t) of

the system ẋ = fw(j)(x) with the initial condition
x(0) = y, evaluated at time t = h(j).

The second example is a discrete version of (1),

xj+1 = xj + h(j) fc(j)(xj) , (2)

where h(j) is a variable, in general, time step. (In
fact, (2) does not have to be related to (1) and
could have a totally independent origin.) Again,
we can write the transformation from the state xj

to the next state, xj+1, as xj+1 = S
h(j)
w(j)(xj), but

now S
h(j)
w(j) is given explicitly by the right hand side

of (2). In both examples, x takes on values in some
region of a finite dimensional space Rd. However,
it is not hard to come up with meaningful ex-
amples of infinite dimensional systems with con-
tinuous or discrete time where parameters switch
during the evolution.

The switching times and the regime switching
function can be given in advance, or can be gen-
erated step-by-step depending on external or in-
ternal information. In the latter case, h(j + 1)
and w(j + 1) may depend on the state xj , on the
regime w(j), or even on xj−1, w(j − 1), etc. The
rule generating h(j+1) and w(j+1) can be viewed
as a control law.

In the present report we address the long term
behavior of systems of the type just described. In
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particular, we are interested whether or not a sys-
tem possesses global attractor. A global attractor
is a compact subset of the state space that attracts
all bounded sets (and not just individual points).
This is an important notion because in practice
the states of the system are known only approx-
imately. If the global attractor consists of one
point, this point (state) is automatically asymp-
totically stable. The global attractors of nonlinear
dissipative systems may have a very complicated
geometry (as, e.g., the Lorenz attractor).

There is a large literature on asymptotic stability
(of one state, the origin, x = 0) of both linear
and nonlinear switched systems, see e.g. [17, 19]
and references there. Outside of engineering ap-
plications, we should mention an interesting paper
[18] on using switching controls in epidemic mod-
els. A number of papers are devoted to attractors
of switched systems, mostly of the form (1) in the
finite-dimensional setting, see e.g. [7, 8, 14].

In [11, 12, 22] we developed a simple and general
approach to dynamics of fixed time step switching
systems. We use the term dynamics with choice
because we handle the systems more general than
(1) and (2). In this paper we extend our approach
to deal with variable time step. We give sufficient
conditions for the existence of global compact at-
tractors. One of those conditions may be hard to
check in practice as we show with an example.

2. DYNAMICS WITH CHOICE

Consider a set X (the state space) and a collec-
tion of maps Sτj : X → X. The lower index, j,
indicates the chosen regime. All available regimes
are labeled by the points of some set J . The up-
per index, τ , is interpreted as the dwell time. The
values of τ are taken from some interval I = [a, b],
0 < a ≤ b. Thus, Sτj (x) is interpreted as the re-
sult of the regime j acting on the state x over the
time period τ . Switching regimes and dwell times
leads to the dynamics

xn+1 = Sτnjn (xn) . (3)

We would like to be able to work with all the
trajectories x0, x1, x2, . . . generated this way with
arbitrary jn ∈ J and τn ∈ I. One can think
of several different mathematical formalizations
of this dynamics. We will use two. Denote by
ΣJ (respectively, ΣI) the space of maps from the
non-negative integers Z≥0 into J (respectively,
I). Sometimes it is convenient to view a map,
w ∈ ΣJ , as a one-sided infinite string (word) of
symbols w(0), w(1), w(2), . . . from J ; we write
w = w(0)w(1)w(2) . . . . Sometimes we refer to w

as a regime switching function. In a similar fash-
ion, h ∈ ΣI can be viewed as h(0)h(1)h(2) . . . ,
and we call h a dwell time function, or a time
step function. The sets ΣJ and ΣI are equipped
with a shift operator, σ, that acts as follows:
σ(w)(n) = w(n+ 1). [In the language of symbolic
dynamics, ΣJ is a full one-sided shift over the al-
phabet J , see [13].] Now, we view equation (3) as
a “non-autonomous system” and apply the well-
known skew-product construction, [20], to obtain
an “autonomous system.”

Definition 1. The variable time step dynamics
with choice on X associated with the maps Sτj , j ∈
J , τ ∈ I, is the discrete time dynamics generated
on the product space X = X × ΣJ × ΣI by the
iterations of the map

S : (x,w, h) 7→ (S
h(0)
w(0)(x), σ(w), σ(h)) . (4)

The second formalization of the deterministic dy-
namics (3) is motivated by iterated function sys-
tems (IFS), [2, 3, 9]. Here one works not with
points of X, but with its subsets. Define the maps
F τ , τ ∈ I, acting on the subsets of X according
to the rule

F τ (A) =
⋃
j∈J

Sτj (A) . (5)

Definition 2. The variable time step iterated
function system on X associated with the maps
Sτj , j ∈ J , τ ∈ I, is the discrete time dynamics

generated on the product space Y = 2X × ΣI by
the iterations of the map

F : (A, h) 7→ (Fh(0)(A), σ(h)) . (6)

This notion of a variable time step iterated func-
tion system seems to be new. In addition, we pro-
pose another useful variant of a variable time step
iterated function system inside the state space.

Definition 3. The variable time step iterated
function system inside X associated with the
maps Sτj , j ∈ J , τ ∈ I, is the discrete time dy-

namics generated on 2X by the iterations of the
map

F : A 7→
⋃
τ∈I

F τ (A) . (7)

3. GLOBAL ATTRACTORS

Consider a discrete time dynamics generated on
a metric space Y by iterations of a map Φ :
Y → Y . The global compact attractor of such
semi-dynamical system is the smallest compact
set A ⊂ Y that attracts all bounded sets. The

41

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



latter means that for every A ⊂ Y of finite diam-
eter, and for any open neighborhood U of A, there
exists N such that Φn(A) ⊂ U for all n ≥ N .

Both definitions in the previous section present
the variable time step dynamics (3) in the form
of a discrete semi-dynamical system. The the-
ory of attractors for continuous time as well as
for discrete semi-dynamical systems is well de-
veloped, see e.g. [16, 21] and a brief account
in [10]. We will apply this theory in our situa-
tion. To this end we first need to outfit the state
space X and the maps Sτj with certain properties.
The following will be our basic assumptions. We
assume that X is a complete metric space with
metric dX , that the set J is a metric compact
with metric dJ , and that each map Sτj is contin-
uous and bounded. Also, we assume that there
is a measure of noncompactness, ψ, so that each
map Sτj is ψ-condensing. Recall that a function

ψ : 2X → [0,+∞] is a measure of noncompactness
on X iff (see [1])

(i) ψ(A) = 0 iff A is relatively compact;

(ii) If A1 ⊂ A2, then ψ(A1) ≤ ψ(A2) ;

(iii) ψ(A1 ∪A2) = max {ψ(A1), ψ(A2)} ;

(iv) There exists a constant c(ψ) > 0 such that

|ψ(A1)− ψ(A2)| ≤ c(ψ) dist(A1, A2),

where dist(A1, A2) is the Hausdorff distance
between A1 and A2.

For example, the Kuratowski measure of noncom-
pactness of a set A (denoted α(A)) is the infimum
of the numbers ε > 0 such that A admits a finite
cover by sets of diameter less than ε.

Recall that a map S : X → X is ψ-condensing
(condensing with respect to ψ) iff ψ(S(A)) ≤
ψ(A) for any bounded A, and ψ(S(A)) < ψ(A)
if ψ(A) > 0 (i.e., if A is not compact). The com-
pact maps X → X are ψ-condensing. Also, in a
Banach space X, any map of the form contraction
+ compact is ψ-condensing for any ψ.

Now we introduce two additional assumptions.
The first assumption is always true if the num-
ber of regimes (the set J ) is finite and all dwell
times are the same.

Assumption 1. For any closed, bounded set A ⊂
X, the maps Sτj , restricted to A, depend uniformly
continuously on j and τ . More precisely, given
a closed, bounded A, for every ε > 0 there exist
δJ > 0 and δI > 0 such that

sup
x∈A

dX(Sτ1j1 (x), Sτ2j2 (x)) ≤ ε

provided dJ (j1, j2) ≤ δJ and |τ1 − τ2| =
dI(τ1, τ2) ≤ δI .

In the second assumption we use the following no-
tation. Given a one-sided infinite string h ∈ ΣI ,
h[n] denotes the finite word made by the first n
symbols in h, i.e., h[n] = h(0)h(1) · · ·h(n − 1),
and ‖h[n]‖ stands for h(0) +h(1) + · · ·+h(n− 1).

Also, we denote by S
h[n]
w[n] the composition

S
h[n]
w[n] = S

h(n−1)
w(n−1) ◦ · · · ◦ S

h(1)
w(1) ◦ S

h(0)
w(0) .

Assumption 2. Assume there is a closed,
bounded set B ⊂ X such that for every bounded
A ⊂ X there exists T (A) > 0 such that

S
h[n]
w[n] (A) ⊂ B, for any word h ∈ ΣI such that

‖h[n]‖ > T (A) and any word w ∈ ΣJ .

This assumption requiring the existence of an ab-
sorbing set is necessary for the existence of a
global attractor.

We are ready to state our main result, but first
make a small adjustment to the definition of the
variable time step iterated function system. We
modify the map F τ in (5) by taking the closure
of the union as follows

F τ (A) =
⋃
j∈J

Sτj (A) . (8)

Similarly, we adjust the map F in (7):

F(A) =
⋃
τ∈I

F τ (A) . (9)

Also, in Definition 2, we replace the space 2X by
the space of all closed nonempty subsets of X,
which we denote by C(X). The Hausdorff distance
furnishes a complete metric to this space, [15].

Theorem 4. Under the above assumptions on X,
J , I, and Sτj , we consider the corresponding vari-
able time step dynamics with choice and iterated
function system.

1. The variable time step dynamics with choice
possesses a global compact attractor. This at-
tractor, A, is a subset of the product space
X×ΣJ ×ΣI , and is invariant under the map
S defined in (4), S(A) = A.

2. The variable time step iterated function sys-
tem possesses a global compact attractor.
This attractor, B, is a subset of the product
space C(X)×ΣI , and is invariant under the
map F defined in (6), F(B) = B.
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3. The variable time step iterated function sys-
tem inside X possesses a global compact at-
tractor. This attractor, K, is a subset of
C(X) and is invariant under the map F .

4. Define the set K ⊂ X as the union of all
the points (which are closed subsets of X) of
the attractor K. This is a compact set. The
attractors A and B are related to the fractal
K in the following sense:

B = K × ΣI , A = K × ΣJ × ΣI . (10)

The proof of this theorem relies on the following
lemma.

Lemma 5. Under the above assumptions, the
maps S, F, and F are condensing with respect to
the appropriate measures of noncompactness on
the spaces X × ΣJ × ΣI , C(X) × ΣI , and C(X)
respectively.

The measures of noncompactness in the lemma
are defined as follows. If Y and Z are two com-
plete metric spaces, with some measures of non-
compactness ψY and ψZ , we construct a measure
of noncompactness on the product space Y ×Z as
follows:

ψY×Z(A) = max{ψY (AY ), ψZ(AZ)},

where AY and AZ are the projections of A ⊂ Y ×
Z on the spaces Y and Z. On the space C(Y ) we
define a measure of noncompactness as follows:

ψC(Y )(N ) = ψY

( ⋃
A∈N

A

)
.

Our approach allows us to easily handle dynam-
ics with restricted choice in the variable time step
setting. By restricted choice we mean that certain
sequences of regime and/or dwell times switches
may be forbidden. Mathematically this means
that the full shift ΣJ may be replaced by a sub-
shift (i.e., closed and shift-invariant subset of ΣJ )
ΛJ . Similarly, ΣI may be replaced by a subshift
ΛI . The Definitions 1 and 2 with these replace-
ments give rise to the variable time step dynam-
ics with restricted choice and restricted iterated
function systems. Theorem 4 does hold for such
systems.

4. CONTROL IN DYNAMICS WITH
CHOICE

Within our general framework of Sec. 2 we see
many opportunities to introduce controls. For
example, depending on you goals, choose a map

u : X × J × I → J × I that will determine the
next regime and the next dwell time based on the
current state, regime, and dwell time. Denoting
the J and I components of u by uJ and uI , we
have

jn+1 = uJ (xn, jn, τn) ,
τn+1 = uI(xn, jn, τn) .

(11)

Note that the system of equations (3) and (11)
defines a discrete time dynamics on the space X×
J × I.

Theorem 6. If the assumptions of Sec. 3 are
satisfied, then for any continuous control map u,
the system governed by equations (3) and (11)
possesses a global compact attractor, M, in X ×
J × I. If (x, j, τ) ∈ M, then, setting x0 = x,
w(0) = j, and h(0) = τ , and defining recursively

xn+1 = S
h(n)
w(n)(xn),

w(n+ 1) = uJ (xn, w(n), h(n)),
h(n+ 1) = uI(xn, w(n), h(n)) ,

we obtain the infinite strings w ∈ ΣJ and h ∈ ΣI .
It turns out that (x,w, h) belongs to the attractor
A of the corresponding variable time step dynam-
ics with choice.

5. EXAMPLE

In this section we give an example of a two-
dimensional switched system that shows that, in
practice, checking Assumption 2 of Sec. 3 may
be quite tricky. We build the example by first
patching a couple of systems of ODEs on the plane
and then transplanting the result to an infinite
cylinder.

The first system is this:

ẋ = − y

x2 + y2
+ x

(
1− x2 − y2

)
ẏ =

x

x2 + y2
+ y

(
1− x2 − y2

) (12)

The origin is its unstable focus and x2 + y2 = 1 is
the stable limit-circle. In the neighborhood of the
origin, we shall glue in two linear systems between
which the switching will occur. Those systems are

ẋ = εx− 4y

ẏ = x+ εy
(13)

ẋ = εx− y

ẏ = 4x+ εy,
(14)

where ε is a positive parameter. This type of
systems is well known in the stability theory of
switched systems, [17]. For each (13) and (14),
the origin is an unstable fixed point, but with the
right switching between (13) and (14) (e.g., us-
ing (13) if xy > 0 and using (14) if xy < 0), the
origin becomes globally asymptotically stable, see
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[4]. Transfer systems (12), (13), and (14) to a
cylinder by changing the coordinates x and y to
s and θ, where x = es cos θ, y = es sin θ. In the
(s, θ) coordinates system (12) reads

ṡ = 1− e2s , θ̇ = e−2s , (15)

system (13) reads

ṡ = ε− 3

2
sin(2θ), θ̇ =

1

2
(5− 3 cos(2θ)), (16)

and system (14) reads

ṡ = ε+
3

2
sin(2θ), θ̇ =

1

2
(5 + 3 cos(2θ)). (17)

The half of the cylinder with s < 0 corresponds to
the interior of the unit circle, and the half with s >
0 - to its exterior. We want system (15) to operate
in the region s ≥ −1 and systems (16) and (17) to
operate where s < −4. This will be achieved by
adding the right sides of (15) with coefficient ζ(s)
to the corresponding right sides of systems (16)
or (17) with coefficient (1− ζ(s)), where ζ(s) is a
smooth, monotone increasing function such that
ζ(s) = 0 for s ≤ −4 and ζ(s) = 1 for s ≥ −1. We
write the resulting systems symbolically as

d

dt

[
s
θ

]
= fw(j)(s, θ) , (18)

where w(j) = 1 corresponds to (16) combined
with (15), and w(j) = 2 corresponds to (17).
Note, that on the cylinder, system (15) and each
of the two systems (18) have the circle s = 0 as the
global compact attractor. However, depending on
the strategy of switching between system number
1 and system number 2 of (18), the attractor may
survive, or there may be no global attractor. To
understand this we only need to understand how
switching works for systems (13) and (14). In-
deed, consider the corresponding switched system

d

dt

[
x
y

]
= ε

[
x
y

]
+Aw(j)

[
x
y

]
(19)

where w(j) = 1 or 2 and

A1 =

[
0 −4
1 0

]
, A2 =

[
0 −1
4 0

]
(20)

We will exhibit an interval [a, b] ⊂ (0,+∞) such
that for any choice of time steps τj from this in-
terval and for any sequence of regime switching
w(j), all trajectories starting not at the origin
go to infinity. This will imply that on the cylin-
der, all trajectories of system (18) starting at the
points with s < 0 (in fact, any disc in this re-
gion) will move in the direction of the circle s = 0.

The trajectories starting at the points with s > 0
will move to the same circle because in the xy-
coordinates s = 0 is the limit-circle of system
(12). Thus, the variable time step system (18)
with J = {1, 2} and I = [a, b] does have a global
attractor. In the setting of Sec. 2, the global at-
tractor of the variable time step dynamics with
choice is A = {s = 0} × ΣJ × ΣI and the fractal
K is the circle s = 0.

Choosing the wrong interval for the time steps will
destroy this picture. Some trajectories of system
(19) will converge to the origin. On the cylinder
this means s → −∞, and there is no global at-
tractor for (18). We will give an example of a bad
interval.

To find a “good” interval, it suffices to find those
τ for which the solutions

eετ eτA1

[
x0
y0

]
and eετ eτA2

[
x0
y0

]
of (13) and (14) are both farther from the origin
than the initial condition [x0, y0]T by some factor.
In other words,

eετ ‖eτA1,2

[
x0
y0

]
‖ ≥ γ ‖

[
x0
y0

]
‖ (21)

for some γ > 1 and all [x0, y0]T on the unit circle.
Just for an example of some “good” interval, we
find that

‖eτA1,2

[
x0
y0

]
‖2 ≥ 1

2
‖
[
x0
y0

]
‖2

when 5/9 < cos(4τ) ≤ 1, and take those τ , which
in addition guarantee that e2ετ/2 ≥ γ2 > 1, for
some γ > 1. If ε = 0.3, we may take τ ∈ I =
[1.326, 1.810].

A different argument is needed to find the “bad”
intervals. Note, that the eigenvalues of the ma-
trices eτAj are e±2τi, and the trajectories cor-
responding to sequences without switching do
not go to the origin. However, both products
eτA1eτA2 and eτA2eτA1 have real, negative eigen-
values, and the largest eigenvalue, λ(τ), is such
that |λ(τ)| < 1, provided τ satisfies | cos(2τ)| <
3/5. Thus, given an ε > 0, we find intervals of τ
such that e2ετ |λ(τ)| < δ < 1, for some δ. Those
intervals are bad. Denote Mτ

1 = e2ετeτA1eτA2

and Mτ
2 = e2ετeτA2eτA1 . We can choose any se-

quence τj from any of the bad intervals and look
at the trajectories [xj+1, yj+1]T = M

τj
w(j)[xj , yj ]

T ,

for any infinite string w of 1’s and 2’s. The dis-
tance from the origin to the consecutive images
of any circle (x0)2 + (y0)2 = r2 will go to 0 expo-
nentially fast (although some points in the images
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will go to infinity). If ε = 0.3, and I = [0.5, 1.06],
the dynamics with choice does not have a global
compact attractor.

6. CONCLUSION

To investigate the long term behavior of deter-
ministic systems that switch regimes at discrete
moments of time and have dwell times of vari-
able length, and to investigate the results of all
possible as well as restricted, and/or controlled,
switchings, we have introduced the notions of a
variable time step dynamics with choice and a
variable time step iterated function system. Using
these notions as a rigorous foundation, we estab-
lish general sufficient conditions for the existence
of global compact attractors of such systems and
describe how they are related. Unlike in the case
of systems without switching, one of the condi-
tions (Assumption 2) may be hard to check in
practice. We give a two-dimensional example that
illustrates this difficulty.
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Abstract 

 

Embedded devices such as mobile phones use NAND 

Flash Memory for cost reduction. Space saving and 

booting time reduction can also be expected by 

compressing program code and storing it in NAND 

Flash Memory. Before Program codes are executed 

essentially it is loaded on main memory. At that point, 

loading time is to be sum of time about compression 

and decompression data read from NAND Flash 

Memory.  

Binary Code means general system data and such 

Binary Code is sometimes loaded on main memory and 

executed or utilized as important data.    

When an embedded device that uses compression 

algorithm reads data from NAND Flash Memory into 

main memory, a compressor is triggered to compress or 

decompress data in reading or writing from or onto 

NAND Flash Memory. 

Using a compressor allows more efficient utilization of 

NAND Flash Memory space, and the booting time will 

be the sum of the time to read in compressed data from 

NAND Flash Memory and the time to decompress 

those data. In conclusion, a more efficient algorithm 

can be used by comparing the time to read original data 

as it is and the sum of time to read in compressed data 

and decompress it. This will allow selecting and using 

an optimized compression algorithm for fast booting 

speed and efficient memory space saving as well. 

Therefore faster compression and decompression speed 

is to be important factor on the embedded device. 

Generally, in case of mobile device, in contrast with 

desk top because of fewer battery capacity, limited 

processor and NAND Flash Memory size saving 

program, it didn't show optimized performance.  

In this paper, we progress our research about lossless 

compression algorithm and present one half improved 

algorithm for decompression speed comparing with 

LZCode suitable for mobile system.  We increased 

compression speed by eliminating the table and 

relational operators utilized by LZCode and replacing 

with an algorithm corresponding to such eliminated 

data. 

  

Key Words: NAND Flash Memory, Compression, 

Decompression, Compressor, Embedded devices. 

Mobile devices 
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ABSTRACT 

 
The global economy which is enhanced through 

changing technologies of all types is 

pressurizing organisations to improve 

productivity of their business processes. 

Competition is forcing organisations to focus 

their energy on “core competencies.” Like many 

industries, the clothing industry is witnessing 

changes in technology, diversification of labour, 

managerial implications while competing on the 

global market. The South African clothing and 

textile industry has the potential to create jobs, 

but this potential has been steadily diminishing 

over the last ten years before 2007 [7]. In this 

context the performance of the clothing industry, 

whether in terms of efficiency, working 

conditions or degree of social protection, is 

unstable. The industry’s ability to generate 

sustainable and productive employment varies 

according to geographical locations. 

 

This paper explores the experiences of 

employees at a clothing manufacturer in South 

Africa through empirical data that was gathered 

through a series of focus group and individual 

interviews and analysed in terms of the idyllic 

relationship between management commitment 

and process improvement implementation in the 

workplace. In the development of these insights, 

the study aims to inform the process of the 

implementation of business process 

improvement particularly for the clothing 

industry in South Africa [1]. 

 

 
Keywords: clothing industry, business process improvement, management commitment 

 

LITERATURE REVIEW 

 

The current economic distress faced by many 

manufacturing companies in South Africa both 

large and small has forced the leadership to 

review business performance and implement 

measures to reduce costs across all levels [4].  

The competency of leaders comes into question 

when a business faces difficult times.  According 

to the findings of a report by [10] assessing the 

management status in South Africa, South 

Africa lacks competent managers.  Nienaber 

[10] concludes that proper and relevant 

education and training is critical in mastering 

“management” both in theory and practice. 

 

According to [2] many companies are in the 

process of radical transformation aimed at 

achieving the ability to respond  

 

simultaneously and efficiently to meet 

heightened customer requirements in quality, 

service, innovation, speed, and price. In a global 

business environment, organisations are seeking 

ways to maintain a competitive edge.  From past 

studies as quoted by [6] it is widely accepted 

that organisations must build an effective 

management strategy by implementing 

managerial skills that embrace improvement 

which produces high quality products or 

services.   

 

Leaders provide the driving force to create the 

values, expectations, goals and the systems in 

order to guide and sustain the pursuit of quality 

excellence in satisfying customer requirements 

and performance improvement. However, 

according to [10], South African managers 

cannot create and maintain competitive 

advantage and therefore neglect customers. 
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According to [8], the problem of poor 

organisational performance is rife in many 

organisations in South Africa. They state that 

this problem is further highlighted by the annual 

research conducted and published by the World 

Economic Forum. The World Competitive 

Reports of 1997, 1998 & 1999 indicate that 

South African business organisations fare 

exceptionally poorly when compared to other 

developed and developing nations.  Furthermore, 

a few of the more disconcerting facts are that the 

capacity of management to identify and 

implement competitive practices falls in the 

bottom 25% for all developed and developing 

nations and South African organisations fall in 

the bottom 10% for productivity when compared 

with other developing nations.  [8] states that 

this situation requires leadership of organisations 

in South Africa particularly to take responsibility 

for developing new management skills and 

applying these skills sensitively to their specific 

workforce situation [13].   

 

LEADERSHIP COMPETENCIES 
 

Leadership competencies can be defined as the 

ability to adapt effective interpersonal 

communication, and good decision-making 

skills in order to be an effective teamplayer [2].  

Leadership competencies are considered 

important for several reasons, including the fact 

that they guide direction, they are measurable, 

and competencies can be learned [2]. 

 

According to [8].  from their study of leadership 

competencies in a manufacturing environment in 

South Africa, they recommended that the main 

focus of SA manufacturing companies should be 

instilling the following competencies; leadership 

with credibility, having a sense of mission and 

purpose, ability to communicate a vision, ability 

to inspire others, emotional intelligence, ability 

to participate fully with people on all levels, 

ability to detect positive qualities in others, and 

the willingness to share responsibility in a 

measure appropriate to those qualities and 

willingness to learn, adapt and grow since 

change is often a step into the unknown. 

 

SURVEY EVIDENCE THROUGH CASE 

STUDY APPLICATION 

 

A qualitative approach using a case study is used 

in the implementation of line balancing 

methodology. This production facility 

manufactures men’s and ladies fashion wear and 

operates in a small town in Kwa-Zulu Natal. 

Currently, approximately 300 people work in the 

plant. The factory opened in 1970 and did not 

implement modern technology due to financial 

constraints. The facility had 16 supervisors and a 

plant manager.  

 

The plant manager agreed to perform a pilot 

project on line balancing to determine its 

effectiveness. The sewing department used to 

the bundle system of manufacture. Work is 

passed to sewing machines in bundles of cut 

pieces. The number of cut parts in the bundle 

may vary according to weight or the complexity 

of operations required, but the principle remains 

the same: the operator unties the bundles, sews 

the cut parts together, re-ties the bundle, 

processes the work ticket and places the bundle 

into a bin or on a transporter system (a U shaped 

manual conveyor).The bundle then goes to 

another machinist who repeats a similar 

sequence; a bundle may be tied and untied 

several times before it completes its lengthy 

journey. Units move from operator to operator 

for completion of the respective operation. The 

bundle production system is a prominent 

production system used in the clothing industry. 

Manufacturers use it as a “buffer feeder” and fail 

to implement process improvement techniques 

to enhance production flow. Bundles of work-in-

progress are found at workstations and sub-

assemblies [3].   

 

Before the year 2000 the production facility was 

accustomed to lot sizes of between 2000 and 

10000 units per order. Currently, there are lot 

sizes of approximately 100 units per order.  The 

garments were not as complex in construction as 

the ones received currently. The factory was 

“flooded” with high lots of work-in-process 

throughout the plant. Employees who were loyal 

and employed for the last 30 years said that the 

environment in which they worked was hostile 

and they did the same operation for several 
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years. It is important to note that there was no 

process improvement methodologies 

implemented at this organisation.  

   

RESULTS AND DISCUSSION 
 

This section contains a qualitative discussion of 

the experiences of the people involved in the 

implementation of line balancing in the 

organisation. Employees felt that management 

commitment and education/training is the most 

important aspect of any initiative in an 

organisation[6].  

 

LEADERSHIP QUALITIES 
 

The workforce of the organisation complained 

that management did not treat them as “assets” 

of the organisation. They claimed that they are 

often treated poorly and management would not 

consider their views on issues. Labour relations 

are considered “sub-standard” as management 

regard workers as another “input” for 

production. Workers mentioned that all 

management is concerned about is production, 

and didn’t care how it is achieved. The portrayal 

of an authoritative management style is common 

in the clothing industry due to its labour 

intensity. But the ability to improve the morale 

through the philosophy of total management 

could have a positive impact on the output 

performance of the industry [12].    

 

The organisation realised the benefits of work-

study principles, but complained that they did 

not have the capacity to apply the process 

improvement principles. The implementation of 

innovative practices with regards to production 

techniques, design and development of 

production, manufacturing processes, supply 

chain management and labour relations should 

enable clothing manufacturers to maintain and 

grow within the industry. The multitude and 

magnitude of challenges facing the SA clothing 

and textile industry are clear from the 

information presented. Both the domestic and 

international markets are demanding and require 

a new operating framework that could assist in 

the survival of the industry. 

 

Management commitment   

 

Any change in the organisation stems from top 

management. Commitment from management 

drives the process of change and nothing can be 

achieved if management does not support the 

initiative. Once management gives their 

approval any change is possible, but employees 

need to understand and support the changes for it 

to be successful. Management realised that in 

order to counteract the competitive pressures of 

the industry they would try out the line 

balancing methodology.  Employees were 

delighted that the plant manager supported the 

initiative and frequently visited to find out how 

they were performing. An employee of the team 

briefly summarized how he felt. 

 

Any project has to have the “blessings” of 

management and the acceptance from employees 

for it to be successful. The managing director of 

the organisation initiated the process of change 

in terms of funding labour for the project. 

Support from management, especially in terms 

of funding is important for a project of this 

nature.   

 

The planning, organising, leading and 

controlling of the project are important as it 

would benefit the organisation over a period of 

time. The clothing industry is in need of radical 

change that would be able to counteract the 

competition faced. Employees were thankful that 

they had commitment and the necessary 

expertise from the management team.   

 

Education and training  

 
A number of training sessions were held with the 

team of employees to provide orientation with 

the objectives of the project. Employees held 

discussions regarding their concerns so that 

everybody understood their role in the project. 

The researcher explained that this was a pilot 

project for the purpose of adding value to the 

organisation and if it did not work, they would 

revert back to the old system.  

 

The organisation invested in training and 

development of employees on an ongoing basis. 

It was mentioned that training of employees in 

the latest developments would enhance 

50

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



employee skills and workers would embrace 

changes in future. Another employee’s 

experiences was that people would be willing to 

change if they knew what the change was all 

about and how it would impact on their work. 

Mention was made that employee involvement 

from the very outset would clear any negativity 

that may be spread through the grapevine within 

the organisation. It was said that management 

discussions behind closed doors regarding 

changes are unhealthy for an organisation. Open 

communication and the building of trust among 

the people are extremely important.   

 

An employee mentioned that learning can only 

take place by change in attitude and behaviour. 

She also mentioned that training makes 

employees aware of what is happening and what 

to expect and it removes barriers between people 

and is also a great motivator for the workforce.  

 

Another employee mentioned that the concept 

would be ineffective and that government 

intervention was the only way that the industry 

could be saved. The researcher interacted with 

the individual and convinced him of the way 

forward. The employee admitted that he was 

sceptical and did not want change, but since 

there was communication with management and 

training of workers, he would “go with the 

flow.” The comments suggest that a project such 

as this needs education, training, communication 

and management support.  

 

Open communication is important in a project. 

The sharing of information between 

management and employees enhances the 

success of the project [5]. It was mentioned that 

the dissemination of too much information and 

the interpretation of the information could cause 

problems within the work environment. The 

“grapevine” misinterprets information and 

employees become despondent. It was 

mentioned that 15 years ago operators were not 

allowed to speak and at present communication 

is encouraged.   

 

An employee mentioned that “this was quite a 

change for them.” It was mentioned that 

approximately 15 years ago the floor manager 

had an elevated office at a centralised point on 

the machine floor where there was a clear view 

of all employees. “Management by walk about” 

(MBWA) had become a prominent feature in the 

clothing industry. It was mentioned that the 

manager should be a part of the team on the 

production floor, know the employees by name 

and understand the problems experienced.  

Much could be achieved if team-work is 

implemented throughout the organisation and all 

employees strive to achieve the mission and 

vision of the organisation. Human assets need to 

be appreciated to enhance their motivational 

level. Working together could “change a 

mountain into a molehill,” mentioned an 

employee. 

 

It was mentioned that employees were often 

ignored and management made all the decisions. 

Issues such as product quality, customer 

expectations, productivity were never disclosed 

to employees. A motivated workforce can 

achieve labour efficiency without the pressure 

from management. It was explained that 

communication among the employees and 

management improved quality of production and 

an empowered employee could definitely add 

value to the organisation, no matter what 

problems were faced. 

 

The implementation process outcome elucidates 

that active employee participation with 

knowledge sharing could improve the 

performance of the organisation. Sharing 

information about the costs that go into 

production and the financial position of the 

organisation makes employees understand the 

importance of “right the first time, every time.” 

With work-study officers involved in the 

process, all work measurement and method 

study evaluations were done with the team that 

shared ideas on methods and ergonomics. With 

the adoption of transparency in all activities 

employees understood their situation and that of 

the organisation.  

 
RECOMMENDATION 

Strategic focus for manufacturing excellence 

 

The objective of this strategy is on the 

improvement of quality production, cost and 

delivery through the application of seven 
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elements. [9] defines “quality as the 

development of customer closeness where the 

workforce understands customer requirements 

and aims to fulfil these requirements. The 

researcher concurs with Ng and Hung and 

considers their approach valuable for the 

development of the strategies applicable to the 

clothing industry. 

 

Management approach 

• Development of an organisational 

culture that practices an open and 

participative management style that 

supports innovation 

• Set achievable goals for the organisation 

and measure against set standards.  

• Understand the production processes 

and capabilities thoroughly.  

• Remove barriers between departments 

so that processes are seamless to achieve 

optimal customer satisfaction.  

• Manage processes across functional 

boundaries. 

• Managers are to be seen regularly on the 

production line, engineers in the 

proximity of the process and there 

should be regular face to face 

communication  

 

Manufacturing strategy 

• Institute a clear vision and mission of 

the organization with a long term plan 

that is understood by everyone;  

• Ensure continuous improvement of 

manufacturing operations.  

• Understand globalisation and the impact 

on the organisation. Develop an 

understanding of competitive forces.  

• Create a plan of action through the 

involvement of stakeholders in the 

decision making process.  

• All employees should participate in 

understanding and sharing the strategic 

intent of the organisation.  

• Examine strategies on a regular basis to 

maintain its applicability.  

• Keep abreast with the latest 

developments that may affect the 

organisation. 

 

Organisation 

• Flatter structures enable effective 

communication.  

• Eliminate “silos” and encourage team-

work between departments. 

• Create relationships with strategic 

stakeholders, suppliers and customers 

(and even competitors).  

 

Manufacturing capabilities 

• Adopt process improvement principles 

in product, delivery and service in all 

operations.  

• Create operations that are adaptable to 

customer needs.  

• Engineer operations towards the 

elimination of non-conformances.  

• Eliminate harm to the environment by 

determining the impact of processes.  

 

Performance measurement 

• Measure customer satisfaction. 

• Create measurement systems that 

enhance productivity.  

• Apply business management principles.  

• Align the performance measurement 

system to the organisation’s strategic 

objectives.  

 
Human assets 

• Empower employees to strive for the 

accomplishment of the organizations the 

goals.  

• Supervision should be removed and 

coaching and mentoring should be 

implemented.  

• Coachers should promote team 

development, team problem solving and 

team performance rewards.  

• Create an enabling environment where 

change is embraced. 

• Initiate comprehensive programmes of 

learning and development for 

continuous improvement.  

• Treat the workforce as assets of the 

organisation and encourage loyalty 

among employees.   

 
Technology 
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• Strategize towards technological 

advancement.  

• Understand the competitive status and 

implement technology accordingly 

• Align upgrades with infrastructure  

• Implement software solutions that 

provide on time information [11].
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ABSTRACT 
The paper introduces the Knowledge Practices Environment 
(KPE), and a learning approach called trialogical learning. The 
virtual environment (KPE) is aimed at providing some solutions 
to the challenges arising from the constant flow of new tools, 
use trends, services and terminologies, which question the 
“oldish” learning practices, and create confusion amongst 
teachers and students. The trialogical learning suggest practices 
that support learning in the new and emerging environments by 
emphasizing students learning activities, which are organized 
around shared “objects”. KPE is designed to support trialogical 
learning and collaborative knowledge creation processes. Both 
KPE and trialogical learning have been developed in a large 
EU-funded KP-Lab project (2006-2011). KPE has been created 
to provide an integrated system and tools for supporting 
collaborative knowledge creation; i.e., emphasis is placed on 
collaborative, iterative and sustained efforts of creating artifacts 
and/or knowledge practices and processes together, and the role 
of the tool is to mediate the process smoothly and flexibly. 
Knowledge creation processes refer to a broader class of 
purposive and situated activities of a learning community 
(underlining e.g., object-orientedness) aiming at developing 
knowledge artifacts and the trialogical approach. This means 
that KPE is designed to support versatile ways of working with 
shared “objects”. 
 
Keywords: Knowledge creation, Collaboration, Tool Ecology 
and Trialogical Learning. 
 

INTRODUCTION 
Many activities have moved to the Web, offering a medium for 
numerous everyday tasks related to home, community, office, 
education, etc. The landscape of tools changes constantly and 
the tools are complemented with a new generation of open 
source and access tools, social media tools, services, and 
enhancements. This includes tools, for example, for social 
bookmarking and note taking (e.g. Diigo), community-building 

environments (e.g. LinkedIn and Facebook) and different 
collaborative working tools build on wiki engines as well as 
photo-, music-, and video-sharing tools (e.g. Flickr, Vimeo and 
YouTube) [1]. The challenge of combining an appropriate 
solution to work, study and various other forms of practices is 
constant. 

The learners are faced with the fact that they have to 
select, combine and use various materials, online tools and 
services [2]. It means that learners need to be guided and 
supported in their choices of learning trajectory including tools 
and resources (i.e., the learning environment) as well as 
provided with examples of tool ecologies and collaborative 
work practices with the tools. The set of tools and practices that 
these new possibilities allow influences also learners studying 
practices within the environment [3] and [4]. Still, most tools 
used for collaborative work and practices are based on 
approaches that do not support reflection, holistic perspective, 
or the changing of perspectives (see [5]). To tackle the above 
challenges, this present article introduces the Knowledge 
Practices Environment (KPE), a virtual environment aimed at 
providing some solutions to the challenges. KPE has been 
created to provide an integrated system and tools for supporting 
collaborative knowledge creation; i.e., emphasis is placed on 
collaborative, iterative and sustained efforts of creating artefacts 
and/or knowledge practices and processes together, and the role 
of the tool is to mediate the process smoothly and flexibly. 

 
THEORETICAL BACKGROUND OF KPE 

KPE is a web-based application designed to provide specific 
affordances for working with shared objects, that is, joint 
development of concrete knowledge artifacts as well as for 
planning, organizing and reflecting on related tasks and user 
networks (see [6] and [7] ). The features, design and interaction 
potentials of KPE were derived using the co-design processes 
with several cycles where the theoretical perspectives, research-
based pedagogical ideas, and technological development were 
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integrated. The trialogical approach is a kind of metatheory of 
knowledge practices. It owes to knowledge building theory 
because both have as their central focus the interest on 
understanding knowledge processes and how the technology 
can support these kinds of processes. The trialogical approach 
emphases the conceptual artifacts as having two aspects: the 
conceptual realm but have also the material characteristics, and 
being in close connection to the practices where they are used. 
Charles Peirce semiotic and pragmatistic theory provides the 
theoretical and ontological basis for the trialogical approach 
than Popper theory of cultural artefacts used within knowledge 
building [8]. All kinds of texts, project plans, models, sketches 
are conceptual artifacts, meaning conceptual artifact is not just 
the ideas that they inhere. The trialogical approach aims at 
finding ways of supporting people to organize their work and 
learning around the artifacts. The important point is that ideas 
are fully embodied and merged within material practices in 
knowledge work. Other central background for the trialogical 
approach to learning is provided by the cultural-historical 
activity theory. The cultural-historical approach builds on the 
idea that human activities are mediated by artifacts (often just 
referred by tools), used and modified in iterative everyday 
activities [9: 108-110]. Practices, and cultural artifacts are 
developed in interaction with each other. This intertwined 
process historically situated and evolving [10]. The activity 
theory has provided some basic orientations to the trialogical 
approach, such as: attempt to understand the intertwined system 
of material, social and practical components of learning. The 
trialogical approach is closely connected to the role of new 
technology, and especially how it transforms practices. As 
mentioned, the trialogical approach concentrates on processes 
and forms of mediation where a group of people are developing 
some concrete things (like texts, products, ways of working) for 
some purpose. ‘Shared - Trialogical objects’ are concrete 
objects, which people develop collaboratively (see also [11] for 
boundary objects). This focus creates a clear difference to the 
pedagogical approaches where the focus is more on 
participatory or dialogical meaning making processes. Thus for 
trialogical learning the focus is on an interaction between 
subject(s), other subjects, and “objects”, not, for example, only 
between subjects. The temporal dimension is also important in 
trialogues, meaning the shared objects are developed and 
modified iteratively while in the same time using and 
developing existing practices. The objects that learners develop 
are meant for some subsequent use and/or potentially to be 
modified later on. As said, the object is something concrete –
even ideas and conceptions must be tangible artifacts – still 
these also material objects keep evolving within the process. 
Emphasis is on developing something new collaboratively, not 
repeating existing knowledge. To support the change of the 
prevailing pedagogical practices into more trialogical ones: six 
aspects that aim at defining general characteristics of trialogical 
learning have been drafted. The aspects guide also the 
evaluating process of the practices. These aspects are called 
Design Principles:  

1. Organizing activities around shared “objects” (artifacts, 
practices)  

2. Supporting interaction between personal and social levels, 
and eliciting individual and collective agency  

3. Fostering long-term processes of knowledge advancement  

4. Emphasizing development through transformation and 
reflection between various forms of knowledge and 
practices  

5. Cross fertilization of various knowledge practices across 
communities and institutions  

6. Providing flexible tool mediation 

The implementation of these functional requirements called for 
open, modular and loosely coupled technical design, which was 
decided to be pursued with he service-oriented architecture 
(SOA). The project carried out state-of-art studies on existing 
software, comparing the functional and technical requirements 
with various groups of collaborative learning and working 
environments, such as knowledge building environments (FLE, 
Knowledge Forum, CMap Tools), web collaboration 
environments (BSCW, Google Apps, ZoHo), collaboration and 
learning environment (SAKAI), as well as on-line classroom 
and eLearning platforms (Moodle, Claronline). Although the 
different environments provided similar features and 
functionalities as KP-Lab project was aiming at, none of them 
provided the solid software base to build on. Major prohibiting 
factors were that the software was not open or the architecture 
did not support extending of the functionality as required by the 
KP-Lab pedagogical scenarios.  

The above- mentioned Knowledge Forum has inspired the 
development of KPE because it provides a knowledge space 
with functionalities to create, link and build on shared 
multimedia objects. FLE3, was developed for progressive 
inquiry practices [12] and [13]. KPE aims at providing a holistic 
and more integrated perspective into the work in contrast to 
environments, which separate processes and different aspects of 
work more clearly (such as LAMS and Sky Lab). Combining 
the web 2.0 tool provide personal and collaborative tool 
ecologies (see e.g., [14], [15] and [16]. These combination 
include such tools as: file sharing system such as DropBox, 
combined social media tools e.g., Facebook, Google’s 
applications, Zoho, ad hoc tools, such as Piratepad, 
Typewith.me, Zotero, including Confluence wiki, which though 
is commercial, just to mention few well known available tools. 
These tools provide a start for collaborative elaboration of 
shared knowledge artefact, but the tools do not provide further 
affordances for systematic and sustained creation and formation 
of collaborative practices and knowledge (see [17], [18] and 
[19: 24]. 
 
FEATURES IN KPE TO PROVIDE AFFORDANCES FOR 

COLLABORATIVE KNOWLEDGE CREATION 
In this section, Knowledge Practices Environment (KPE) is 
described in more detail. With KPE, users are able to build 
collaboration environments by creating and configuring the 
means of the common practice, as opposed to operating with 
predefined structures. KPE is a virtual environment that 
includes a set of basic, integrated tools such as: real-time and 
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history-based awareness, wiki, note editor, commenting, chat, 
semantic tagging, linking, process organization, filtering and 
search. KPE is based on strong visual and spatial ways of 
organizing the work, building on a kind of a desktop metaphor. 
It means that the spaces do not have folder structures, but items 
can be filtered using structural and semantic tagging, spatially 
organized. This approach provides a novel perspective to 
relations between knowledge and practices as will be described 
below. KPE enables object-oriented and threaded commenting 
on all items as well as viewing of knowledge artefacts and their 
relations from several perspectives. Three basic perspectives 
provided are: Content, Process and Community Views. 

 
Sharing and co-construction of knowledge artefacts with 
free visual arrangement and linking in Content View of 
KPE. DP 1, and 2 are supported in KPE by functionalities that 
enable users to create, modify, build on and organise various 
knowledge artifacts as well as their relations. Below, some 
central characteristics related to the work with knowledge 
artefacts are briefly described. The DP6: Providing flexible tool 
mediation, belongs to all of the described issues below. 
In KPE, user groups can create ‘shared spaces’ through which 
various knowledge artifacts can be shared and co-constructed. 
The basic features include uploading any type of files or web-
links into the shared spaces. But instead of providing only a 
space to store or manage versions and the synchronisation of 
vast number of documents, KPE enables the users to organize 
knowledge artefacts (represented by graphical icons) through 
visual representations. A central view in KPE for working on 
knowledge artefacts is the Content View that allows free visual 
arrangement and linking of its content (see Figure 1). The 
organisation of a shared space reminds the organisation of files 
on desktop, except KPE allows better tools for spatial 
arrangement and linking of items, filtering of items based on 
metadata and tags. These features and functions also allow 
reflecting on the artifacts, their relations and organisation. KPE 
is not based on folder structures or hierarchical presentation of 
the content; it does not hide the content into folders, which 
detach items from their relations. One of the most interesting 
ideas in KPE is this strong approach on integrating visual and 
spatial organisation, filtering, categorizing, prioritizing, 
semantic meaning creation and process visualisations. 

With Note editor, users can directly write their ideas and 
thoughts as content items in the Content View, without the 
labour of creating and uploading an external text file [20]. All 
members of a space can open and edit the created notes and 
view their previous versions. It is an important functionality 
since it enables fast access to previous thoughts and 
arrangements of ideas and knowledge, which is needed for 
further developing, pondering and reflecting on the joint 
procedures, goals and achievements. The Content View 
includes a Sketch pad tool that is based on the same idea as 
Note editor, but enabling the creation, co-editing and versioning 
of simple drawings and visual sketches. 

The ability to write collaboratively in a sustained manner 
– an essential feature of knowledge work – is supported through 
integrated wiki offering the possibility to access the same wiki 
document from a shared space. The actual use (observed during 

four years and in six different courses) showed that the wiki was 
usually taken to be for more thoughtful writing and for 
producing more finished texts. The students intuitively used 
(meaning here without guidance) the combination of the tools. 
Note editor was used for idea generation, sketching and drafting. 
After the sketching and drafting phase were over and the subject 
matter was felt to be better understood, the students moved on 
writing wiki, where the goal was to polish and structure 
previous writings. 

Object-oriented interaction around knowledge 
artifacts (DP 4) is possible by using commenting functionality, 
which means that asynchronous, threaded discussions are 
attached directly to knowledge artifacts. One object can have 
many comment threads, thus enabling users to discuss various 
aspects of the objects, directly, in the context. This object-
oriented aspect places KPE beyond isolated discussion forums, 
threaded notes or argumentative discussion supports, which 
concentrate only on dialogical aspects of collaboration with 
threaded discussions and lose easily the context and the object. 
The KPE answers to the need to have individual contributions 
attached in collaborative work that is organized around shared 
knowledge artefacts embedded and embodied in a shared space. 
Similarly, object-oriented chat enables synchronous interchange 
attached directly in the items at hand. Chat log is saved and 
linked to the targeted item, therefore keeping the log attached to 
its object for possible re-use and continuation. The object-
oriented features and functions are further supported by the 
visual metaphor in keeping everything in sight, allowing 
different spatial arrangements that can be flexibly changed 
according to different phases of the work. No other tool so 
clearly allows contextualised work, which keeps all objects 
visible still allowing their filtering after the phase or work is 
done. The products and processes do not disappear and get lost 
in folders, sub-pages, tabs or separate forums. 

Flexible use of tags is one of the aspects of the KPE 
related to DPs 1, 2, and 3. It makes KPE go beyond current 
learning environments and especially combinations of social 
media tools and tool economies, is the use of metadata and 
semantic features to support the usage and integration of 
knowledge artefacts in various ways. Tags, tag clouds and tag 
vocabularies can be created and edited by participants. In the 
Content View and Alternative Process View, all items can be 
tagged. This provides additional affordances for various types 
of knowledge practices in education, as compared to existing 
tools. For example, in typical research seminars, semantic 
tagging can be used to help students find common areas of 
interest and related materials, or to analyse the elements and 
concepts of existing and produced research papers. The tag 
cloud generated automatically from the tags assigned by users 
enables easy filtering of the items according to the subject 
matter, categories, or other user defined taxonomies. The tags 
users define, are implemented in the underlying technology in a 
way that allows search through the semantics or relations 
between tags; e.g., semantic information can be reused across 
various integrated tools. Such functionalities allow the users to 
create their own cognitive and conceptual tools and instruments 
based on the potentialities of the semantic web. The filtering 
using the tag cloud also allows emphasizing different 
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knowledge artifacts and practices depending on what kind of 
issues or phases the group or individual is going through. This 
supports the use of the same Content View for longer time 
periods, enabling sustained work, reuse of items and the 
reflection of previous work and practices without separating the 
phases or distributing the items across tools and time. 

 
Organizing processes (pragmatic mediation) 
For planning, monitoring, and regulating joint activities and 
working processes (DPs from 1-4). These functionalities enable 
users to define tasks as well as draft visual, spatial and semantic 
representations of processes. They also provide users with 
‘awareness features’ of the activities in the spaces. 

The process planning can be executed through 
defining tasks and drafting visuo-spatial and semantic process 
representations. In KPE users can explicitly define, modify and 
arrange task items and areas to represent the process and 
domain elements of activities. Task items may include, e.g., title 
descriptors, responsible users, start and end dates and status. 
Areas attached with semantic meanings can be created to 
represent a phase, an action, or a category depending on the 
manners and needs of the users to organise their knowledge 
artefacts. These features allow users to explicate their process 
elements and promote responsibility and ownership over the 
decisions and actions. The Alternative Process View includes 
the spatial representation of user-defined areas for organizing 
knowledge artefacts and processes, which enable users to 
illustrate processes, phases, groups and categories according to 
shape, colour and place of the areas in question. It emphases 
relationships between task and content items and their meaning, 
since the areas can be tagged, and the tags are inherited to all 
items placed into the particular area. The tags are also presented 
in the Content View in the tag could, from which users can filter 
the items according to the meaning of the area specified in the 
Alternative Process View (see Figure 2 and 3). The area–
tagging feature makes the tagging process easier than it is with 
most other tools using tags (e.g., Google mail, Diigo, Delicious). 
It lowers the threshold to use tags and to think of the meanings 
knowledge artefacts and their relations have. This is important 
since experience has shown that for students it is often a 
challenge to see the benefits of laboriously explicating the 
semantic meaning and relations of knowledge artefacts [21].The 
features of Alternative Process View are especially useful in 
those educational settings, where the chronology of the work is 
not essential, but there is a requirement to see connections, 
associations and causal relations between the various elements 
of the process. 

Awareness features for supporting process 
planning and coordination of collaborative working processes 
be they asynchronous or synchronous are not often consciously 
noticed or paid attention to but they play an essential role in 
tool-mediated collaboration, keeping track of on-going and past 
actions. Without such information, the work is severely 
hindered. Most of the awareness features in KPE that are meant 
to support synchronous work; for example: visual clues and on-
line notifications about who is online, who is working with 
whom, or who is working on what object (a lock or a glove is 
displayed on the item with the name of the users) and doing 

what. Historical perspective is provided, e.g., by a list about 
modifications of knowledge artefacts and tasks or by e-mail or 
mobile device notifications about the events in a shared.  
 
Social relations around shared objects and processes 
The organizing of social structures, responsibilities and roles for 
a smooth coordination of collaborative work, it is crucial to 
explicitly define social structures among the participants 
(reflecting DPs of 2 and 5). For each content or task item visible 
in the Content or Alternative Process Views, it is possible to 
define persons responsible for that item. In addition, a third 
basic view of KPE, called the Community View (see Figure 4), 
is especially meant to support the formation of groups (e.g., by 
visually displaying the groups/teams formed with the visual 
information of the users, and their roles, the same members can 
have more than one role) as well as coordination of tasks and 
responsibilities between participants. The users are presented as 
items in the Community View but they are also presented as a 
list in the Network View on the right hand tab. Both displaying 
manners present also the information of the users’ online status. 
Detailed user information includes a list of all tasks and 
knowledge artifacts that have been created and modified by or 
assigned to a particular member.  
 

CONCLUSION 
Summarising the experiences and results of the scientific 
research from five years, it can be concluded that KPE captures 
the essence of the trialogical perspective, that is, gives means 
for working with shared objects and processes from multiple 
perspectives in an integrated way: 

• It allows commenting, collaboration as well as 
organizing and sharing of work in a holistic and visuo-spatial 
manner stressing the process besides the outcomes. The KPE 
desktop metaphor provides multiple perspectives into the 
knowledge artifacts and practices; 

• It supports the reflection of practices in context, not 
separating activities into fragmented reflection parts. The KPE’s 
object-oriented interaction enhances possibilities for reflecting 
on individual and collaborative products and practices; 

• It enables flexible group formation; 
• It supports information display of online statuses, social 

relations, roles information, etc., and use as well as multiple 
perspectives to the work by various filtering methods (e.g., with 
tags, visuo-spatial organization, linking etc.). 
The managing of collaborative and/or sustained knowledge 
creation processes in a versatile multimediational way is one 
evident strength of KPE. KPE appears especially to support 
early phases of the knowledge creation process and the 
integration of different activities. In addition, in the examined 
courses, the possibility to get visual overviews of things, to 
organize processes flexibly and visuo-spatially and to tag items 
through placing them in particular areas were especially 
appreciated, special features of KPE (related to ”a virtual 
desktop” metaphor). 

However, there exist challenges that need to be taken into 
account and corrected when developing KPE further. Such 
challenges are, for example, the following: 
• KPE is too complex and needs serious reduction of 
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features and functions. 
• KPE is competing with other tools, which users already 

know and which are continuously emerging in the Internet. 
These tools are easy to use and do not require registration. 
KPE needs to be opened up so that these kinds of tools can 
be added and used in collaboration with KPE. 

• The previous point relates to the requirement of integrating 
individual self-reflections with group activities and to offer 
awareness information about the social system in which 
individual activities are embedded. New distributed social 
tools and services e.g. pushing feeds for the group, 
mashing and filtering group feeds that enable people to 
interact in the group environment from within personal 
learning environments, would help to provide scaffolding 
both for an individual learning process and for 
collaborative activities. 
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Figure 1. Content View: visual arrangement of content items in 
the course of semiotic methodology at University of Helsinki. 
The blackish items are content items, such as up-loadable files, 
links to Internet, notes and chats. The links display a particular 
kind of relation between the items; or represent hierarchical 
relations ship. The greyish items are tasks. 
 

 
Figure 2. Alternative Process View (APV): a student team 
shared space from a project course where lean programming 
methods were used. The figure present the ‘Kanban’ table of the 
tasks, issues to be done and the state the items are in. 
 

 
Figure 3. The figure presents the Content View related to the 
Alternative Process View of the figure 2 above. As can be seen 
from the left side tab’s tag cloud, the same tags that were in 
there are in the Content View. On the right side image: the 
items have been filtered using one tag (‘Backlog’). 
 

 
Figure 4. Community View: the groups of a project course have 
been formed, on the right hand tab is presented the items created 
by one, selected user (displayed with a halo) in this shared space.
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ABSTRACT 
 
 
Interest in integrative health care is a growing area of 
health practice, combining conventional medical 
treatments with safe and effective complementary and 
alternative medicine. These modalities relate to both 
improving physical and psychological well-being, and 
enhancing conventional talk therapy.  In an 
interdisciplinary collaboration, teaching and library 
faculty have created a series of sixteen on-line video 
interviews that introduce practitioner-relevant 
experiences to students as supplemental course material.  
These videos are available through the department web-
pages to students in other related disciplines as well, 
including Social Work, Counselor Education, 
Psychology, and the Colleges of Public Health, Nursing, 
and Medicine. The video series was undertaken as part of 
the educational mission of the library, bringing to the 
classroom new material that is essential to the 
professional development of future counselors. 

Keywords: video interviews, content development, 
collaboration, integrative health techniques, mind-body 
techniques, holistic approach, mindfulness, well-being, 
counseling 

 

INTRODUCTION 

While there is growing interest in exploring 
complementary medicine in counseling [1], there is no 
text book on cutting edge practice, by practitioner, by 
location.  Not all students can afford to go for a session or 
two with local therapists to experience a technique 
firsthand.  Practitioners don’t have time to field student 
emails over the semester, and the content would probably 
be repetitive.  A one-time guest visit to a class benefits 
that class only.  The professor can’t be expected to ask 
the same practitioners again and again to his classes, year 
in and year out.   

At the College of Behavioral & Community Sciences in 
the University of South Florida-Tampa, Dr. Dudell 
discussed the problem of practitioner-relevant resources 
with librarians familiar with his coursework. The 
professor wanted video content specific to his class. 
When nothing appeared to be available commercially, 
they decided to engage in a joint project to create the 
target content. One of the librarians, Claudia Dold, had 
extensive experience in filming, editing, and producing 
academic videos using in-house equipment and software.  

The videos would be available for other teaching staff 
with similar interests, as well as to the community at 
large.  Specifically, the professor would ask practicing 
colleagues, many in the local area, to engage in 

60

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



 

 

videotaped interviews to discuss their philosophy, 
practice, and outcomes using mind-body techniques.  The 
interviews would be structured in a similar manner to 
make possible the comparing and contrasting of various 
integrative health care techniques.  The professor would 
conduct the interviews in order to guide the discussion to 
the important aspects of each technique and also to 
maintain a consistent structure, and the librarian would 
address the videotaping and technical aspects of the 
work. 

This paper discusses the details of the collaboration, with 
the intention of shedding light on the collaborative 
process so other faculty may engage in a similarly 
rewarding and productive experience for themselves, for 
their students, and for their academic institutions when 
published material is not available to enrich a course. 

 

VIDEO IN HEALTH EDUCATION 

Video is currently used as an education tool in the health 
field in numerous facets:  in preventive health measures 
[2], [3], [4], [5]; to teach medical students and 
practitioners new procedures [6], [7], [8], [9]; to 
demonstrate interventions [10], [11]; to improve 
counseling skills [12], [13], [14]; and to deliver health 
information to the patient [15], [16].  A review of the 
literature identified one article that addressed the 
influence of demonstration videos on the students’ 
perspective on the counseling profession [17].  The Keats 
article discusses the trainee’s reflections on viewing 
expert counselors in session with patients and 
recommends research into how students select modalities 
to incorporate into their own counseling style.  The 
author notes that video gives students a view of the 
practicing therapist at work, offering them a window on 
professional demeanor and performance.  The literature 
did not reveal studies concerning the use of video to 
introduce emerging alternate therapies to students. 

The College of Behavioral & Community Sciences at the 
University of South Florida (USF) prides itself on 
translating theory to practice.  The video interviews 
produced in the collaboration are viewed as a means of 
bridging that gap and making the variety of mind-body 
techniques real to future professionals in the counseling 
field.  

 

VIDEO APPLICATION IN COUNSELING 
EDUCATION 

In the case study discussed in this paper, video interviews 
were used to introduce future professional counselors to 
the application of successful therapies practiced by 
counselors usually within driving range of their 
university. The geographical area is significant, since 
students could follow up a particularly appealing 
modality with the practitioner they had seen.  
Furthermore, if they established a practice in the Tampa 
area, they could also maintain contact through regional 
conferences and potentially make referrals to a known 
practitioner. 

Choice of Modalities: Defining the students’ 
need concerned decisions about content selection. The 
initial series was entitled, “Conversations with 
Mind/Body Practitioners” and was defined as a series of 
eight interviews with integrative health professionals.  It 
was designed for students in the Department of 
Rehabilitation and Mental Health Counseling at USF. 
The definition of integrative medicine was taken from the 
National Center for Complementary and Alternative 
Medicine (NCCAM), a branch of the National Institutes 
of Health: “an approach to medicine that combines 
mainstream medical therapies and  CAM (complementary 
and alternative medicine) therapies for which there is 
high-quality scientific evidence of safety and efficacy”[1, 
p. 65].   Suggested topics included yoga, tai-chi, nutrition, 
fitness and stress-management, all of which engage in a 
relation between maintaining positive lifestyle habits and 
increasing emotional well-being.  

 

RESULTS 

The first series was well received by the students in Dr. 
DuDell’s counseling class and by the department chair.  
Students commented that they were impressed by the 
sincerity and commitment of many of the interviewees.  
They could see ways to enrich their future practice by 
suggesting some of these alternative therapies when 
appropriate to meet particular needs of their clients.  
However, no formal assessment was made at the end of 
the first course. 

A second series of eight videos was planned and is now 
complete.  A student in the Masters of Library and 
Information Science program at USF was hired to record, 

61

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



 

 

transcribe, and edit the raw video. The librarian provided 
technical assistance and performed administrative tasks; 
the professor again selected the therapists he wanted to 
interview and conducted the interviews.     

The two series of eight videos were merged into one 
series of sixteen videos, prefaced by a brief video 
interview with the professor.   In the brief introductory 
unit, he discusses the recurring themes in the videos: 
connection, personal responsibility, and therapist passion 
for improving the lives of others.   

 

DISCUSSION 

Grant Application: The project was funded by 
the Center for 21st Century Teaching Excellence, a unit 
within USF that encourages innovative teaching 
techniques.  The grant enumerated the advantages for the 
students and listed the courses for which this series would 
enhance the curriculum.  Other venues were also 
mentioned that might be interested in posting the videos 
in their outreach programs.  To further strengthen the 
grant proposal, the application listed the alignment of the 
project with the department, the college, and the 
university strategic goals.   

A cost projection was submitted, detailing the estimated 
hours of labor per video and the cost of essential 
equipment:  videocassettes, headphones, and a one-
terabyte hard disk for external storage.  The library 
already owned the video camera, tripod, video-processing 
computers, and software.  The grant was awarded for just 
under $2000 with a deadline of six months to complete 
the project. 

The Working Collaboration: The professor 
and the librarian brought a variety of useful skills to the 
project.  The former had experience conducting 
interviews on radio; he also had been in private 
counseling practice for years.  He knew integrative health 
workers in the local area and across the country from 
attending professional conferences.  The librarian had 
been working in the mental health library for several 
years.  She was well acquainted with the library’s video 
equipment and Camtasia, the software product used to 
process the raw film into captioned, edited units.  With 
practice, the team improved its filming technique.  
Experience pointed out the importance of planning the 
interview space so that the background was 

unremarkable, the light was ambient, and the recorded 
sound was crisp.   No interviews had to be repeated due 
to faulty performance of equipment, personnel, or 
planning, and the viewer’s experience improves in subtle 
ways over time as modifications in the process were 
applied. 

The typical interview lasted an hour.  The professor and 
the guest were seated and the microphone was placed 
centrally to capture their conversation.  The interview 
was recorded using the videocamera affixed to a tripod.  
After the interview, the taped session was downloaded 
from the videocassette to a desktop computer. The 
professor and videographer/librarian would look at the 
film together and decide what pieces to keep, to zoom in 
on, and to amplify.  The goal was a finished video 
interview of not more than thirty minutes.  A standard 
title and credit page were created to bring a sense of unity 
to the series.  Fourteen hours were allotted per interview 
for the videographic work, which spanned the initial 
interview set up to the posting of the final product 

The Unique Role of the Librarian: The 
academic librarian is poised in the college structure to 
assist both faculty and students.  Teaching faculty ask for 
literature reviews and syllabus updates, and students ask 
for help refining their search topics and finding 
information.  As faculty, librarians are both colleagues to 
teaching faculty and teachers to students, not only in 
bibliographic skills, but also in subject matter within their 
own sphere of academic background and interests.  
Librarians may collaborate with faculty before the 
semester begins to ensure that the resources are on hand 
for use in a course.  Librarians then assist students who 
come to the library during the semester to work those 
assignments. From their unique position, librarians are 
situated to observe what works in the academic setting 
and to notice what could work better for both faculty and 
students. 

Librarians have a long history of partnering in health 
education, teaching research skills that complement 
nursing faculty curriculum and prepare nursing students 
to keep up with the latest in professional literature 
concerning treatment protocols and patient care [18],  
[19]. For example, the University of Arizona in Tucson 
placed librarians on site in the colleges of medicine, 
pharmacy, nursing, and public health to readily serve 
their patron groups [20]. “Embedded librarians” 
collaborate with teaching faculty, gain specialized 
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knowledge of the field, and become familiar with the 
course material that students will cover during the 
semester and over the course of their larger program of 
academic study [21].  

One of the unexpected benefits of the video project 
collaboration at USF was the insight gained by the 
librarian as the interviews were recorded, the audio track 
was transcribed, and the film was edited.  The content 
brought the librarian up-to-date with complementary 
therapies, informed her searches in the literature as part 
of her consulting activities with the students, and situated 
complementary and alternative medicine within the larger 
field of contemporary health care.  For the information 
professional, the experience of interdisciplinary 
collaboration broadens one’s awareness of expanding 
fields of knowledge and of the challenge of accessing 
reliable research [22]. 

 

 

 

CONCLUSION 

Creating content is a challenge at many levels.  The video 
project collaboration succeeded for several reasons.  The 
principal investigators had a very clear idea of what each 
one would do, and each was fully capable of performing 
the tasks assigned.  The goals and purpose of the project 
were clear from the start: the video series filled a gap in 
the education of future professionals. The grants were 
well-written and showed the potential impact on the 
university and the community. The collaborators 
respected each other’s talents, personality, values, and 
time.  Each gained an understanding of the other’s 
expertise and mission within the university.  In the end, 
they created a professional relationship, which in itself is 
a valuable resource.  They created original content that 
will serve students for several semesters and become part 
of the teaching repository.  They also demonstrated the 
advantages of interdisciplinary collaboration in 
advancing education. 
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ABSTRACT 

 

The Brazilian educational universe is still far 

from the complete usage of the resources of 

information and communication technologies in 

Fundamental Education. In the overall scenario 

of the country, generally speaking, few schools 

even the private ones have the necessary tools of 

pedagogical-didactic technologies of 

information and communication. It’s 

worthwhile to point that many teachers and even 

students are not digitally and mediatically 

literate to put into practice projects that evolve 

such technologies. However, it doesn´t exclude 

the possibility to accomplish productions such 

as this one having as main goal the stimulation 

of reading, unfortunately unsuccessful, 

developing, though, through information and 

communication technologies abilities of text 

comprehension in verbal, imagetic, and 

sonorous levels  – linguistic thinking, of 

effective reading, of rewriting, of reflection, 

ludic, of rewriting, of intertextuality, of 

intermediality, of interdisciplinarity, seeking for 

a significant learning as a result of new effective 

ways to evaluate the reading process of 

universal literature icons among students 

ranging from thirteen to fifteen years old.   

 

Keywords: Evaluation, Intermediality, Reading 

production, Text production, Information and 

Communication Technologies. 

1. SCHOOL AND READING 

 

Nowadays, in Brazil, the education is structured 

in: Children´s Education, Fundamental 

Education and Higher Education. 

 

The Fundamental Education is composed by the 

Elementary Education I (1
st
 to 5

th
 grades) 

Elementary Education II (6
th

 to 9
th

 grades) and 

High School (1
st
 to 3

rd
 grades). When one thinks 

about the progress of these students it´s right to 

say that they start the 1
st
 grade when they are 

about 6 years old and finish the 3
rd

 grade when 

they are about 17 years old. 

 

Officially, it is on Children´s Education that 

they start teaching how to read and write. 

However this is not the, constantly, found 

reality because once started, several students get 

to the Elementary Education II without being 

able to develop a dynamic, efficient and 

reflective reading that results in a fragile text 

production. 

 

Poorly prepared, the students end up not 

developing a strong attachment to the reading 

exercise which is, indeed, a citizenship exercise. 

 

Besides the indifference due to the lack of 

sensitization of contextualization and incentives 

in reading proposals on the side of the teachers, 

students many times develop antipathy in 

65

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



relation to the reading practice, mainly, when 

it´s about the literature icons, a priori when 

poorly studied, far from the universe of the 

Brazilian teenager. 

 

The problem is that the initiation rituals 

proposed to the beginners don´t seem to 

please: the literary text, object of a not 

always discrete but always disturbing, 

lack of interest and boredom of the 

faithful – unfaithful – worth pointing, 

that did not ask to be there. (LAJOLO, 

2008, p. 12)  

 

2. INFORMATION AND 

COMMUNICATION TECHNOLOGIES: 

SCHOOL AND UNIVERSITY 

 

In Brazil, Fundamental Education schools are 

maintained by the government, the 

Municipality, the States and the Union or by 

private institutions. Generally speaking, but not 

as a rule, the private schools are the ones that 

show greater efficiency in the teaching-learning 

process. 

 

Several questions, such as financial ones 

involve the acquisition and maintenance of 

computer equipments. So, there is not the 

possibility to think, with exceptions, of schools 

with a broad technological infrastructure. 

 

It´s a fact that teaching is not only through 

technological tools but it´s also obvious that 

such tools are extremely relevant in and for the 

teaching-learning process of youngsters that 

today live in daily computerized and virtual 

worlds.  

 

The process of formation of teachers in the 

Bachelor degrees courses that allow, in Brazil 

the teaching practice is still old-fashioned, rare 

are the university courses that really offer in its 

pedagogical projects subjects connected to 

comprehension, usage, information and 

communication technologies reflection. 

 

So, in Higher Education few professionals are 

formally able to use technologies in his/her 

teaching routine, also because the future 

teacher´s molder has not been literated in 

technologies that, nowadays, serve education.  

 

Besides that scenario that the older college 

teachers find shelter in questions that capture 

the technological scenario and his/her lack of 

inabilities towards these instruments, many 

professionals and also new teachers do not show 

interest in working with these tools. 

 

3. THE READING EXERCISE 

 

It´s a habit to imagine that the reading exercise 

starts in the beginning of the individual 

schooling phase. Reading is a process that starts 

out of the school environment. Besides the 

reading of verbal texts, people are, according to 

Paulo Freire (2009a) readers of the world. 

 

When they get to school, children have already 

tried several reading forms and as a 

consequence, discoveries. 

 

Nevertheless, at school, the process plastering, 

the not effective reading methods the obligation 

of reading itself, the lack of interdisciplinary 

tasks based on reading proposals, the lack of 

dialogue between the literary text and other text 

forms and the demands on books reading, lead 

students to a displeasure when they face reading 

so important to the creation of a citizen engaged 

to his/her chronotop. 

 

Choosing the aspects to be criticized is an easier 

task than building knowledge. The observation 

of obstacles is not an impeditive for the 
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proposition of projects of a size that has as a 

goal the stimulation of a broader reading. 

 

Information and communication technologies, 

in this stage, are instruments of great importance 

to the didactic-pedagogical procedures, even 

with the awareness of the lack of technological 

apparatus in Brazil. 

 

Some years ago, Freire facing the characteristics 

of education in Brazil dictated: 

 

I have no doubt of the great potential of 

the incentives, challenges and the 

curiosity that technology put in service 

of children and teenagers of the so 

called less favored groups. (FREIRE, 

2009b, p. 877) 

 

 

The profile of these schools, unfortunately, 

hasn´t changed yet. However, the work here 

portrayed happened in the city of São Paulo, the 

largest educational ad financial center of the 

country. 

 

The school where the present project was 

created is over a hundred years old, it is located 

downtown, with a surrounding neighborhood of 

population from classes A, B, C and D. 

 

The students from this institution, that ranges 

from children education to strictu sensu post-

graduation, also belong to different social status 

due to government and institution scholarships. 

Among the Fundamental education students, 

main characters of the process, many do not 

have a personal computer at home, and as a 

consequence internet access.  

 

4. THE LITERARY REWRITING 

THROUGH TECHNOLOGICAL 

INSTRUMENTS 

 

The project, developed by the Elementary 

School II, started with the choice of the books 

that would better feed the educational needs of 

the 9th grade. The book selection was done by 

the group of professionals that taught the classes 

that would put the proposal into practice.    

 

The first book chosen was Dr. Jekyll and Mr. 

Hyde, by Robert Louis Stevenson. Besides 

being a classic novel, the masterpiece made 

possible the work between the subjects of 

Portuguese, Science and Ethics. In this case, 

besides reading and literary rewriting, it 

promoted insights over Ethics in Medicine, so 

present nowadays, through the means of 

communication, due to discoveries that evolve 

bioethics.  

 

The second book of the selection was Um Certo 

Capitão Rodrigo, by Erico Verissimo, an 

exponent of the second generation of the 

Brazilian Modernism. The proposal embraced 

the subjects of Portuguese, History, as the book 

portraits the Farroupilha Revolution, a bloody 

civil war that split the south of Brazil, in special 

the state of Rio Grande do Sul, dividing families 

with controversies brother versus brother. 

 

The next step was the presentation of the books 

to the students. In the beginning, the comments 

about the authors and over the context in how 

the books were written. Then, the first chapter 

of each book was read and the teacher added the 

comprehension out loud in the classroom. 

 

After this reading the students exposed their 

feelings and when questioned the work ad its 

contents, the showed their questions. This 

sensitization stage was an utmost. 

 

In the end, the students were invited to continue 

the reading at home observing that, during all 
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the reading process they had the support of the 

teachers. 

 

The checking of the reading of these books 

happened in the computer lab of the institution. 

They were all told about this question that 

would lead them to the animated narration 

rewriting of the story. 

 

Analyzing, the goal of the project it is important 

to remember that: 

 

Through reading, I´m opening a door 

between my world and the other´s 

world. The meaning of the text only 

completes itself when this exchange 

happens, when the interchange of 

meanings one to the other is completed. 

If I believe that the world is absolutely 

complete and nothing else has to be 

said, reading makes no sense for me… I 

need to be opened to the world´s variety 

and the ability of the word to say that 

the reading activity is meaningful. 

(COSSON, 2009, p. 27) 

 

Ten days later, the students were taken to the 

computer lab and the rewriting proposal started. 

In the first class, the teachers explained the 

resources of the technological and 

communicational tools that would be used. 

 

In the case of the book Dr. Jekyll and Mr. Hyde, 

the PowerPoint software from the Office 

package of the Microsoft Corporation was 

selected. As a bunch of the students did not 

know how to use the computer thoroughly this 

tool was used because it is easy to deal with. 

 

For the accomplishment of the proposal of the 

book Um Certo Capitão Rodrigo, the free 

software Hagáquê, from the Universidade 

Estadual de Campinas (UNICAMP) a reference 

in the educational context, available for free in 

the site of the institution. The Hagáquê is a 

software that makes possible the creation of 

cartoons, already with previews of design 

structures, allowing the student to create new 

structures and importing them to the software. 

 

Weekly the students went to the lab and, 

through a previous reading at home, they 

rewrote the stories using extracts of the texts 

and of texts in direct speech. The back image of 

the cartoons, done by the students, were taken 

from sites and the characters were created by the 

students. In the end of the project, they added 

the animation effects. 

 

From the initial incentive and with the 

possibility of rewriting books through   easy 

technological tools, and also, the freedom of 

creation, the students felt challenged to read the 

books and then create their own stories. 

 

There is an important subject. If the 

students didn´t read, how would they 

produce their rewritings? It´s also 

important to add that even students with 

great problems in text creation executed 

the work in good will and the results 

were more satisfactory than the reading 

demands of traditional tests. So, reading 

is not an automatic process of capturing 

a text as a piece of photosensible paper 

captures light, but an ordinary, puzzled, 

rebuilding process and, however, 

personal (MAGUEL, 1997, p. 54) 

 

The possibility of recreation, with the 

information technology instruments and also 

unrestricted access to medias that are interesting 

to the students such as sites, movies and games 

is a guarantee of an effective and meaningful 

reading of the masterpieces. 

 

The artistic creation started by didactic 

procedures creates a tension that 

establishes or breaks boundaries, 

making possible to the subject to 

produce knowledge about the object. 
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Creating, the individual puts in the 

limelight structure of values and 

meanings parallel to the processes 

developed in class. […]. There is, in the 

artistic creation of the student, an 

attempt to answer what was required, 

but also to reveal him/herself. There is a 

personal brand in the creation. 

(PEREIRA, 2010, p. 12) 

 

 

5. CLOSING 

 

Any teaching activity demands a real, not naïve 

commitment from the teacher with the 

pedagogical practice, the contents, the 

institution, the society and most of all the 

students.  

 

The teacher must be aware of the cultural and 

social changes and also, make use of them while 

working. If this teacher, for instance, faced 

problems on his/her academic rising, it is up to 

him/her to rebuild and improve his/ her 

knowledge.  

 

The technological tools, the spreading of 

information and the appearing of updated 

medias must be part of the scholar routine, eve 

because the students are nearer these languages, 

especially in the future work environment. 

 

We don´t question the old, also because of the 

fact that the school is an entity that preserves the 

knowledge from the past. What is questioned is 

the non-appropriation of the technological and 

communicational instruments offered to the 

pedagogical development, once checked the 

lack of efficiency of the methods in reading 

processes and, as a consequence, of its 

examination. 

 

There is a broader dialogue between 

different languages powered by the 

technological development, and an 

intense intertextual variety. This rich 

can be much better understood by us, in 

its complexity, through knowledge of 

the original texts in which the media 

seeks reference. And the school is a 

favored space where questions about 

relations between literature, 

communication and education can 

happen stimulating the birth of more 

competent readers and of various texts 

(HIGUCHI, 2008, p.15) 

 

The teachers were put face to face to the fast 

access to information through the internet, the 

contact with different forms of speech and 

culture, the need of reflex for the selection of 

coherent information through different sources, 

development of ability to work with responsible 

autonomy of the creation of media work 

(PowerPoint and Hagáquê) in which the verbal, 

visual and sound languages interchange. 

 

As observed through the works presented we do 

not announce the use of technological and 

communicational last generation tools, but 

demands from the teacher a fundamental 

knowledge over the information and 

communication technology that guarantees an 

acceptable and a more substantial feedback from 

the students. 
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The usage of computers has changed the way to 

conceive new ideas and also to communicate 

them to our pairs in the XXI Century. It can be 

called a “New Rebirth” or a new species of 

spreading and culture acquisition of culture.  

 

Up to this point, we intend to elucidate how it is 

possible to make the use of information and 

communication technologies a successful 

instrument, in a real teaching-learning tool in 

relation to the pedagogical works, facing the 

acquisition and maintenance of the reading habit 

and the written production, in the Brazilian 

fundamental education.  

 

The hypermedia is a way of communication in 

the digital system that enables the creation of a 

text that aggregates and mixes diverse Medias 

and languages.  

 

The adolescent, the majority of the students 

enrolled in Brazilian High Schools, ranging 

between 15 to 17 years old, is a user of these 

ways of communication, providing greater 

creativity, besides linguistic abilities.  

 

There is through the hypermedia the possibility 

to express in a way to give conditions of 

providing the group what they understand as 

information, allowing, thus, their mere 

receivers’ condition, offering them the role of 

contents generators. 

 

Facing this reality, we present a proposal to 

evolve the student in the reading of a book 

written five centuries ago in Portugal. Auto da 

Barca do Inferno, by Gil Vicente, pictures a 

reflex of the change of time and the change 

from the Middle Ages to the Rebirth.  

 

The masterpiece written in an age of transition 

presents a period that the hierarchy and the 

social order were conducted by inflexible rules, 

the Middle Age and the appearing of a new 

society started to revolutionize the established 

order when questioning it.  
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The reading of the previously mentioned book is 

demanded in High Scholl because besides all 

cultural questionings, is part of the obligatory 

readings of one of the greatest processes to enter 

the University in Brazil, the  FUVEST. 

 

The work proposed evolved Portuguese, History 

and Arts teachers, that received as a feedback 

from the reading production in the computer lab, 

of a hypermediatic product that, as published on 

the internet afterwards. For this production the 

students used information obtained during the 

Arts, Literature and History classes. They chose 

a character from the Vicentine book proposed 

and described the organization of the Portuguese 

and Brazilian societies of the 16
th

 and 21
st
 

centuries. 

 

Besides converting students in authors, the 

productions weren´t done only for the teachers, 

a very common practice, unfortunately, in the 

school environment, the project worked with the 

real production development and the textual 

structure in virtual environment.  
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ABSTRACT 

The explosive application of information technology can be seen 
in all aspects of daily and professional life.  Technology has 
revolutionized the way we live, learn, do business, communicate 
and play. In nursing and nursing education this technology has 
had significant impact on skill training and clinical thinking. On-
line and distance-learning formats permit individuals the ability 
to learn from a variety of locations and the ability to learn 
twenty-four hours per day.  The use of technology is pervasive 
in nursing education and practice. But is that all that is can 
contribute? While technology has blossomed, the humanistic 
segment of practice has been minimized. The basis for 
humanistic practices is the development of aesthetic knowledge.  
Aesthetic knowing is associated with the integration of the arts 
and humanities into the nursing curriculum and nursing practice.  
In traditional curriculum planning, this is easily accomplished 
but a challenge in online classrooms.  This presentation 
describes the use of information –technology in a distance-
learning/on-line undergraduate and graduate nursing program. 
Discussion of the teaching strategies used in the virtual 
classroom to integrate and encourage aesthetic knowledge 
development.  Recommendations for educational research into 
the meaning of technology and development of aesthetic 
knowing,  and other methodological inquiry is explored.   

Key words: Aesthetic knowledge,  Humanness, Online learning, 
Technology 

INTRODUCTION 

The explosive application of information technology can be seen 
in all aspects of daily and professional life.  Technology has 
revolutionized the way we live, learn, do business, communicate 
and play. What once seemed an oddity telecommuting 
employees are now common.  Businesses and universities may 
no longer be situated solely in a specific location; rather they 
may have a dual existence, one tied to a parcel of land and the 
other traced to a virtual on-line existence. Faculty and other 
employees share in this duality as well, many academics may 
never visit the university where they are faculty members, but 
instead commute to their university and communicate with 
fellow faculty members through electronic media. They use 
information technology in the same means by which they teach 

and interact with students.  Technology is one of several factors 
which influence nursing and nursing education in the new 
millennia . Western approaches to medicine, nursing and 
healthcare have caused a fracturing of the arts and sciences of 
the caring professions.  As well, the segregation of the liberal 
arts and humanities in professional academic settings has eroded 
the ability to develop competence in the aesthetic knowledge 
which supports clinical reasoning and affective learning 
outcomes as a whole.  There is a great deal of evidence which 
supports re-integration of liberal arts and humanities into the 
curricula of the helping professions such as nursing but 
advancing trends in technology for education create certain 
barriers.  The following discourse presents one University 
Nursing  Departments attempt at this re-integration while 
attending to the need for meeting consumer demands for flexible 
classroom settings. 

FACTORS INFLUENCING NURSING AND NURSING 

EDUCATION 

Heller, Oros, & Durney-Crowley (nd) suggested that in the new 
millennium nursing education would need to respond to ten 
emerging trends: 

1. Changing demographics and diversity 
2. Explosion of technology 
3. Globalization of economy and society 
4. Era of the educated consumer requiring practitioners 

knowledgeable of alternative therapies, genomics and 
palliative care 

5. Increased complexity of care and a shift to population-
based care 

6. Challenge of managed care to answer the increasing 
costs of health care  

7. Implementation of new federal and state policies and 
regulations to counter costs and to define and measure 
quality 

8. Need for Interdisciplinary education and collaborative 
practice 

9. Implementation of new federal and state policies and 
regulations to counter costs and to define and measure 
quality 

10. Need for Interdisciplinary education and collaborative 
practice 

11. Persistence of a nursing shortage, need for life-long 
learning and work-force development 
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12. Expanding body of nursing research and advances in 
nursing science. (p.1-7) 

Each of these trends can be explored in isolation. Each of these 
trends suggests changes in nursing curriculum and practice. For 
instance,  the United States alone, 22% of the population will be 
65 by 2030 (Vincent et al. 2010), as the population ages the 
prevalence of chronic illness increases, almost 75% of those age 
65 and older have at least once chronic illness, and about 50% 
have at least two chronic illnesses (AHRQ, 2002) and despite 
increasing frailty and loss of physical and mental ability studies 
show that 95% of seniors would prefer to age in their own 
homes and live independently (He et al. , 2005).  In this one 
statement can be seen five out of the ten trends listed. But when 
this statement is examined as a macro-picture an interrelated 
phenomenon appears and all ten trends emerge. The existing 
cadre of nurses and other health care providers are not prepared 
for these changes and must receive both preparatory and on-
going education and skills. Responding to these predicted trends 
raises the question; is there one or several best way(s) to address 
these challenges? 

Educational technology would seem to offer one of the most 
efficient means to provide the knowledge and skills needed to 
meet such changes and prepare the health profession workforce. 
Nursing education has used technology to significantly impact 
skill training, clinical thinking and clinical practice. Neuman 
(2006) commented that nursing education has embraced the 
innovations offered by technology. The rapid growth of health 
related technology provides nursing and other health profession 
students with virtual reality via games and others simulation 
experiences thus enhancing the delivery of education “through 

immersion experiences that allow users to absorb knowledge 
through all their senses” (Neuman, 2006,p.2).  Nursing students 
of today, and other students of the millennial generation, are 
expecting to engage the technology as a routine part of their 
educational experience. Skiba & Barton (2006) stress that 
students in the Net generation prefer to be taught with teaching 
strategies which promote digital literacy allow for interactivity 
and immediacy and finally, supports experiential learning. 

Nursing education is no longer tied to a specific location. On-
line and distance-learning formats permit individuals to learn 
from a variety of locations and the ability to learn twenty-four 
hours per day-which in most instances can promote efficiency 
with learning.  And while there are mixed opinions to support 
that e learning is more efficient in terms of time engaged in 
learning, these technology based learning environments produce 
enhanced learner outcomes (Cook, Levinson & Garside, 2010).  
Just as the reign of the dinosaur has become an era of history so 
too have restrictions to learning. Educational technology has 
unearthed a new creative horizon for the acquisition of skills, 
clinical knowledge and simulated practice in nursing education 
and nursing practice The acquisition of these skills and the 
ability to manipulate this technology prepares the student and 
the current practitioner to operate in a highly technologic 
environment, whether it is in acute care or extended care 
facilities or in the home. (Benner, Sutphen, Leonard, & Day, 
2010).  

But is efficiency all that technology can contribute? Is there 
more to practice than the knowing how to perform skills, to 
knowing the rationale for why health care providers intervene 
through ordered treatments, tests, medications, and diets? If so, 
what is the missing element of this education, preparation and 

formation into a professional nurse? Can educational technology 
help to resolve the missing link? 

THE MISSING ELEMENT 

Westernized medicine and the education of physicians, nurses, 
physical therapists and other helping professions have followed 
the biomedical model of practice, a model punctuated by four 
characteristics;  

 illness perceived as a biological process,  
 interventions [that] are guided by scientific principles 

[and] that are supported by evidence evolved from 
extensive research,  

 a dichotomization of body and mind, and  
 an emphasis on cure rather than prevention.  

A consequence of this model has been the segmentation of 
knowledge and skills into distinct schools of practice and 
education that distanced the knowing and doing of health care 
and curing from the feeling and arts of caring. However this 
compartmentalization is not limited to the health sciences. The 
university environment has existed in knowledge silos since the 
1800s, and this academic specialization has resulted in a lack of 
connectedness between knowledge and ideas and majors. 
Liberal arts and the humanities have suffered as have students 
and faculty. (Warch, 1990) 

 In the mid to late 20th century the biomedical model began to be 
questioned as the singular focus on knowledge for doing 
alienation of the knowledge of caring. The void left by the 
segregation of humanities and the liberal arts from the 
curriculum of health professions saw the emergence of various 
specialties that incorporated the social sciences, ethics and law 
into medical, nursing and other education arose.(Greaves, 2001).  
However, these new disciplines made a moderate impact on the 
resolution of the compartmentalization of knowledge, courses 
and technology have blossomed, but the humanistic segment of 
practice has remained minimized. Greaves recommendations 
calls for the re-conceptualization of the methods used to prepare 
health care practitioners while specifying the need for 
integration of the liberal and social arts along with the 
humanities. 

CRISIS IN NURSING EDUCATION AND PRACTICE 

The recognized need for nursing education to be closely aligned 
with the liberal arts and the humanities has existed sense its 
inception as profession, the degree to which this association has 
varied, with a distance between them occurring in the early 
twentieth century. Over the span of that century it became clear 
that this segregation was harmful to the formation of the 
practitioner and to the practice as a whole. (Hermann, 2004).  

Sullivan (2005) noted in an interview on his text, Work and 
Integrity: The Crisis and Promise of Professionalism in America 
that nursing and other health professions are challenged by the 
current social climate that calls for a focus on thinking and 
doing that is primarily based in the utility and instrumentality of 
the knowledge and associated skills. This focus limits the 
development of the values that undergird the caring of these 
professions and the responsibility of and for these professions by 
their practitioners. (Sullivan & Benner, 2005). It inhibits the 
health professions’ from investing in the development and 
sustainability of the “quality of their craft, the inventiveness of 
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their practice…a contribution of public value and as a source for 
motivation and deep personal satisfaction” (p.78).  This 
statement suggests the potential relevance of educational 
technology in promoting the cognitive and affective domains of 
learning. 

In  this interview Sullivan asks this question as he commented 
that while professional education has done an exceptional job in 
preparing practitioners in the analytical and scientific portions of 
practice they have been less than adequate in “teaching skillful 

practice and wise judgment” in complex situations. (Sullivan & 
Benner, 2005, p.78; Benner, Sutphen, Leonard, & Day, 2010, p. 
8-9).  This void underscores the lack of success that education in 
integrating thinking and practice skills with the development of 
social responsibility and social contracts.  

Benner et al. (2010) concurs that nursing programs in the United 
States are not effective in teaching “the nursing science, natural 
sciences, social sciences, technology, and the humanities” (p.12) 

Concentrating on analytical and scientific thinking unwittingly 
perpetuates the long-held view of the mind-body dichotomy, 
where disease is studied without reference to the meaning 
attached to the disease. Students amass discrete facts and skills. 
It produces a proficient technological professional who acts in 
concert with the current practice environment that is focused on 
efficiency, measurable competencies, and cost-savings.  
(Benner, 2010; Sullivan & Benner, 2005).  

While we have prepared graduates skilled and competent in 
applying nursing knowledge and performing the psychomotor 
aspects of care, what has been missing has been the connection 
of this work to addressing the needs of the society. The 
understanding of the relationship of the profession to the greater 
good has slipped from the profession’s grasp (Benner, 2011; 

Sullivan & Benner, 2005). We have lost the understanding and 
valuing of liberal arts and the humanities.  We have lost the 
ability to see and understand that the individual lives in a 
“historical and life-world” that has been invaded, attacked, or 

otherwise penetrated by disease and that this has meaning to 
individuals, families and societies (Benner, 2011).  

THE CASE FOR LIBERAL ARTS AND THE 

HUMANITIES 

Hutchins (1952) noted that liberal education seeks to “clarify the 

basic problems and to understand the way in which one problem 
bears upon the other” (p.3). Liberal arts prepares students to 
appreciate the differences and similarities between different 
fields, to be able to use the ways of knowing of these fields to 
address problems, to discern appropriate interventions, and gives 
the student the ability to “read, write, speak, listen, understand 

and think” (Ibid. pg. 4). 

Mantzorou & Mastrogiannis (2011) and Casey (2009) speak to 
the art of nursing and the ways of knowing. Of the four patterns 
of knowing as described by Carper (1978) the liberal arts and 
the humanities contribute most to the aesthetic ways of knowing 
in nursing practice. Aesthetic knowing is the understood to the 
“direct feeling of experience” (Carper, 1978). It is through this 

feeling that the nurse connects to the person, with a genuineness 
of spirit and regard, exuding caring and translating this into 
nursing care that values the person, their point of view, and their 
differing opinions. How this aesthetic knowing is acquired is 
often equated with schooling in the liberal arts and the 
humanities. Casey (2009) writes that the arts and literature are 

often used to foster creative thinking and inquiry, as the story 
that is told is a metaphor for the feelings, doubts, problems, 
fears, and joy associated with health and illness. It is through the 
use of the liberal arts and the humanities the practitioner moves 
from their own world to that of the other, it allows the 
practitioner to notice the importance of the world lived by the 
other, and in so doing provides a way of knowing that is unlike 
those of empirical, ethical, and clinical knowing. Yet when all 
four types of knowing are synthesized the understanding of the 
clinical picture provides for a richer, broader field from which to 
inform clinical reasoning and decision making. The importance 
of the liberal arts and humanities for nursing education and 
practice can be best summarized in an essay by Link (2009) 
titled Why we need the humanities answers the question stating 
that we “need the humanities because humanity itself is 

something we all share” (p.3). 

The American Association of Colleges of Nursing (AACN) 
articulates the need, importance, and significance of the liberal 
and social arts and humanities for undergraduate and graduate 
nursing. These courses provide the foundation for viewing and 
understanding the diversity of cultures, languages, religions and 
life-ways. They offer alternative ways of knowing and thinking 
about issues and problems that may be missed by focusing 
solely on the thinking taught in nursing education. They promote 
“an understanding of self and others and contributes to safe 
quality care” (Essential of Baccalaureate Nursing, 2008, p.11). 
These courses promote the development of “skills of inquiry, 

analysis, critical thinking and communication” (p.11) which can 

be used in collaboration with other health care providers. 
Together with nursing courses they co-create and form the 
graduate into a practitioner that can articulate their values, 
engage in a practice that is ethical, altruistic and unbiased, one 
who can advocate for the individual and the community, and can 
be involved in making the society into a better place (Essentials, 
2008; Benner et al., 2010; Benner, 2011; Hermann, 2005; 
Sullivan & Benner, 2005). 

Education must prepare both the former as well as prepare and 
develop a nurse who understands and values the connections 
among nursing science, natural sciences, social science, 
technology and the humanities. This encompassing approach 
will result in a skillful artful practitioner with strength in the 
science as well one who has a depth and richness in practice that 
is founded on the humanness of care and caring.  An education 
that builds on the integration of these factors will be a factor in 
the revolutionizing nursing education as it will be one of the 
building blocks of curriculum that promote salience and situated 
cognition and clinical reasoning (Benner et al., 2010).  

NURSING CURRICULUM: LIBERAL ARTS AND 

NURSING EDUCATION 

While it is clear that the liberal arts and humanities are crucial to 
nursing education, what is not so clear is how to best deliver this 
content (Hermann, 2005). Development of the humanistic 
segment of practice has been addressed by numerous authors 
(Carper, 1978; Chinn & Watson, 1994; Darbyshire, 1994; 
Casey, 2009) and is perceived as the way of aesthetic knowing.  
Aesthetic knowing is grounded in perception, interpretation, and 
expression (McEwen & Wills, 2011). Aesthetic knowing is 
associated with the integration of the arts and humanities into 
the nursing curriculum and nursing practice.  
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The use of the arts in nursing education has been reported in the 
literature (Casey, 2009; Leight, 2001; Mareno, 2006; Smith, 
Bailey, Hydo, Lepp, Mews, Timm & Zorn, 2004; Wainwright, 
2005).  Roberts (2009) used poetry to promote emotional 
intelligence, Mareno (2006) described the use of the art of the 
Great Masters to promote critical thinking, and the purpose of 
Leight’s (2001) work was to enhance the awareness and 

understanding of women’s health. Common to these authors and 

others is that all of the courses were taught in traditional on-
ground nursing courses.  

In the era on on-line/distance learning where course faculty, 
students and oil and canvas, dance, sculpture,  museums and all 
the other forms of art are distant to both the teacher and the 
learner how can nursing faculty develop aesthetic knowing? 

EDUCATIONAL TECHNOLOGY AND AESTHETIC 

KNOWING: DEVELOPING THE HUMANNESS OF 

NURSING 

The challenge facing nursing curriculums that are taught online 
is how to use educational technology to teach in not only the 
cognitive and psychomotor domains of learning but how do they 
do so for the affective domain. To be considered are: what 
course designs are most amenable to achieving the outcomes 
associated with affective/aesthetic learning, what technology is 
available to help meet these objectives, and how to evaluate 
affective/aesthetic learning and achievement of course 
outcomes? The following section will describe how one 
department of nursing answered the questions and challenge of 
integrating aesthetic knowing and the liberal arts into a distance-
learning curriculum using educational technology. 

The decision to engage in a full evaluation and re-design of a 
long-standing and well proven RN-BSN/MSN curriculum was 
prompted by several factors: a new core-curriculum; The Human 
Journey instituted at the university level, an Association of 
American Colleges and Universities Core Commitments 
initiative; a reaccreditation visit by the Commission on  
Collegiate Nursing Education (CCNE) and new curriculums at 
the first professional degree and graduate levels; changes in the 
Association of American Colleges of Nursing Essentials 
(AACN) document, and reports by the Institute of Medicine 
(IOM) Reports on Safety and Quality and PEW reports on the 
Future of Nursing. In turn they also informed the direction of the 
curriculum redesign. Existing program characteristics that were 
not open for discussion were the commitment to on-line learning 
and a commitment to the established reputation of the RN-
BSN/MSN curriculums for rigor and quality. 

In order to develop course curricula supportive to the liberal arts 
core curricula, it was necessary to articulate the concepts with 
professional nursing concepts and theoretical knowledge.  
Aesthetic knowing is the basis of the art of nursing; clinical 
practice techniques performed properly represent aesthetic 
knowledge.  Likewise is clinical reasoning and the ability to 
transfer and translate empiric knowledge to the clinical scenario 
an example of aesthetic knowledge.  Most nursing curricula 
separate these two ways of knowing and use technology that is 
fairly unique to each situation to support knowledge 
development.  Clinical reasoning strategy is usually focused on 
development of empiric knowledge but it is also important for 
affective learning.  Nursing students must learn to use clinical 
reasoning relative to basic human values when engaged in 
clinical practice.  The use of technology for education of nursing 

students has provided nursing faculty with new tools for both 
development and evaluation of learning but also the potential for 
analysis of specific technology to support this knowledge 
development.  In order to further understand how technology is 
employed in nursing educational environments where the learner 
must engage technology for learning to occur, we must discuss 
knowledge development relative to technology.   

Pickstone (2001) discusses that technoscience now involves our 
everyday human existence and while we may not fully 
comprehend the intricacies of each technology, we understand 
its value.  And through our understanding of its value, we 
necessarily explore its meaning.  These authors would go further 
to assert that nursing education curricula which engages the idea 
of technoscience as a way of knowing, and uses technology for 
the benefit of the learning process, facilitates learner ability to 
extrapolate the value and meanings of their world.  Technology 
for classroom learning involves the technology used in support 
of a teaching strategy classroom but also includes the 
technology which supports or creates the classroom 
environment.  This paper discusses the use of technology to 
create deeper meanings for students relative to specific course 
curricula and further asserts that the asynchronous e-
environment of the online classroom can allow for a reflective 
dialogue of shared meanings to occur.  In this way aesthetic 
knowledge (know how) is expanded to include knowing how to 
translate conceptual knowledge within the framework of a 
discipline and beyond and knowing how to use technology to 
support this learning process. 

The nature of the online environment can facilitate greater 
acquisition of aesthetic knowledge.  In synchronous (or real-
time) learning environments the student must have the ability for 
instant recall and has little time for reflective thought.  Often 
times this classroom environment does not foster student 
reflection as they are challenged to attend to didactic lecture 
simultaneously.  The nature of the asynchronous online 
classroom allows the student time to engage the classroom 
readings and other media before offering reflective response to 
discussion questions, written assignments etc.  It is important to 
remember here that development of aesthetic knowledge 
depends greatly on the time engaged in reflection relative to the 
learner values and experiences that can be measured against this 
new classroom content. 

E-learner environments use many different technologies and 
approaches to support acquisition of aesthetic knowledge. Many 
are delivered in similar ways to those used in traditional 
classrooms but the learning environment itself is web based. 
These strategies for nursing education can include visual and 
auditory media in static or streaming format (Schermer, 1988; 
Smith-Stoner, M. & Willer, A., 2003) written reflection (Epps, 
S: 2008; Cohen & Welch, 2002) and even kinesthetic type 
(Meehan-Andrews, T., 2008).  In synchronous online learning 
environments the use of telecommunications is often used to 
support acquiring nursing knowledge.  This includes web-based 
chat, Skype and other real time technologies.  While many of 
these strategies are used in online learning and the traditional 
classroom, most are not directed with the primary intention to 
gain aesthetic knowledge. There is a relative dearth of literature 
describing the primary use of any of these strategies in other 
than the clinical setting of learning (Northington, L., Wilkerson, 
R, Fisher, W. & Schenk, L., 2005) to support development of 
aesthetic knowledge.  The following information describes the 
experience of these authors with development and 
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implementation of a nursing course specifically designed to 
ensure development of aesthetic knowledge.   

THE HUMAN JOURNEY OF NURSING: THE 

INTEGRATION OF LIBERAL ARTS AND HUMANITIES 

The University’s core curriculum; the Human Journey consists 
of four essential questions that are threaded through four 
required courses for all undergraduate students. Taken in four 
disciplines; History, English, Social or Biological Science and 
Religious studies students are asked to explore the disciplines 
through the lens of these questions: what does it mean to be 
human, what does it mean to lead a life of meaning and purpose, 
what does it mean to understand and appreciate the natural 
world and what does it mean to forge a more just society for the 
common good?  

This exploration uses various forms of literature; poetry, short 
story, fiction, novels, historical records, and performing arts. For 
those students who choose the biological sciences over 
sociological study they explore the questions using works from 
science regarding topics such as the environment and 
sustainability, genetics, health and disease such as HIV AIDS.  
Students studying the social sciences read works by 
psychologists, sociologists, and political scientists and consider 
questions such as what makes people prejudiced, or issues of 
poverty, or the tension between individual rights and the 
common good.  These strategies are the primary methods and 
approaches used in the liberal arts and sciences. However, two 
to three years after implementation of these courses on-ground 
they needed to be re-mastered into 8-week sessions taught solely 
via-distant learning technology. 

The Human Journey in Nursing is a vertical development of 
these courses, builds upon the four essential questions and asks 
four correlated questions. Nursing in its theoretical discussions 
has used literature from humanities and liberal arts to support 
these questions. The Nursing Code of Ethics, discusses of the 
need for evidence in nursing practice, and for social justice in 
public health courses. They have been explored using poetry 
(Roberts, 2009), and art (Mareno, 2006).   

EDUCATIONAL TECHNOLOGY: SCULPTING A 

COURSE 

Technology and Design 

However, when grouped together these question are situated 
differently, the questions require an alternative way to know the 
answers, the answers cannot be found solely through empirical, 
ethical, and clinical knowing, aesthetic knowing is essential to 
finding the answer to these questions. Educational technology is 
the tool that permits the integration of aesthetic knowing with 
the knowing of empiricism, ethics and praxis. In building the 
course the designer was explicit in what was integral to the 
course, use of visual and audio technology beyond the simple 
taping of a lecture or use of formats for synchronous 
participation any methods could not jeopardize the 
asynchronous design of the course.  Web-sites must be used that 
would allow students to visit museums and collections that were 
distant to their location of study. Assigned and supplemental 
readings would be diverse, sometimes controversial, and 
promote integration of each of the four university and nursing 
core questions. The end product The Human Journey of Nursing 
uses audio recordings of poetry, the technology of Voice 

Thread, and visual access to paintings and virtual trips to 
museums. Not yet available is the technology of touch or smell 
but when this technology becomes available it will be quickly 
incorporated. 

The nursing course was specifically designed by one of the 
authors for the purpose of transferring foundational knowledge 
from the liberal arts core curriculum which is based on four key 
concepts:  

 Being human 
 Living with meaning and purpose 
 Understanding and appreciating the natural world 
 Forging a just society for the common good 

and translating this for the discipline of nursing to: 

 Protecting and promoting patient health and well-
being 

 Embracing core beliefs, values and standards of the 
profession 

 Examining advancing science and technology in 
nursing practice 

 Modeling professional behaviors which contribute to 
the greater good of society 

The course was author, in consultation with both an instructional 
designer and online teacher expert, matched teaching materials 
and strategy to ensure that aesthetic knowledge was gained as a 
primary objective and clinical reasoning was advanced via the 
application of this knowledge to clinical scenario’s and 
discussion.  This course design required no clinical practicum 
for the student.  Student’s clinical knowledge to engage the 
clinical scenarios and other course activities was however 
supported by the fact that they were practicing nurses enrolled in 
a degree completion program. 

This course utilized both embedded and web-based technologies 
to support the objectives in addition to traditional written 
assignments. See Table 1 for an  excerpt of primary assignments 
and matched teaching strategies for the four translated areas of 
the core curriculum. Voice thread is a collaborative multimedia 
site that can hold visual media in any form, and allow multiple 
participants to comment on the held media.  Directed web-
surfing allowed students to explore sites that promote the core 
values in various ways.  Reflective journaling (technology 
mediated preferred) allowed the students to document initial 
thoughts regarding comparing assigned readings to their own 
experiences and/or examining their own ideas about a sub-
concept presented in the course.  The platform supported 
discussion board provided a means to share collaboratively and 
evaluate student understanding of course content via weekly 
discussion questions. Streaming media in general offers the 
learner the opportunity to tap into their own ability to learn 
through sensory information.  And finally, students were 
encouraged to use technology for completion of the interview 
assignment – synchronous strategies were desired. 

Media streaming was used in both audio and video formats 
within the course.  Audio streaming was used frequently within 
the course with the poetry presentations primarily allowing for 
the capture of student initial impressions and commentary.  
These comments were posted in audio or video format and 
shared amongst the group.  Using this tool allowed the students 
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to develop shared meanings regarding specific media designed 
to promote the essence of the core value.  Video streaming was 
used to explore paintings and sculpture while taking virtual tours 
in museums.  Streaming media such as video and audio can help 
learners understand complex concepts and procedures that are 
difficult to explain with simply text and graphics (Klass, 2003).  
“By using visual and auditory messages, students can  
process the information quicker, which in turn, helps foster their 
learning acquisition of the material” (Hartsell & Yuen, 2006, 
pg.32).This media stream strategy was important because we  
 
Table 1. Excerpt of course teaching plan 
 
are human beings who base many of our initial impressions and 
understandings of our world on our visual and auditory 
representations.   

 
Directed web-surfing encouraged exploration of sites that were 
data repositories for nursing information on quality, healthcare, 
and cultural diversity.  This technology also encourages guided 
exploration of the internet for the purpose of gaining skill with 
identifying and evaluation professional resources on the web. In 
a recent study Schullo et al (2005), found that half of the 
students surveyed in an online course found this approach useful 
to their learning.   
 
Reflective journaling allowed the students to document initial 
thoughts regarding comparing assigned readings to their own 
experiences and/or examining their own ideas about a sub-
concept presented in the course.  Students were encouraged to 
include all forms of expression within the journals to respond to 
the question posed.  “Journals occupy a unique space in the 

array of reflective practices by giving students a safe place to 
withdraw temporarily and create an ongoing and informal record 
of meaningful aspects of their own learning processes” (Mills, 

2001, pg.27).  These individual journals were submitted for 

faculty feedback.  Exposure to a web-based journal was an 
option which allows for beginning skills with other types of 
journaling like blogs.   
 
Markel (2001) asserts that the discussion board is a key vehicle 
in asynchronous online education.  The discussion board was 
utilized on a weekly basis and this technology services as a 
shared format for individual journaling which was monitored 
frequently each week throughout the course. It was primarily 
used for guided comparative reading activities similar to those 
described by Alstete (2007). 
 
Chats and Skype type technology had the ability to connect the 
student across great distances to conduct the interview as 
directed.  This format allowed for archival retrieval of the 
interaction and analysis of themes associated with the 
communication.  Students were also introduced to a web based 
technology that could be used for real-time communication in 
future professional endeavors.  Avery, Cohen and Walker (2008) 
discuss the importance of interaction within online courses to 
ensure quality in online nursing curricula.  Synchronous learning 
strategies support this interaction.  While the bulk of the 
interaction in the course should be amongst the learner group, 
along with the faculty member, the opportunity to interact with a 
professional nurse outside of the classroom offered students the 
ability to make comparisons relative to the core values. 
 
Technology and Course Content 

 
The first module Pathway: Past, present and future begins with 
exploration of the first question; what does it mean to be human-
how does the profession protect and promote the health and 
welfare of patients. The concepts explored include vulnerability, 
resilience, spirituality, safety and diversity. Using educational 
technology the first assignment is to view painting by Grayden 
Parrish (2006) The cycle of terror, using Voice Threads 
student’s record their first five impressions of this painting. Each 
student participant must listen to the other classmates and then 
conduct a discussion through written response. Other portions of 
required readings/assignments include listening and responding 
to the audio version of Emily Dickinson’s Hope and written 
version of Edna St. Vincent-Millay To the wife of a sick friend. 
A course assignment begins in this module, student’s form 

groups to select one book; T. Kidder (2004) Mountains beyond 
Mountains; A. Fadiman, (1997) The Spirit Catches You and You 
Fall Down; J. Barry, (2005) The Great Influenza; or  R.M. 
Zaner (2005) Conversations on the Edge to read, analyze and 
lead the class in discussion of how the book addresses the four 
essential and nursing core questions.  
 
The second module Do no harm explores the second question 
what does it mean to lead a life of meaning and purpose- what 
are the core beliefs, values, and principles of the profession. The 
concepts explored include codes of ethics, caring, care giving 
and the experience of caring. Directed to read Robert 
Wadsworth Longfellow’s (1893) Santa Filomena; Milton 

Mayeroff (1971) Major ingredients of caring and P. Wicker 
(1988) When caring doesn’t mean cure students must debate in 
written response the similarities and differences of the meanings 
of caring that are stated in these passages.  

Module three Who we are or who are we explores question three 
what does it mean to understand and appreciate the natural 
world- what is the effect of emerging scientific technology. The 
concepts explored include evidence, alternative care and 

Assignments Technology based teaching 
strategy 

Technology tools 

Group 
Analysis of 4 
Books  - 
thematically 
selected 
 
Selected 
literature for 
review – 
includes 
humanities 
based 
literature 
 
Discussion of 
national 
resources 
 
Reflective 
journal 
 
 
 
Interview on 
Service 
learning 

View the painting:  The cycle 
of terror, Parrish, G. 
(2006) 
 

 
 
Listen to this poem: Dickinson, 
E. 

(nd), Hope. Audio 
version: 
http://poetryoutloud.org/p
oems 
poem.html?id=171719 
 

Web based exploration of sites: 
AHRQ 
 

Online journal 
 

 
 
 
Conduct technology mediated 
interviews 

& archive then reviewing 
for thematic 
analysis 

 
 

 

Voice Thread 
 
 
 
 
Audio Streaming 
 
 
 
Web-surfing 
 
 
 
 
 
 
 
 Learning 
Management 
System (LMS) 
tool  
 
 
Virtual Video 
conference,  Chat 
or audio recording 
device 
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stewardship. Directed to read required content students must 
also explore the National Center for Alternative and 
Complimentary Medicine and the Richard and Hinda Rosenthal 
Center for Complementary and Alternative Medicine and relate 
the findings of this exploration. 

The final module Citizen Nurse explores the fourth question 
what does it mean to forge a more just society for the common 
good-what is the responsibility of the profession in contributing 
to the greater good for society. The concepts explored include 
the social policy statement of nursing, historical and social 
influences, and race, gender and class. Directed to read required 
content students must read or listen to John Milton (1608-1674). 
On His Blindness, read Robert Penn Warren (1905-1989) 
Timeless, Twined and Truth, and revisit Grayden Parrish (2006) 
The cycle of terror, and  using Voice Thread to record their 
impressions of this work and how the course has impacted their 
understanding of this work.  

DISCUSSION 

Educational Technology: Lessons learned 

The sculpting of a course that is committed to integrating 
aesthetic knowing and incorporates the liberal arts and 
humanities requires partnership with colleagues in the 
disciplines of English, Art, History, Philosophy and Religious 
studies, as this partnership extends past the sharing of 
references. It requires, as is consistent with most 
interdisciplinary initiatives, the ability to see the content and 
meaning through their lenses. It requires the time needed for 
discussion and exploration of the concept and content in order to 
speak to these concepts as an ally. 

Secondly, the partnership with librarians is invaluable, and this 
is not just the librarian for the medical arts. The use and 
integration of the liberal arts required the knowledge of these 
works from the librarians that are the caretakers of this work. 

Thirdly, the partnership with the instructional design 
technologist is invaluable, they can take the vision of what is 
wanted and make it real. Streaming media and the other tools 
used within the course facilitated student visualization and 
listening of expressive thoughts in literature and performing arts.  
It also allowed for the capture and sharing of student reactions to 
visual and performing arts of student reactions to a controversial 
paintings and writings, so that shared meaning and reflection 
could occur . In the future this partnership will permit inclusion 
of dance and music in the next version of the course and 
hopefully a greater opportunity for kinesthetic interactions via 
planned and recorded, non-virtual travel experiences. 

Implications for further study 

A course such as the Human Journey of Nursing opens the 
avenue for research into as to the impact of this course on the 
student who takes this course using distance learning 
technology. While there are many avenues this research might 
take there are some key areas which might be explored directly 
as a result of this foundational work. 

Quantitative work might begin with examining: 

 Student’s satisfaction with this technology and 
efficiency of use within the online classroom ; 

 Educational outcomes research relative to impact on 
affective and cognitive learning goals with nurses who 
receive technology mediated curricula in online 
environments for the purpose of translating the liberal 
arts core curricula to the professional nursing values.   

Qualitative endeavors might include: 

 Student perceptions of value of liberal arts in 
translating nursing professional values. 

CONCLUSION 

The challenge of re-integration of the liberal arts and humanities 
into professional nursing curricula remains for most colleges and 
university faculty.   Developing curriculum which translates this 
foundational knowledge as a basis for humanness of nursing 
supports current healthcare issues and trends relative to quality 
and coordination within communities. Teaching strategies 
within the classroom should reflect  affective learning activities 
which support aesthetic knowledge development used for 
clinical reasoning and caring.  Technology presents certain 
barriers and constraints within the online classroom and an even 
greater challenge exists when combined with a distance format 
for offering.  Faculty need to be open to and competent with 
using newer synchronous and asynchronous technologies and e- 
tools to support these learning goals.   
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Abstract—Engineering Cyber-physical information gathering and uti-

lizing systems(CIGUS) presents the systems engineer with a difficult,

multi-criterion, multi-objective decision problem. Research, development

and design is done over many disciplines, across many domains, each

with their specific models. Systems engineers are expected to provide a

common level of communication amongst the domains to promote con-

vergence to a design. We present novel information measures that enable

combination of the underlying domain specific subsystems parameters

in a way that makes the information yield of the system intelligible to

decision makers and domain experts. These measures enable, for the

first time, the application of multi-objective evolutionary algorithms and

end-to-end computer aided engineering of CIGUS.

Our novel approach is validated and verified through the application

and direct comparison of simulated and experimental results of state-of-

the-art weather radar network test bed designs. The approach resulted

in Pareto optimal point within an average of 10% of the actual case

study design parameters and within 25% of the Pareto ideal point.

No additional parameters beyond the underlying domain parameters

were introduced. This demonstrates that the computationally aided

engineering approach presented in this work facilitates engineering

feasibility decisions and the subsequent evolution of the engineered

systems in way that reduces cost and effort.

Index Terms—information gathering and utilizing systems, cyber-

physical, network sensors, multi-objective problem, optimization.

I. INTRODUCTION

Interest in the engineering of cyber-physical information gathering
and utilizing systems (CIGUS) has burgeoned in part due to the
proliferation of wireless technology [1] and in part due to the growing
demand for intelligible information. Such systems are complicated,
with hierarchies of interfaces containing underlying complexity. They
often involve distributed network sensors. The configuration can be
dynamic, static and adaptive. Increasingly they involve real time
collaboration among agents of varying degrees of autonomy. The
interface of high yield systems often hides underlying subsystem
complexity which pose new challenges to systems engineering[2].
Systems engineers are expected to provide a common level of com-
munication amongst the domains of expertise that enable research,
development and design of the system to converge. As the domains
become highly optimized, the language and models become so spe-
cialized that it becomes extremely difficult to communicate across the
domains. Prior to this work there was no practical and well founded
way to combine the parameters of the underlying subsystems in order
to represent the overall intelligible information yield. Moreover, in
order for systems engineers to make the multicriteria tradeoffs and
optimizations required for such systems, it is necessary to introduce
new sets of objective functions without which existing multi-objective
evolutionary algorithms[3], [4], [5], [6] can not be applied to CIGUS.

In the case of CIGUS, specific domain experts do the component
subsystem design and subsequent modeling. Each of these domain
specific subsystem models are developed in their particular domain

language. Signal processing and communication models are essential
to these systems. Weather Radar networks are a classic example.
The sub-domains models involved in the systems engineering include;
models of the component radars and their subsystems[7], network[8],
signal processing[9], [10], and control[11]. What they have lacked is
a systematic approach to overall optimization supporting the decision
making process. The obstacle is combining parameters from different
domains of expertise. The systems engineers ability to provide a level
of abstraction that captures the entire system design problem at all
levels will determine how quickly, or slowly, the design will converge
to meet the requirements and how rapidly the systems will evolve.
Clearly, for CIGUS, the underlying parameters and measures should
resolve themselves in terms of the essential product: intelligible and
useful information.

Moreover, CIGUS may be system of systems with uncertain and
evolving requirements. Decisions made at multiple levels present
a difficult multi-criteria, or multi-objective, decision problem. The
systems engineer is presented with a difficult task of providing the
decision makers with the information needed to support investment
into further system evolution and development. By introducing infor-
mation measures we are able to express the quality of the system
in terms of more generally understood notions such as accuracy,
precision, and bit rates as objective functions. We show that these
objective functions, which encapsulate underlying domain specific
parameters without introducing additional parameters. These can
be combined with cost and throughput functions in a way that
enables the application of state-of-the-art multi-objective evolutionary
algorithms and automated decision support tools. Moreover, the pre-
dictions of this analysis can be directly compared with experimental
data from test beds. One recent state-of-the-art weather network test
bed, the Collaborative Adaptive Sensing of the Atmosphere (CASA)
Integrated Project 1 (IP1), enables the comparison of simulations
and experimental results presented in this paper and in more detail
elsewhere.

II. APPROACH

To capture the salience of the engineered system, the systems engi-
neer must separate the domain experts concerns, which are pursuant
to providing objective content from the decision makers concerns,
which are pursuant to ensuring that higher-level requirements are
satisfied. While not conceived as such, a non-obvious example,
rich in engineering challenges is the recently deployed the CASA
IP1[12] experimental network of weather radars. The development
is directed toward demonstration of the engineering feasibility of
an end-to-end (TRL 6) [13] hierarchical emergency response and
real time numerical weather forecast system. Its primary purpose
is to improve tornado and severe weather warnings and to assist
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emergency management response to such events[12]. As a case study
for demonstrating the need and effectiveness of extending multi
objective analysis to the computer aided engineering of CIGUS and
to improve the quality of high consequence technology transition
decisions associated with their design and development, ”IP1”, has
the unique advantage of being intensively and extensively reported
in public documents and the open literature[12]. The present study
thus provides a foundation for extending computer engineering aids
to support and evaluate technical readiness decisions to cases where
such information is not so readily available (e.g. SBInet[14]).

The design of complex sensor systems, such as weather radars and
weather radar networks, was accomplished over years of exploration
and iteration[15], [16] by multiple uncoordinated efforts. While this
traditional process, which involves both trial and error and systematic
design, has provided the sensor community with a new means of
weather sensing and prediction[12], it cannot solve the present com-
munication problem. One limitation of this approach is that it only
allows for a temporary solution to a particular systems engineering
problem that will need to be revisited as future requirements are
introduced case by case. Here we present for the first time, the
Pareto optimal multi-objective analysis of CIGUS. As we discuss
elsewhere[17] this enables us to capture the evolution of a particular
species of CIGUS over many generations. Various benefits such as:
evolutionary context, reuse, accelerate development, and reduced risk.

While the primary and essential quality that is demanded of CIGUS
is informativeness, uninformativeness provides the principled way to
construct quality loss functions. The theory underlying the present
formulation is developed elsewhere[17], in this paper we present
the salience of a specific application. Information produced by such
systems is uninformative to the extent that it is already known,
that is to say the prior or to the extent that it is uncertain. Up to
now, genetic and evolutionary algorithms have offered or developed
neither effective nor principled approaches to incorporating such
priors and uncertainty. (Un)informativeness is key and well suited to
the engineering of such adaptive intelligence oriented systems and
systems of systems because it is directly related to the principle
of maximum entropy[18] as pioneered by Jaynes[19] and subse-
quently developed[20], making the form of the engineering problem
presented here intelligible in a way that enables the application
of multi-objective evolutionary algorithms. Weather radar networks
are particularly suited to our innovative approach because, although
implicit, maximum entropy principle is embedded in the core signal
processing formulation[21]. (Un)Informativeness provides a natural
level of abstraction which fully respects and consistently subsumes
lower levels such as those associated with traditional approaches
to sensing, signaling and communication [9], [22], [23]. In this
paper, we make use of the connection between maximum entropy
and Shannon information theory to cast objective functions in terms
familiar to the engineering community. This has the added benefit of
separating the concerns of channel provider and content provider.

As shown in figure 1, sets of information oriented measures of
the performance of sensor systems may be represented in compo-
nents of an overall objective vector for purposes of evaluation and
optimization. Work completed in [17] show how these measures
abstract the sensor system estimators of the underlying parameters
of the overall system in terms of virtual sensors. By extracting the
relevant information from the underlying parametric signal models,
expressed in terms of the language of the subdomain, experts enable a
reduced set of information metrics that are most relevant to CIGUS.
The complexity of the sensor networks considered here results in
vectors with high dimensions that make it difficult for the decision

Fig. 1: The informative measures are abstraction over the sensor
system estimators and parameters allowing integration over, and char-
acterization of, a single or network of sensors. Objective functions
formulated with informative measures capture the impact of varying
parameters, design vector, on systems and networks of systems.

makers to comprehend. Here we explore the effectiveness of using
multi-objective genetic algorithms(MOGA) in concert with recent
visualization advances for computer aided engineering to facilitate
the decision making process that goes into the evolution of complex
information gathering and utilizing systems, such as weather radar
networks and particularly prospective adaptive networks.

A. Information Oriented Objective Functions for Atmospheric Sen-

sors

Information based objective functions enable channelization sensor
information flows in accordance with the value and impact of the
information. A virtual sensor is comprised of an element, called a test
charge, that interacts with the environment that provides a measure of
the stimulus, an element that receives the signal corresponding to this
measure and a mediating element. In general, a phenomenological
field, such as the weather, is sampled by sets of virtual sensors, each
corresponding to a different measure and having its own characteristic
channel.

The information oriented measures are built on the principles of
maximum entropy and the concept of adaptive channel models that
capture the scenes multiple spatial and temporal distributions. Adap-
tive channels model the interaction between the radar and test pattern,
including propagation effects. The measures can be aggregated and
stored in a data structure that consolidates all collaborative viewpoints
on a common grid of vectors, containing all the utilizable information
gathered from the scene[17]. The sensors may be mixed or fused
at the channel level of abstraction enabling design and intensive
optimization of diverse sensor networks.

A particular distribution of the phenomenological field salience and
sensing instrumentation is modeled by a test pattern which represents
a scenario from a set of viewpoints in support of requirements
engineering

Scanning of test patterns by the simulated sensing system in space
and time can be modeled as a graph traversal problem with the nodes
representing subspaces to be sampled and the arcs weighed by the
time cost. Each subspace, node on the graph, is a region defined by
the beam solid angle, ∆θs ×∆φs, and range extent, ∆Rs.

The objective functions used in the present work are chosen to ex-
plore the trade-offs between the conflicting objectives of information
capacity, gathered information, quality of information, cost, and scan
time.

The objective functions, Ji(θ), where the subscript i is the ith

objective function, and θ is the design vector, are constructed for a
typical weather scene as follows:

J1(θ) =
SX

s=1

`
I

s

rcap + I
s

vcap

´
(1)
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J2(θ) =
SX
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“
I
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”
(2)

J3(θ) =
SX

s=1

(Is

r ) (3)

J4(θ) =
SX
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(Is

v) (4)

J5(θ) =
SX

s=1
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HDs

r

”
(5)

J6(θ) =

SP
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`
BER
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r + BER
s

v̂r
+ BER

s
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´

3S
(6)

J7(θ) =
SX

s=1

`
T

s

subspace

´
+

S−1X

s=1

(T s

trans) (7)

J8(θ) = costRbase + costpower + costagility + costantenna (8)

There are two classes of targets, six weather subspaces and six hard
target subspaces. The information oriented measures of information
capacity (Is

rcap and I
s

vcap), information (Is

r and I
s

v), and Bit Error
Rate (BER

s

r, BER
s

v̂r
, and BER

s

σ̂vr
) are captured in equations (1)-

(6). The superscript HD indicates hard target information oriented
measures and the subscript s is used to identify the s

th subspace.
The first two objective functions, (1) and (2), sum the information

channel capacity for weather and hard targets over the subspaces,
respectively. Three types of information capacity, reflectivity(Ircap),
velocity(Ivcap), and hard target(IHD

rcap), are defined instantaneously
as the maximum bit rate that can be sustained by channel models of a
gaussian white noise channel, and noiseless gaussian channel, and a
Swerling 1 model channel, respectively[17]. The hard target velocity
capacity is not calculated. In the present analysis the objective
functions of channel capacity are minimized to ensure maximum
capacity utilization.

Objective functions J3, J4, and J4 are comprised of the aggre-
gated information gathered over the individual reflectivity, velocity,
and hard target reflectivity channels, which are then summed over
the subspaces, respectively. Hard target velocity information is not
calculated. These functions are maximized.

The bit error rates are a measure of the quality of the information
extracted and are a function of the errors in the underlying estimators.
Objective function J6 used in this analysis consolidated the BER
associated with the various channels to provide an overall quality
of information measure. The summation is over S, the subspaces,
of the individual terms of each subspace referring to the reflectivity,
(BERr) the velocity (BERv̂r ), and the spectrum width (BERσ̂vr ).
Hard target reflectivity or velocity bit error rate is not calculated.
Minimizing the BER, maximizes accuracy and precision of the
information[17].

Objective function J7 is a measure of the total time it takes to
acquire the information in the scene. It is a measure of the information
gathering throughput of the system, the amount of information
collected for the time to complete the test pattern scan. The time
objective function is split into two summation, the first is the time
to scan each subspace, the second is the time taken to scan between
each subspace. The time to scan each subspace, T

s

subspace, is given

by the dwell time of the radar, DT , and the number of positions in
azimuth, Baz = ∆θs

θaz3dB
, and elevation, Bel = ∆φs

φel3dB
, necessary to

scan the entire subspace and the time to transition from beam to beam
within the subspace. The time to move from subspace to subspace,
T

s

trans, is given by rotating the sensor. Equations (9) and (10) define
the subspace time and transition time.

T
s

subspace = BazBelDT + Bel [(Baz − 1)aztB2B ]

+ (Bel − 1)eltB2B (9)

T
s

subspace = az
s

tS2S + el
s

tS2S (10)

where aztB2B , and eltB2Bare the times to transition from beam
position to beam position. In the case of the transition from subspace
to subspace, aztS2S and eltS2S , the time is given by the angular
difference in azimuth and elevation multiplied by the angular velocity
in that direction. Minimizing J7, maximizes the throughput.

Objective function J8 is a measure of the cost of the system. The
cost objective function, J8(θ), is made up of four factors; base radar

cost, excess power cost, excess agility cost, and excess antenna cost.
Our initial objective cost function is a first approximation to the true
cost function to be created and is referenced to the cost values for
the IP1 weather radars[24], [12]. Cost is minimized.

In this study we chose the following decision variables: maximum

transmit power, half power beam width in azimuth and elevation,

and maximum angular velocity of the pedestal, given in table I to
make up the decision vector, θ = [θ1, θ2, θ3, θ4]. These variables
were chosen because the object functions are most sensitive to them
and are sufficient for validating the approach.

In the present case of computer aided engineering of a single radar
we have reduced our objective vector, J(θ), to eight dimensions,
corresponding to the six aspects of the scene about which we seek
to gather information, the time interval over which we seek it, and
the cost of the deployed system.

B. Multi-Objective Genetic Algorithms

Multi-objective optimization seeks to optimize problems that re-
quire the simultaneous optimization of multiple, often competing
objectives [3]. Genetic Algorithms were originally developed to
imitate the process by which living organisms evolve [4]. They
have since been applied to multi-objective optimization problems as
algorithms to supply reasonable approximations to the Pareto front
and set [25]. Here they are used in a computer aided engineering
approach to simulate the evolution of complex engineered systems.
The technical analysis supports the decision makers in making a
selection of a particular design out of the set of Pareto optimal
designs. Each of the solutions returned by the analysis, see Figure
2, is a valid optimal design resulting from tradeoffs among the
conflicting objectives reaching mutually non-dominated solutions
referred to as the Pareto front. The discrete set of optimum points can
then be used by the various decision makers to drive the evolution of
the complex system being optimized, in this case a cyber-physical
information gathering and utilizing system. The use of genetical
algorithms to calculate the Pareto front and set of a multi-objective
optimization problem is referred to as MOGA. Within the present
approach we will demonstrate how MOGA can be used to calculate
the Pareto front and set for low order models of a single weather
radar. Higher order models can be incorporated into MOGA through
the use of a more sophisticated simulation[17].
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TABLE I: MOGA Settings
Decision Variables Parameter (Unit)

lower initial upper
θ1 Peak Power (W) 5e3 12.5e3 20e3
θ2 θaz3dB(deg) 1 2 4
θ3 θel3dB(deg) 1 2 4
θ4 Agility (deg/sec) 10 40 80

Cost Variables Value
Rbase $220e3

λ1 245
γ1 2
κ1 8e3
λ2 1463
γ2 1.5
κ2 20
λ3 736
γ3 1.5
κ3 4

For these higher dimensional multi-objective problems, the present
approach is an 8 dimension problem, a visualization technique called
Level Diagrams[5] will be used to enable an improved analysis of the
Pareto front and will provide an excellent tool for the decision makers.
The Level Diagrams classify each Pareto front by the distance of the
Pareto front from the ideal point, accounting for all the objectives
simultaneously. It is extremely unlikely for an optimized solution to
the Pareto front to achieve the ideal point[6], but we define the Pareto
optimal point as the point with the shortest 1-norm distance from the
ideal point. Every objective (Ji(θ), i = 1, . . . , m) is normalized and
classified with respect to its minimum and maximum values on the
Pareto front, J

norm

i (θ), i = 1, . . . , m [5]:

J
max

i = max
θ∈Θ∗

P

Ji(θ), J
min

i = min
θ∈θ∗P

Ji(θ), i = 1, . . . , m (11)

J
norm

i (θ) =
Ji(θ)− J

min

i

J
max

i
− J

min

i

(12)

such that,

0 ≤ J
norm

i (θ) ≤ 1 (13)

The Y-axis on all the Level Diagram graphs, figure 2, corresponds
to the value of the normalized objective function, and this means
that all graphs are synchronized with respect to this axis. The X-
axis corresponds to values of the objective, or decision variables, in
physical units. Using this representation, all plots are synchronized
with respect to the y-axis, meaning a single level on the y-axis returns
all the information for a single point on any of the objective function
or decision variables plots[5].

III. MOGA ANALYSIS: CASE STUDY

A. Scanning Analysis

The MOGA analysis is done with an agile mechanical pedestal
using the decision variables and cost variables listed in table I.

The Level Diagrams of the Pareto front and set for the MOGA
analysis of the agile mechanical X-band radar is given in figure
2. The Pareto optimal point is the light green square referenced
by the arrow. Black vertical lines in plots of J7, J8, θ1, θ2 and θ3

represent the specifications given in [24], [26] for the IP1 weather
radars. Given the complexity of the multi-objective problem, it is
surprising to see the Pareto optimal point coming in close comparison
to the documented values of the IP1 weather sensing radar. The
Pareto optimal point returns θaz3dB = 1.6o

, θel3dB = 1.9o
, Pt =

TABLE II: MOGA Analysis Summary
Power (Pt) θaz3dB θel3dB Scan Time Cost

(W) (deg) (deg) (sec) (k$)
Simulated 9359 1.6 1.9 53 458.6

IP1 8000 1.8 1.8 60 459.0

9.4kW, cost = $459k and time = 53sec, compared to the IP1 values
of θaz3dB = 1.8o

, θel3dB = 1.8o
, Pt = 8kW, cost = $459k and

heart beat time = 60sec.

IV. DISCUSSION

The present computer aided engineered approach applied to the
given weather radar sensor results in a well formed high dimension
Pareto front yielding the Pareto optimal point close to the ideal
point. The 1-norm Level Diagrams, shown in figure 2, have smooth
objectives with well defined minima where no single objective
dominates, suggesting convexity of the Pareto front. Combined with
location of the 1-norm Pareto optimal point to within 25% of the ideal
point, we can characterize the Pareto front as well formed. Therefore,
the Level Diagrams are providing insight into high dimension Pareto
fronts when based on information oriented measures and test patterns.

The resulting Pareto optimal design vector yielded values, on
average, in excellent correspondence with the actual IP1 design.
An agreement between the optimal design vector and IP1 design of
within 10% for the scan time is evidence that the current test pattern
is a good representation of a multitask scene. Further indication is the
similarity, within 10%, of the optimal azimuth and elevation beam
width to the IP1 design. The Pareto optimal peak transmit power, a
relatively outlier at 18% greater than the IP1 design, is a result of the
magnetron transmitter in the IP1 radar operating below its maximum
rated peak power. The present computer aided engineered approach
accurately models the evolution of IP1 system.

Although the results exhibit excellent convergence, extending the
objective vector to include a reliability/availability component would
likely result in further convergence between the Pareto design and
real case. However, a valid and verified reliability/availability model
for the present case under study has not appeared in the literature.
As the models become available, they can be incorporated into the
multi-objective optimization aiding in the engineering of the system.

The computer aided engineering approach provides isolation from
the other objective functions allowing higher level models for cost,
reliability, maintainability, volume manufacturing, industrial learning
curves, and other potential non-functional and functional require-
ments to be readily incorporated or modified. MOGA simultaneously
evaluates each of the objective function individually. This allows
the objective functions to be individually modified without the
need to update subjective weights. The additional abstraction of the
informative objective functions allows the inclusion of uncertainty
and priors into the MOGA analysis and encourages the use of other
multi-objective evolutionary algorithms(MOEA) that may be better
for other applications.

The method presents an approach allowing for the acceleration of
the evolution of complex, multi-criterion information gathering and
utilizing systems. Extension to higher order models of signal estima-
tors and test patterns in the presence of multiple weather sensors is of
interest to provide insight into design trades over changing weather
conditions and different venues. Specifically, creation of higher order
models of the sensor system and test pattern will facilitate exploration
into the trade space of polarimetric weather radar networks and
waveform design for network multifunction radars. Moreover, the
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Fig. 2: 1-norm Level Diagram of the Pareto front and set the eight objective functions comprising the objective vector, Ji(θ), where the
subscript i is the ith objective function, and θ is the design vector used in the MOGA analysis of the case study X-band weather radar
described in section III-A. The Pareto optimal point is the light green square referenced by the arrow. Black vertical lines in plots of
J7, J8, θ1, θ2 and θ3 represent the specifications given in [24], [26] for the IP1 weather radars.

method can be extended to incorporate further decision support for
more complex trade-off analysis that may be required to assess the
evolution at higher levels to support business modeling and planning.

V. CONCLUSION

We have shown that by introducing integrative objective informa-
tion oriented measures, we can define a level of abstraction which
captures the underlying sensor estimators and parameters that solves
the communication problem between the systems engineers, domain
experts and decision makers. Not only will the obstacle be eliminated,
the design of these complex sensor systems will converge much more
rapidly, allowing for an acceleration in the evolution of the systems,
with the inclusion of the preferences of decision makers a posteriori
to the objective analysis, hence acknowledging subjective influences.

The analysis is applied to weather radar designs providing complex
multi-objective design problems with evolving specifications and
requirements. Without any adjustable parameters, any subjective
weighting, and in such a complex design space where a multiplicity of
results could have occurred, the informative methodology of systems
engineering resulted in decision parameters very close to that of the
IP1 system. The results of the MOGA analysis case study, show
that the approach is successful in modeling the complex system by

producing a Pareto optimal point within an average of 10% of the
case study’s design specifications and providing an objective basis for
evaluating the engineering feasibility of the end-to-end system and
its transition into operational environments for further development.

The foregoing capabilities facilitate the demonstration of engi-
neering feasibility and subsequent development and evolution of the
CIGUS. We develop objective functions, combining measures of
cost and throughput with the underlying domain specific parameters,
enabling the application of state-of-the-art multi-objective evolution-
ary algorithms and automated decision support tools. The novel
systems engineering approach is further validated and verified by
the agreement of the predictions of the analysis and the experimental
data from the IP1 test bed. Clearly, in the case of weather radars had
the present approach been available, considerable time and money
could have been saved[17].
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Abstract

This paper is concerned with the safety lead curve
and entertainment in games, where the safety lead
curve is that once information of the game outcome
goes above it, the advantageous team will win the game
with 100% certainty. The safety lead curves have been
derived by using a series of approximate solutions of
the flow between two parallel flat walls, one of which
is at rest, the other is suddenly accelerated from rest
to a constant velocity. The safety lead curve (SLC) is
critical for neutral observer(s) to assess entertainment
in games, for when the information of game outcome
is below it, the game is interesting, while when the in-
formation is above it, the game is boring. The power
balance between the two teams (players) causes the in-
formation of game outcome to follow along the safety
lead curve so as not to lose entertainment during the
game. The safety lead curve can be a critical edge of
game, at which two different things, viz. interesting
game and boring game, happen, and thus we feel a par-
ticular emotion while the game proceeds along it. The
four Japan games in 2010 FIFA World Cup are under
the safety lead curve, and thus are interesting for neu-
tral observer(s).
Key Words: Safety Lead Curve, Entertainment, Game
Advantage, Information of Game Outcome, Soccer,
Fluid Mechanics

I. Introduction

Nothing perhaps is more intriguing than to know
game progress patterns or how information of game
outcome varies with the game length or time, where
information of game outcome is the data that is the cer-
tainty of game outcome. Information of game outcome
and its development are therefore topics that have at-
tracted many researchers (e.g. Iida et al 2011a, 2011b),
but much remains to be done before a satisfactory un-
derstanding is obtained and real prediction is possible.

Browne(2008) has determined whether the quality
criteria of a game is precisely defined and automati-
cally measured through self-play in order to estimate
the likelihood that a given game will be of interest to
human players, and whether this information is used
to direct an automated search for new games. Yan-
nakakis & Maragoudakis(2005) have introduced an ef-
fective mechanism for obtaining computer games of the
player’s satisfaction. The proposed approach is based
on the interaction of a player modeling tool and a suc-

cessful on-line mechanism.

Game information dynamic models (Iida et al 2011a)
make it possible to treat and identify game progress
patterns. The two models are expressed, respectively,
by

Model1: ξ = ηn (1)

and

Model2: ξ = [sin(
π

2
η)]n (2)

where ξ is the non-dimensional information of game
outcome, η the non-dimensional game length or time,
and n a positive real number parameter depending
on the fairness of the game, strength of the two
teams(players), and strength difference between the two
teams (players).

It has been confirmed that game information dy-
namic models are quite useful for understanding and
explaining game progress patterns in Base Ball(Iida et
al 2011a), Soccer, Chess, Shogi and others. However,
the effect of the safety lead on game progress patterns
has not been taken into account in these models, where
the safety lead is such that once the lead exceeds its
value, the leading team will win the game with 100%
certainty. The safety lead is sometimes a critical factor
in game entertainment, for if one team (player) gets the
safety lead against the other team (player) the game be-
comes immediately boring, but if not it is kept to be
interesting. Thus, the safety lead curve, which is that
once the information of game outcome goes above it,
the team having advantage will win the game with 100%
certainty, plays a part as a game information dynamic
model (see Appendix), along which the game proceeds
under certain conditions, as to be shown.

It is evident that winner(s), loser(s) and neutral
observer(s) have different feeling, or emotion during
the game from each other, where winner(s) is winning
player(s) and winner-sided supporter(s), and loser(s)
is losing player(s) and loser-sided supporter(s). Thus,
in this study concerning entertainment for the sake of
clarity we will only inquire whether neutral observer(s)
feels interested or bored during a game. However, how
one feels emotion during the game essentially belongs
to each person, so that the present discussion on enter-
tainment is based on authors subjective views.

The main purpose of the present study is to pro-
pose two novel information dynamic models represent-
ing safety lead or uncertainty of game outcome, and to
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TABLE I: Time history of goals during three ar-
tificial Soccer games between team A and team B.

Game Result* Goal time**(minutes)
balanced game 0 - 0
seesaw game 5 - 4 9(A), 18(B), 27(B),

36(A), 45(A), 54(B),
63(B), 72(A), 81(A)

one-side game 50 - 0 From 1 to 50 minutes,
one goal in every 1 minute

*In the column �Result�, the left value is the goal sum
for team A after the game, while the right value is the
goal sum for team B.
**In the column �Goal time�, characters A and B in
brackets denote team A and team B, respectively.

clarify the role of the safety lead curve and its relation
to entertainment in games.

II. Safety Lead Curve and Entertainment in
Games

In any game, it is realized that there exists a safety
lead curve, which is defined in such a way that once the
information of game outcome goes above it, the advan-
tageous team will win the game with 100% certainty.
The safety lead curves have been derived as a series of
approximate solutions of the flow between two parallel
flat walls, one of which is at rest, the other is suddenly
accelerated from rest to a constant velocity (see Ap-
pendix), and it is expressed by

ξ = (1− η)q for 0 ≤ η ≤ 1 (3)

where ξ is the non-dimensional current safety lead of
game, η the non-dimensional current game length, and
q a positive real number parameter. The safety lead
curve depends on characteristics of the game, strength
of the two teams (players) and strength difference be-
tween the two teams (players). To know the relation be-
tween the safety lead curve and entertainment in game,
the three artificial elemental game progress patterns are
introduced, viz., �balanced game�,�seesaw game�and
�one-sided game�, as listed in Table I(Iida et al 2011c),
where in a �balanced game �, both of the teams have
no goal through the game, in a �seesaw game �, one
team leads, then the other team leads, and this may
repeatedly alternate, and in a �one-sided game �, the
current goal sum of one team (winner) is always greater
than that of the other team (loser), so that the goal dif-
ference between the two teams is always positive.

The non-dimensional information ξs in Soccer is here
defined as follows: When the total goal(s) of the two
teams at the end of game GT 6= 0,

ξs =

{ |GA(η)−GB(η)|
GT

for 0 ≤ η < 1 ,

1 for η = 1 ,
(4)

where GA(η) is the current goal sum for the team A
(winner), and GB(η) is the current goal sum for the

team B (loser). The measure of non-dimensional infor-
mation of game outcome ξs has been derived by consid-
ering only goals scores in this study. It is, however, ev-
ident that number of shoots and corner kicks, ball pos-
session time, strength difference between the two teams,
player’s morale or stamina and so on, affect the value of
the measure, it is not straightforward to quantify these
factors as a measurement and also their contribution to
the measure is considered to be insignificant. This is
the reason why they have not been taken into account
for evaluating ξs. At η=1, ξs is assigned the value of 1,
for at the end of game the information must reach the
total value. On the other hand, when GT=0,

ξs =

{
0 for 0 ≤ η < 1 ,
1 for η = 1 ,

(5)

Note that in a draw case ξs may also take the value
of 0 other than 1 at η=1, depending on the game rules.
In the case of a tournament match, ξs=1 at η=1, while
in the case of a league match, ξs=0 at η=1.

The game length is defined as the current time (min-
utes), and it is normalized by the total game length or
the total time to obtain the non-dimensional value η.
The total game length of Soccer is normally 90 min-
utes, but in the case of extended games it becomes 120
minutes.

Figure 1 shows the relation between non-dimensional
information ξ and non-dimensional game length η for
three artificial Soccer games, viz. �balanced game�,
�seesaw game�, and �one-sided game�. In this figure,
two safety lead curves are concurrently plotted for ref-
erence: The safety lead curve 1 is ξ=(1− η)2, while
safety lead curve 2 is ξ=(1− η)0.4.

Firstly, let us discuss the entertainment of the game,
by assuming the safety lead curve 1. In the case of
a �balanced game�, the information is always under
the safety lead curve 1 through the game except for
the value at η=1. In the case of a �seesaw game�, the
information exceeds the safety lead at η ' 0.69, so that
the game is solved at this game length. In the case
of a �one-sided game�, the information is under the
safety lead curve 1 until crossing each other, but after
that the information is above the safety lead curve 1.
This means that before the cross point this game is
interesting, but after the cross point it becomes boring
for neutral observers.

Secondly, let us discuss the entertainment of the
game, by assuming the safety lead curve 2. In both
a �balanced game�and �seesaw game�, the information
is below the safety lead curve 2 through out the game
except for the value at η=1. This means that the en-
tertainment in these games is maintained through the
total game length except at the end. In the case of a
�one-sided game�, the information is under the safety
lead curve 2 until crossing it, but after that the infor-
mation is above the safety lead curve. This means that
before the cross point this game is interesting, but af-
ter the cross point it becomes boring. Note that when
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the safety lead curve changes from the curve 1 to 2,
the interesting game length becomes longer or boring
game length becomes shorter. It may be instructive
to consider the two extreme cases, viz. the parameter
q=0 and ∞. When q=0, the safety lead curve becomes
ξ=1 for 0 ≤ η <1, but ξ=0 for η=1. In this case, every
game is interesting. On the other hand, when q=∞,
the safety lead curve ξ ' 0 for 0< η <1, and ξ=1 for
η=0 and ξ=0 for η=1 and approximately coincides with
the �balanced game�except for the value at η=0. Thus,
in this case, only a �balanced game�is interesting, and
the games are boring.

It is suggested that we normally try to design a game
in such a way that it proceeds so as to keep the informa-
tion under the safety lead curve. This is because when
the information is under the curve, the game is inter-
esting, while when the information is above the curve
it is boring. The safety lead curve is, therefore, critical
to assess entertainment in games. In Soccer, while one
team is losing, the players make their efforts to avoid
the safety lead of the other team. On the other hand,
while one team leads, the players try to secure their
safety lead against the other team. This power balance
between the two teams may result in that the infor-
mation of game outcome follows along the safety lead
curve. In another words, Soccer players in one team
severely struggle with those in the other team to avoid
the safety lead of the other team, for as far as the op-
ponent’s lead is within the limit, it is quite possible to
revert the game later. The situation is similar with a
Marathon race. A strong runner often is willing to take
rear position in keeping the distance within the safety
lead of the front runner, for this provides her or him the
highest probability to win the race. This also results in
that a Marathon proceeds in such a way that the dis-
tance between the two competing runners is kept to be
the safety lead of the front runner approximately, so
that the information of race outcome follows along the
safety lead curve. Thus, the safety lead curve can be a
critical edge of the game, at which two different things
happen (Iida 2007). This is because we feel a particular
emotion at the edge, or the safety lead curve.

III. Data Analysis

Four Japan games in 2010 FIFA World Cup South
Africa have been considered and analysed, where Soc-
cer is a form of football in which the use of the hands
and arms either for playing the ball or for interfering
with an opponent is prohibited. Some of the relevant
information is summarized in Table II.

A. Group E 1st game: Japan vs. Cameroon

Figure 2 indicates that ξs is kept to 0 until η '0.433,
but it jumps to 1 at η=0.433 and is kept to be the same
value until the end of the game. In this game, there
are two intervals, where ξs is constant; In the earlier
interval, ξs=0, and in the later interval ξs=1. Thus, al-
though this game represents a typical information curve

Figure 1:Non-dimensional information ξ against
non-dimensional game length η for artificial Soccer
games, viz. �balanced game, �seesaw game, and
�one-sided game.

TABLE II: Four Japan Games in 2010 FIFA World
Cup South Africa

Game Result Goal(minute)
Group E 1 - 0 (45 min) 39th (Japan)
1st game 0 - 0 (45 min)
June 14, - - - - - - - - - - -

Bloemfontein Japan 1 - 0 Cameroon
Group E 0 - 0 (45 min)
2nd game 1 - 0 (45 min) 53th (Holland)
June 19, - - - - - - - - - - -
Durban Holland 1 - 0 Japan
Group E 2 - 0 (45 min) 17th (Japan)
3rd game 30th (Japan)
June 24, 1 - 1 (45 min) 81th (Denmark)

Rustenburg 87th (Japan)
- - - - - - - - - - -

Japan 3 - 1 Denmark
Round of 16 0 - 0 (45 min)

June 29, 0 - 0 (45 min)
Pretoria 0ex0 (15 min)

0ex0 (15 min)
- - - - - - - - - - -

Japan 3PK5 Paraguay

as one-sided game, in fact, it is interesting. During the
earlier interval ξs=0, the game may proceed, experi-
encing alternate changes from offense to defense by the
two teams many times. On the other hand, during the
later interval ξs=1, in addition to the alternate changes
from offense to defense by the two teams many times,
the game is still pending state, for if Cameroon gets one
goal during this interval, the game immediately reverts
back to a balanced state again.
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Figure 2: The relation between non-dimensional game
information ξs and the non-dimensional game length η
for the four Japan games in 2010 FIFA World Cup
South Africa.

B. Group E 2nd game: Holland vs. Japan

Figure 2 indicates that ξs is kept to 0 until η '0.589,
but it jumps to 1 at η '0.589 and is kept to be the same
value until the end of the game. In this game, there are
two intervals, where ξs is constant, In the earlier inter-
val ξs=0, while in the later interval ξs=1. Thus, sim-
ilarly to Group E 1st game although this game repre-
sents a typical information curve as �one-sided game�,
in fact it is interesting. During the earlier interval ξs=0,
the game may proceed experiencing alternate changes
from offense to defense by the two teams many times.
On the other hand, during the later interval ξs=1, in
addition to the alternate changes from offense to de-
fense by the two teams many times, the game is still in
a pending state, for if Japan gets one goal during this
interval, the game will immediately revert back to the
balanced state again.

C. Group E 3rd game: Japan vs. Denmark

Figure 2 shows that ξs is kept to be 0 until η '0.189,
but it jumps to 0.25 at η '0.189 due to Japan’s first
goal and is kept to be the same value until η '0.333.
At η '0.333, ξs jumps to 0.5 due to Japan’s second goal
and is kept to be the same value until η ' 0.9. At η '
0.9, ξs decreases suddenly to 0.25 due to Denmark’s
first goal and is kept to be the same value until η '
0.967. However, at η ' 0.967, ξs jumps to 0.5 due to
Japan’s third goal and is kept to be the same value until
η ' 0.989. Then, ξs becomes 1 at the end of the game.

D. Round of 16: Japan vs. Paraguay

Figure 2 shows that ξs is kept to be 0 until η ' 0.992,
but it jumps to 1 at η=1. This game is a draw case,
so that the winner is determined by a penalty match,

where five kickers of each team participate. During the
penalty match, Paraguay gets 5 goals, while Japan gets
3 goals, so that Paraguay wins the game. This game is
a typical �balanced-game�, in which both teams cannot
get any goal but they repeat from offense to defense by
the two teams many times, and thus it is interesting.
This is because the strength of both teams is quite high
and the strength difference between the two teams is
very small. During the game offensive and defensive
battles between the two teams are so severe that no
team can get any goal for 120 minutes.

It may be worth noting that all of the balanced-
games are not always interesting. For example, when
the strength of the both teams is very low, both teams
may not get any goal due to lack of skill. Moreover,
when one team intentionally tries to make a game draw
against the other team, the game may not be interest-
ing.

IV. Discussion

This section discusses the relation between game
progress patterns, which are how the non-dimensional
information ξ varies with non-dimensional game length
η, and information dynamic models.

Figure 3 shows the relation between the non-
dimensional information ξ and non-dimensional game
length η for Group E1, Group E2 and Model 2. Group
E1 is roughly accounted for by Model 2 at n=1.5, while
Group E2 is roughly accounted for by Model 2 at n=3.
This denotes that the maximum information velocity
(increase rate) of Group E2 is greater than that of
Group E1. In another words, Group E2 is more in-
teresting and exciting than Group E1.

In Group E1 and Group E2, the strength difference
between the two teams is extremely small. In these
games, before the winning goal is scored by either Japan
or Holland, they are balanced, and after that they fol-
low the safety lead curve ξ '1. Hence, it is considered
that these games are exciting through the total game
length, even though they may look like one-sided games
at first glance.

Figure 4 shows the relation between the non-
dimensional information ξ and non-dimensional game
length η for Group E3, Round 16 and Model 1. Group
E3 cannot be accounted for by Model 1 with any value
of n, while Round 16 is roughly accounted for by Model
1 at n=50. In Round of 16, the strength difference be-
tween the two teams is also extremely small, so that
the safety lead curve becomes ξ '1 for 0 ≤ η <1, but
ξ=0 for η=1 as in Group E1 and Group E2. Hence, it
is considered that this game is interesting through the
total game length.

Figure 5 illustrates a possible interpretation of Group
E3. This game follows Model 1 ξ=η until crossing the
safety lead curve ξ=(1− η)0.25, and then it bifurcates
into two branches at the cross point (referred to as
bifurcation point, here after). One branch is Model
1 ξ=η and the other branch is the safety lead curve
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Figure 3: Non-dimensional information ξ against
non-dimensional game length η for Group E1, Group
E2 and Model 2.

Figure 4: Non-dimensional information ξ against
non-dimensional game length η for Group E3, Round
of 16 and Model 1.

ξ=(1− η)0.25. Information of Group E3 follows Model
1 ξ=η until the bifurcation point, then it switches to the
safety lead curve ξ=(1−η)0.25 and follows the curve un-
til just before the end. Then, information of Group E3
jumps and joins to Model 1 ξ=η at the end η=1.
This game progress pattern can be expressed analyti-
cally, by introducing the unit step function,

u(η) =

{
0 for η < 0
1 for η > 0

Then, the analytical expression of this game progress
pattern becomes

u(η) =


η[u(η)−u(η− a)]+

(1− η)0.25×
[u(η− a)−u(η− 1)] for 0 ≤ η < 1

1 for η = 1

(6)

where a'0.72. The coordinate (ξ,η) at the bifurcation
point is (0.71, 0.71) approximately. This finding is criti-
cal in view of entertainment in games, for if information
of Group E3 follows Model 1 ξ = η after the bifurcation
point, the game becomes boring because the informa-
tion is above the current safety lead curve ξ = (1−η)0.25

Figure 5: Non-dimensional information ξ against
non-dimensional game length η for Group E3, Model 1
and Safety lead curve.

or Eq. (6). On the other hand, as far as informa-
tion of Group E3 is kept under the safety lead curve
ξ = (1− η)0.25 or Eq. (6), Group E3 is interesting, for
the winner and loser are still uncertain. This result re-
flects the nature of a game when the strength difference
between the two teams is fairly small. In Group E3,
Japan gets two consecutive goals first, so that Denmark
fights very severely against Japan to avoid Japan’s third
goal, for this may result in providing Japan a safety
lead.

V. conclusion

The new knowledge and insights obtained through
the present investigation are summarized as follows.
Safety lead curves have been proposed. The safety lead
curves have been derived by using a series of approx-
imate solutions of the flow between two parallel flat
walls, one of which is at rest, the other is suddenly ac-
celerated from the rest to a constant velocity, and are
expressed by

ξ = (1− η)q for 0 ≤ η ≤ 1

where ξ is the non-dimensional safety lead of game, η
the non-dimensional game length, and q the positive
real number parameter. It is realized that the proposed
model of safety lead also represents the uncertainty of
game outcome.
The safety lead curve is critical for neutral observers to
assess entertainment in game, for when the certainty of
game outcome is below it, the game is exciting, while
when the certainty is above it, the game is boring, where
excitement is a feeling that we perceive when our mind
is stirred emotionally. It is suggested that any game is
designed in such a way that it proceeds so as to keep
the certainty of game outcome under the safety lead
curve.
The power balance between the two teams (players)
results in that the certainty of game outcome follows
along the safety lead curve so as not to lose entertain-
ment in game.
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The safety lead curve can be a critical edge of game, at
which two different things, viz. interesting game and
boring game, happen, and thus one feels a particular
emotion while the game proceeds along it.
The four Japan games in 2010 FIFA World Cup are
under the safety lead curve, and thus they were in-
teresting for neutral observers. In Group E1, Group
E2, and Round of 16, the safety lead curve is com-
mon, and the safety lead ξ takes approximately value
of 1 through the game except at the end, where ξ=0.
In Group E3, the certainty of game outcome follows
the information dynamic model ξ=η until crossing the
safety lead curve ξ = (1− η)0.25, and then it bifurcates
into the two branches, follows the safety lead curve, and
takes the value of 1 at the end.

VI. Recommendation for Future Work

It is realized that the analytical function ξ = (1−η)q

represents the safety lead of game and/or the uncer-
tainty of game outcome, which is data that is uncer-
tainty of game outcome (see Appendix). This function
represents how uncertainty of game outcome depends
on the game length. Májek & Iida(2004) have calcu-
lated how uncertainty of game outcome for Chess or
Soccer changes with increasing the game length during
the game. Thus, a direct comparison between the infor-
mation dynamic model ξ = (1− η)q and the calculated
uncertainty of game outcome by Májek & Iida(2004)
is strongly encouraged and recommended, for this pro-
vides us some clue to discover the relation between the
present approach(Iida et al 2011a, 2011b) and Shan-
nons approach(Shannon 1948, 1951) to information.
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Appendix: Derivation of SLC

The modeling procedure of information dynamics
based on fluid mechanics has been established by Iida
et al(2011a). An information dynamics model for a se-
ries of approximate solutions of the flow between two
parallel flat walls, one of which is at rest, the other
is suddenly accelerated from rest to a constant veloc-
ity U0, Figure A1, will be constructed by following the
procedure step by step.

As a similar flow near a flat plate which is suddenly
accelerated from rest and moves in its own plane with
a constant velocity is solved by Stokes(1851, 1901). For
a brief sketch of the solution, see Schlichting(1968).
(a) Let us assume the flow between two parallel flat
walls, one of which is at rest, the other is suddenly
accelerated from rest to a constant velocity U0 as shown
in Figure A1. Note that the walls are two-dimensional,
horizontal and infinitely long.

Figure A1: A definition sketch of flow between two
parallel flat walls, one of which is at rest, the other is
suddenly accelerated from rest to a constant velocity
U0.

Since the system under consideration has no pre-
ferred length in the horizontal direction, it is reasonable
to suppose that the velocity profiles are independent of
the horizontal x-direction, which means that the ve-
locity profile u(y) for varying distance x can be made
identical by selecting suitable scale factors for u and
y. The scale factors for u and y appear quite naturally
as the lower wall velocity U0 and gap between the two
walls δ. Hence, the velocity profile after the time t > 0
can be written as a function in the following way.

u
U0

=f(yδ ) (A-1)

(b) Get the solutions.
The velocity profile is here accounted for by assuming
that the function f depends on y

δ only, and contains
no additional free parameter. Since the fluid particles
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are fixed on the surface of two walls due to the viscous
effect, the function must take the value of 1 on the lower
wall (y=0) and the value of 0 on the upper wall (y=δ),
because owing to the viscous effect the fluid particles
are fixed on the walls. The boundary conditions are:

t≤ 0 : uU0
= 0 for 0 ≤ y

δ ≤ 1

t > 0 : uU0
= 1 for y

δ = 0; u
U0

= 0 for y
δ = 1.

When writing down an approximate solution of the
present flow, it is necessary to satisfy the above bound-
ary conditions for u

U0
. It is evident that the following

velocity profiles satisfy all of the boundary conditions.

u
U0

=(1− y
δ )q (A-2)

in the range 0 ≤ y
δ ≤ 1, where q is a positive real number

parameter. Eq. (A-2) is considered as the approximate
solutions on the flow between two parallel flat walls,
one of which is at rest, the other is suddenly accelerated
from rest to a constant velocity U0, where each solution
takes a unique value of q. The value of q must be de-
termined by the boundary conditions and the Reynolds
number Re = U0· δv , where v is the kinematic viscosity
of the fluid.

It is known that the transition from laminar to tur-
bulent flow in the boundary layer is governed by the
Reynolds number Re = U∞· dv , where U∞ is the free
stream velocity, d the boundary layer thickness. The
critical Reynolds number (Re)crit., at which the transi-
tion is initiated, is of 2,800 approximately( e.g. Hansen
1928, Schlichting 1968).

In the case of the present flow, as shown in Figure
A1, at 1 atmospheric pressure and temperature at 20o

C, water has the kinematic viscosity ν=1.004×10−2

cm2/s. When water is chosen as the fluid, and the
constant velocity U0 = 10 cm/s and the gap between
the two walls δ=10 cm are set, we obtain the Reynolds
number Re ' 104. The result of this calculation clearly
illustrates how the flow is liable to be turbulent under
an ordinary situation.

The solution (A-2) is smooth analytical functions and
thus this is only valid for laminar flow. The fundamen-
tal equations for fluid mechanics are the Navier-Stokes
equation. This inherently nonlinear set of partial dif-
ferential equations has no general solution, only several
exact solutions, which are trivial in practice, have been
found(Wang 1991). All of these exact solutions are for
laminar flows, and no turbulent flow solution is avail-
able yet. However, it is considered that each of the
laminar solutions in (A-2) represents an approximate
turbulent solution.
(c) Let us examine whether this solution is game in-
formation or not.
The non-dimensional velocity u

U0
varies from 1 to 0 with

increasing non-dimensional distance y
δ in many ways

with changing the parameter q. It can be considered
that u

U0
represents the safety lead curve or uncertainty

TABLE AI: Correspondences between flow and game
information

Physical world(flow) Informatical world(game)
Black White

u : flow velocity I : current uncertainty
of game outcome

U0: plate velocity I0: initial uncertainty
of game outcome

y : vertical distance L : current game length
δ : gap between two walls L0: total game length

of game outcome.
(d) Visualize the assumed flow with some means.
Imagine that the assumed flow is visualized with neutral
buoyant particles. Motion of the visualized particles
is detected by the eye almost instantaneously through
light and is mapped on our retina(Solso 1994), so that
during these processes, motion of the �fluid particles�is
transformed into that of the �information particles�by
light carrying the images of fluid particles. This is why
motion of the fluid particles is intact in the physical
space, but only the reflected lights, or electromagnetic
waves consisting of photons can reach the retina. Pho-
tons are then converted to electrochemical particles and
are passed along the visual cortex for further process-
ing in parts of the cerebral cortex(Solso 1994). Photons
and/or electrochemical particles are considered to be
information particles. It is, therefore, natural to expect
that flow in the physical world is faithfully transformed
to that in the informatical world, or brain including eye,
which is referred to as �informatical world�hereafter.
During this transformation, the flow solution in the
physical world changes into the information in the in-
formatical world.
(e) Proposed are correspondences between the flow
and game information, which are listed in Table AI.
(f) Obtain the mathematical expression of the in-
formation dynamic model. Considering the correspon-
dences in Table AI and Eq. (A-2), it can be rewritten
as

I

I0
= (1− L

L0
)q (A-3)

Introducing the following non-dimensional variables
in Eq. (A-3),

ξ = I
I0

and η = L
L0

we finally obtain the mathematical expression of the
uncertainty of game outcome ξ as

ξ = (1− η)q for 0 ≤ η ≤ 1 (A-4)

where η is the non-dimensional current game length,
and q a positive real number parameter.
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ABSTRACT 
Many metadata arise during the process of data warehouse 
engineering (DWE). In order to achieve a maintainable data 
warehouse (DW), this metadata should be organized in a 
metadata management system (MDMS). Modern software 
development technology suggests a model driven approach. 
Following this approach, the emerging metadata are stored in 
form of models and metamodels. The DW domain usually 
comprises large models with strong dependencies between each 
other. This characteristic has to be considered when building 
performant MDMSs. This paper defines a set of criteria, which 
storage frameworks for large models within model-driven 
MDMSs should meet to ensure a performant and secure 
business intelligence (BI) system. Furthermore, it presents an 
evaluation, on the basis of the defined criteria set, of latest 
storage frameworks based on EMF/Ecore technology. 

Keywords: Data Warehouse Engineering; Ecore; Large 
Models; Metadata Management System; Model-Driven 
Architecture; Model Repository 

1. INTRODUCTION 
During the last decade, data warehouses (DW) emerged into 
significant components of contemporary decision support 
systems [1]. The DW management process includes the 
maintenance of a lot of different information, lasting from 
physical system description to usage patterns and business 
objectives [1]. This information is called metadata, which 
describes other data. Metadata originates in various software 

systems enclosed in the DW system, like the staging area, data 
storage and data processing. As the number of connected 
systems rises, a need for managing the metadata arises. 
Following this line of thought, [2] proposes a reference 
architecture for metadata management systems (MDMS) in the 
context of data warehousing, as shown in figure 1.  

The reference architecture focuses on the collection and 
preparation of metadata and does not explicitly mention the 
possibility for integrated data warehouse engineering (DWE). 
The Computer Aided Warehouse Engineering (CAWE) research 
group at Chemnitz University of Technology focuses on 
developing a process model for DWE and metadata 
management, including a software prototype [3]. This 
prototype’s architecture is based on the reference architecture 
proposed by [2].  

Following latest changes in software engineering methods, 
CAWE uses a model-driven approach for DWE [3]. Model-
driven architecture (MDA) [4] and architecture-driven 
modernization (ADM) [5] are recent approaches covering 
system engineering and modernization mainly based on 
conceptual models describing the systems’ attributes on an 
abstract level. Those models are defined platform-independent, 
thus do not contain technical specifications. Platform models 
describing concrete systems’ technological specifications 
complete the description of a certain software product. Using 
transformations and platform models, conceptual models can be 
automatically transformed into a technical specification. 
Subsequently, this specification is used to configure or create a 
certain software artifact, such as a database schema. 

 

 Fig. 1: Layer-oriented architecture of an integrated MDMS (based on [2], [7]).  
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The model-driven approach naturally leads to the existence of a 
certain number of software artifacts in form of models. Those 
models tend to contain a number of references amongst each 
other, since metadata used by components in DW systems 
strongly depend on each other [2]. For being able to define 
multiple models (M1) using the same syntax, a common 
definition is required. Therefore, metamodels (M2) are 
introduced. Any model must conform to a certain metamodel. 
This means the metamodel defines the model’s syntax. For 
supporting a type-safe, non-ambiguous navigation through 
connected models, the metamodels in turn have to conform to a 
common meta-metamodel (M3). The Object Management 
Group (OMG) proposes the Meta Object Facility (MOF): a 
four-layer architecture for models in model-driven 
development, defining four kinds of model types, each one 
describing the one below [6]. M3 defines itself and thus forms 
the topmost level in this architecture. Figure 2a shows the 
concept of the MOF architecture. A modeling framework based 
on MOF subsequently provides all required characteristics. 
Metamodels, models as well as elements, attributes and 
references contained in models are henceforth referred to as 
modeling artifacts. 

In the field of DWE models are highly connected [8], tend to be 
rather large and numerous [9]. Currently, all artifacts used by the 
CAWE prototype are stored in the file system. In the context of 
MDA and MDMS, this has certain deficiencies. First, a file 
system is not able to support automatic validation of models with 
regard to the metamodels they conform to. Second, the high 
degree of dependency between models is not taken into account. 
Moving files containing models to a different location leads to 
invalid references when not specially treated, since the referred 
model usually is identified by a path [10]. Third, the 
performance when working with large models is hardly 
satisfying. In many situations, the user is only interested in a 
rather small part of the model [2], for example a certain cube or 
dimension. Using a file system as storage technology requires a 
complete loading of the containing file, which leads to 
performance issues with large models. 

Problem Statement: According to the reference architecture 
shown in figure 1, the file system implements the metadata 

repository. But since using a file system as a repository does 
have significant deficiencies, as shown above, an alternative 
solution has to be found. A repository is a software component 
whose goal is to store models and contents of software artifacts 
[11], and may be realized by using a client server architecture. A 
database server is an example of such architecture. With CAWE 
utilizing the model-driven approach for DWE and MDMS, the 
repository must at best be model-aware. For this reason, the 
mentioned database system is not sufficient by default. The 
objective of this paper is to define the special set of criteria 
which a metadata repository in the domain of model-driven 
DWH should meet to ensure a performant and secure BI system. 
Further, the paper at hand determines if a storage framework 
exists which meets the special requirements. 

Paper Structure: The remainder of the paper is structured 
as follows: First, we outline a scenario where support for large 
models is desirable. Second, we establish criteria on a model-
aware metadata storage framework, taking into account the three 
different perspectives DWE, MDA and classic software 
engineering. Third, we present storage frameworks to be 
evaluated. Since CAWE is based on EMF/Ecore technology 
[12], which is basically aligned on MOF (see figure 2). We 
constrained the pool of possible candidates to those natively 
supporting Ecore-based metamodels. Afterwards, we present the 
evaluation results, discussing interesting aspects of each 
individual framework. Finally, we show that a promising 
framework exists and give an outlook to further research 
questions. 

2. SCENARIO 
During the processes of model driven DW engineering, 
maintenance and evolution of the multidimensional data model 
plays an important role. Within a large company, a company-
wide multidimensional model may consist of several hundred 
data cubes as well as dimensions. Additional business metadata 
may be attached to each element. Usually, users who work with 
the model do not need all provided information at once [2]. 
Therefore, for performance, usability and security reasons, there 
exist many scenarios where support for large models is 
desirable—for developers as well as for business users. 
 

 

 
Fig. 2: MOF architecture (a) and its Ecore implementation (b).  
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A concrete scenario where the special requirements of large 
DW models should be considered is the applying of semantic 
concepts on multidimensional data structures (for further 
information about semantic multidimensional models, see [13], 
[9]). Conditioned by a semantic multidimensional model, 
precise requests are possible and typical lineage and impact 
analysis questions like ‘Which measures are available for the 
calculation of product turnover?’ or ‘Which cubes are affected 
if we change our customer dimension?’ can be answered [10]. 
These precise requests often serve only a subset of the whole 
multidimensional model as result. Thereby, the response can be 
given in two manners: (1) pure textual—the corresponding 
identifiers and related metadata will be presented (no user 
interaction possible) or (2) the corresponding model objects will 
be returned—which allows users to interact with. In the first 
case, the server which handles the semantic request can build 
and deliver the textual response easily without any overhead. In 
the second case, the connection of the particular objects to the 
whole multidimensional model—caused by the possibility of 
interaction—must be retained. As a trivial solution the whole 
model could be returned and only the requested objects are 
displayed.  

For performance, usability and security reasons, this trivial 
solution should be avoided. As mentioned above, a company-
wide multidimensional model can be large in size. 
Consequently, returning the whole model leads to high network 
latency by every request. Since multidimensional model objects 
are highly interconnected, potential subsequent requests 
initiated by users raise the amount of traffic. Besides the 
network performance, the long latency time affects the usability 
of the system. The long idle time during each request and 
subsequent interaction hinders fluent work. To avoid these 
problems, only relevant model objects—including their 
connections to other model elements—should be returned. 
Further model objects have to be provided on demand. 

Additionally, there are situations where the whole 
multidimensional model is undesirable as response. For security 
reasons the view of model objects has to be limited 
appropriately [1]. Therefore, different types of user privileges 
are required—especially in large distributed teams [14]. 

3. CRITERIA FOR EVALUATION OF MODEL 
REPOSITORIES 

To ensure the development of performant and secure BI 
systems, we present and discuss a set of relevant criteria for 
model repositories in the domain of DWE. The criteria are 
classified into three different perspectives according to the 
model driven data warehouse domain: criteria in the domain of 
data warehousing, criteria in the domain of MDA, and 
requirements in the context of classic software engineering. 
Following, the motivation for each chosen criterion is described 
separately. 
 

Data Warehousing Perspective 
Support for Large Models: According to [9], large DWs 

may consist of several hundred cubes and several hundred key 
performance indicators. Including the dimensions’ definitions, 
the resulting model is likely to contain some thousand elements. 
Each of those elements is in turn described by a set of attributes 
[1], which leads to a large number of artifacts being stored in one 
model. As long as this model is stored in a model repository 

which is able to handle its size, this does not necessarily lead to a 
problem. 

However, transferring the whole model to a user’s personal 
computer leads to performance issues, like long network latency, 
especially if the model is bigger than some megabyte. But users 
who work with DW models usually do not need all of the 
information at once [2]. Hence, the repository should support a 
method for delivering only those artifacts which are currently of 
interest for the user. 

The criterion is: Does the framework support the selection of 
model fragment, and which is the smallest supported level of 
granularity of model artifacts? 

The Transaction Orientation: It is understood that DW 
models contain sensitive information, for example internal 
company structure or other inside knowledge. Furthermore, 
changes on those models may be complex and consequently may 
consist of a high number of atomic actions.  

In case of a failure, the repository must allow rolling back those 
actions for ensuring the model’s integrity. Thus it is necessary 
that sets of associated atomic actions are treated as transactions. 
For example a developer adopts the current model, which 
describes the extract, transform and load process (ETL) of data, 
according to new business user requirements. Assumed he has to 
replace a flat file by a more complex data source. As first action 
he checked-out the current ETL-model from model repository. 
Secondly, he adapts to model to the new requirements: he would 
probably delete the old data source (1), before he added the new 
one (2) and all necessary dependencies (3). Afterwards he 
commits the local changes of the model to the model repository. 
Thereby, it is important that all three modeling actions taken 
would be recognized to ensure the model integrity. Otherwise 
inconsistencies appear, like multiple data sources (the delete 
actions (1) was not recognized) or missing data sources (the add 
action (2) was not noted).  

The criterion is: Does the framework support transaction 
orientation? 

Multiuser Capability and Access Rights: In field of DW 
management, typically more than one person is involved in the 
development process [1] [15]. Each of them may take a different 
role in this process.  

In the context of multiuser capability it is required that multiple 
users may work concurrently on the same artifacts. To satisfy the 
need for distinct roles it is furthermore necessary to provide 
means for defining access rights. 

Additionally, according to [2] „In most cases today, DW/BI 
system security is largely about recognize legitimate users and 
giving them very specific rights to look at some but not all of the 
data“. So it is necessary “to ensure that only authorized users can 
access the DW/BI system, and limit everyone’s view of data as 
appropriate” [2] to avoid that untitled users get access to 
sensitive data. The same holds for modeling artifacts containing 
sensitive information. 

The criterion is: Does the framework support multiple users, and 
which is the smallest level of granularity allowed for defining 
access rights on artifacts? 

Transparent Replication: In large concerns with head 
offices at different locations network latency becomes relevant. 
From a large distance between client and server results a long 
latency.  

For performance reasons, it is therefore required to minimize this 
distance. This is done by installing additional servers located 
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near to the end user. For transparency reasons, this should be 
taken care of the framework without user interaction.  

The criterion is: Does the framework support automatic 
replication? 

Model-Driven Architecture Perspective 
Unique Identifiers for Modeling Artifacts: Working with 

models requires the possibility to uniquely identify modeling 
artifacts [16]. For example, if two models are named similarly, 
there is no way to figure out which is the searched-for, if the 
name is the only request parameter. As for other criteria we 
establish, the level of granularity of artifacts that may be 
identified plays an important role. Furthermore, the unique 
identifier should be persistent throughout the whole artifact’s 
lifetime [16]. 

The criterion is: Does the framework provide unique artifact 
identifiers, and what is the smallest level of granularity for 
identifying artifacts, and are those identifiers persistent? 

Inter-model Dependency Support: Following the approach 
for the design of domain specific languages, using small 
metamodels (M2) for representing specific views on the modeled 
domain is preferred [17]. Consequently, complex situation are 
expressed using different metamodel instances (models, M1). 
Models hence may contain strong dependencies to other models 
conforming to different metamodels [8]. To keep track of those 
dependencies the repository is required to support and maintain 
inter-model dependencies. 

This is best realized by regarding the model’s meta-models, 
which implicitly define the dependencies’ syntax [17]. 
According to the MOF architecture, meta-models must conform 
to the same meta-meta-model (M3) to be used for dependency 
tracking [6]. Since all models of the CAWE prototype are based 
on the Ecore meta-metamodel, the repository must allow this M3 
to be used as meta-metamodel. 

The criterion is: Does the framework provide support for Ecore 
based metamodels? 

Physical Transparency: In model-driven software 
engineering, models are core piece of information. The physical 
implementation of the storage mechanism is not relevant and 
thus should be hidden from the modeling tool. 

Physical transparency is achieved when the framework’s internal 
storage mechanism does not have any effect on the framework’s 
utilization [18].  

The criterion is: Does the framework provide physical 
transparency regarding its storage mechanism? 

Software Engineering Perspective 
Versioning Support: Artifacts in software engineering 

processes are typically subject to changes in form of an 
evolution. When incompatibilities occur it must be possible to 
move back in time for analyzing changes which have been made 
to the artifacts. Thus, versioning support is required [16]. 

The criterion is: Does the framework support versioning, and 
what is the smallest level of granularity of the artifacts 
underlying version control? 

Locking Support: Since multiple users may work 
concurrently on models stored in the repository, conflicts may 
occur and must be handled. 

One reliable approach is pessimistic blocking, giving users the 
possibility to lock artifacts [16]. Locked artifacts may not be 
changed by other users until the lock is released. 

The criterion is: Does the framework provide locking, and what 
is the smallest level of granularity for locking artifacts? 

Branching and Merging: In the software engineering 
process it is likely to happen that, while the system is in use, a 
new version is being developed. 

Separation of deployed models and those currently under 
development is usually implemented by a branch and merge 
capability [16]. For that, a copy of the models in their current 
status is moved in a separate part of the repository called branch. 
In a branch, changes do not have any effect on the original 
models. After all changes have been implemented and tested, 
support for a reintegration of the changed models into the 
original location is required. This reintegration step is called 
merge. 

The criterion is: Does the framework support branching and 
merging? 

4. TOOL PRESENTATION AND SELECTION 
The repository products to be explored can be classified in two 
main categories: client/server applications and service oriented 
applications. The main difference is that clients have to 
establish an explicit connection to a server in the first category, 
whereas more flexible tools can be developed by using a model-
aware service registry mechanism in the latter tool category. 
According to our research initiative that is based on the Ecore 
meta-metamodel, we identified the following projects that will 
be outlined and examined in this chapter: Connected Data 
Objects (CDO) [19] and EMF¬Store [20] in the first category as 
well as ModelBus [21] and Morse [22] in the second category.  

There are other model repository approaches based on the 
EMF/Ecore technology which do not explicitly focus on model 
storage. Those projects focus on conflict detection and 
resolution like Adaptive Model Versioning (AMOR) [23] as 
well as the semantic cross-tool integration like ModelCVS [24], 
[25]. 

CDO: CDO has been developed to foster modeling within 
an enterprise environment. The main features are scalability, 
distribution, persistency and transaction support. Its focus is on 
distributed and shared Ecore models [26]. The basic idea behind 
CDO is the permanent synchronization of modeling objects 
between client and server. Access to single resources is 
provided in a way similar to file systems organized via 
directories and resources. 

EMFStore: EMFStore is part of the UNICASE project and 
was developed to provide a repository of models within the 
software engineering process [27]. The aim is to remedy 
deficiencies of other model repositories, especially to provide a 
continuous offline operation. Models are checked out locally 
and are synchronized upon upload in the repository. 

ModelBus. ModelBus was developed within the 
MODELPLEX project funded by the European Union. On 
completion of the project, ModelBus has been transferred to the 
Fraunhofer FOKUS research group and is a closed-source 
project by now. It is a framework for integration and 
communication between different systems. It offers a service 
registry as well as a model repository based on the well-known 
Subversion (SVN) [28]. 
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Morse: Morse (Model-Aware Repository and Service 
Environment) is developed by a cooperation of the University 
of Trento and Vienna University of Technology. It offers “a 
service-based environment for the storage and retrieval of 
models and model-instances at both design- and runtime” [22]. 

5. EVALUATION 
The presented candidates were evaluated according to the 
established set of criteria for model-driven DWE. Table 1 gives 
a contrasting juxtaposition over the result of the evaluated 
frameworks. Furthermore, Each of the frameworks will be 
discussed in detail. 

The mechanism behind EMFStore is comparable to SVN or 
CVS, where the user works on the models in an offline mode 
[27]. That means the models have to be checked out locally 
before the user can work on them and have to be committed 
after work is done. EMFStore records the user interactions as a 
sequence of operations and the commitment is realized as a 
transformation on the model. Further, EMFStore organizes 
models in projects. References between elements are expressed 
by a unique identifier, but only work within the same project. 
So, always the whole project has to be checked out, which 
results in a high footprint. 

ModelBus uses SVN as a persistence tier, which originally 
comes with multi-user support. ModelBus also works offline; it 

maintains a mechanism to work with smaller models for saving 
resources while working on large models. Large models are 
supported by a fragmenting mechanism, which allows the user 
to partially check out a model [8]. The peculiarity here is that 
the user has to know all elements he wants to receive before he 
can start the request. As a notable feature, ModelBus provides a 
service registry mechanism which enables users to extend the 
functionality by adding individual components. This allows, for 
example, registering a service for automatic model 
transformations, which ensures the consistency of all models 
depending on the one being altered. 

Morse follows a service-oriented approach, too. Compared to 
ModelBus, the user is able to transparently fetch any kind of 
model elements without specifically defining the required part 
before [29]. In contrast to the frameworks mentioned above, 
Morse is designed for an online operation. In the current version 
of Morse, no locking mechanism is supported. This hinders 
collaborative work substantially. 

CDO is also designed for online operation [30]. Due to a 
specific storage solution, it is possible to manage very large 
models in a performant manner. CDO fetches only those model 
elements which are currently needed. Hence, model elements 
are requested on demand. Collaborative work is ensured by a 
locking mechanism on element level. 

 

Table 1: Results of the evaluation of Ecore-based model repositories. 

Criteria CDO EMFStore ModelBus Morse 

Support for large models / 
Granularity Yes / Element No / Only the whole 

model 
Yes (so-called 
“fragments”) Yes / Element 

Transaction orientation Yes Yes Yes (based on SVN) Yes 

Multi-user capability /  
Access rights / Granularity Yes / No / Not supported Yes / Yes / Model Yes / Yes / Model Yes / No / Not supported 

Transparent Replication Yes Yes Yes Yes 

Artifact UUID / Granularity / 
Persistence Yes / Element / Yes Yes / Element / Yes Yes / Element / Yes Yes / Element / Yes 

Inter-model dependency support Yes Yes (only project-wide) Yes Yes 

Physical transparency Yes Yes Yes Yes 

Versioning support / Granularity Yes / Element No Yes / Model Yes / Element 

Locking support / Granularity Yes / Element No / Not supported Yes / Model1 No / Not supported 

Branching / Merging Yes / Yes No / Yes Yes / Yes Yes / Yes 

 

6. CONCLUSION AND FURTHER WORK 
As result of the presented evaluation, none of the evaluated 
frameworks fulfills all of the defined criteria for the domain of 
model driven DWH. Nevertheless, CDO seems to be the most 
promising framework for the outlined domain. Conditioned by 
the missing support for large models, EMFStore is not yet 
qualified for the development of performant BI Systems. The 
issue with Morse is the missing locking support which detains a 
fluent cooperative work. The Framework ModelBus seems 
promising too, but the need to predefine model fragments to 
support large models does not suit in the dynamic BI domain, as 
outlined in the semantic modeling scenario. To obtain a 
performant system, it is not possible to predefine all possible 

                                                                 
1 ModelBus supports locking on element level, if the ModelBus adapter for the 

component Eclipse Papyrus is installed [28]. 

answers to dynamically user-generated requests. In contrast, 
CDO supports large models occurring in DWE by design. Weak 
spots like missing support for access right definitions are 
unfavorable, but by the fact of CDO’s active community [19] it 
is expectable that this will be fixed. The CAWE project will 
adopt this technology and integrate it into its prototype for 
model-driven DW lifecycle management. To improve the 
usability of CDO, the enhancement of the framework by a 
service registry mechanism – like presented by Morse and 
ModelBus – seems attractive. Therefore, service integration into 
the CAWE prototype is subject of further work. 
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The adoption of mobile devices 

(laptops, smart phones, and tablets) has 

been increasing rapidly. Many of them 

use the LBS (Location-Based Service) 

recommendation system [1, 5, 7, 9]. 

These recommendation systems are used 

to find several kinds of places, including 

viewpoints, restaurants, shops, etc. The 

recommendation system provides 

accurate and specific information about 

the locations of POI (Point of Interest) 

[8, 12]. However, the data on which the 

recommendations are based can be 

provided by the service provider or may 

be publicly available data that is 

collected from sites like Google Places 

[4]. Regardless of the data source, 

failure to check the POI information can 

result in the pushing of incorrect 

information to users, giving them a 

negative experience of the service. 

Therefore, a means of ensuring the 

correctness of POI information is 

essential. 

This work proposes an information 

checking approach to maintain the 

correctness of POI information, as 

shown in Fig. 1. POI is assumed to be 

any location that is popularly discussed 

on the Internet. Nowadays, several 

forums [10] and websites [11] discuss 

POI, and some even rank them [6]. The 

goal is to identify changes in publicly 

available information about POI. The 

proposed system can semi-update the 

correctness information that is pushed to 

users. 

Existing POI 

Information 

Retrieve POI 

Information from 

the Internet 

Public 

Information on 

the Internet 

Retrieved 

Information 

Type 

Information 

Retrieved 

Yes

No Candidates for Update 

the POI Information 

Update 

Photo Text 

Extracted Information 

Compare with current 

POI Information 

Inconsistent 

Extract the “Time Taken” 

and “Location” Information 

from EXIF 

Fig. 1 POI Information Updating 

POI information is retrieved via the 

API (Application Programming 

Interface) which provided by the website 

service provider [3, 4]. It is also 

collected using a web clawer, which 

developed by us, from the websites [6, 

10, 11] that do not provide the API. The 

source website can be a forum, social 

network, blog, or others. Types of 

retrieved data include text and 

photographs. Data is extracted from the 

EXIF (Exchangeable Image File Format) 

of photographs, including the “time 

103

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



taken” and “location” information. The 

“time taken” can be used to ensure that 

the POI actually existed at the time the 

photograph was taken. If the camera 

consists with GPS module, the EXIF 

information content with “location” 

information (latitude and longitude) 

which can be used to check whether the 

POI has moved. Combining CKIP 

(Chinese Knowledge and Information 

Processing) [2] word segmentation with 

Chinese Named Entity Recognition 

(Chinese NER) enables text data to be 

analyzed to obtain current POI 

information. After the relevant 

information has been extracted from the 

text and photographs data, the existing 

POI is compared with the extracted 

information to check the address, name, 

ranking and other data, to determine 

which, if any, POI should be updated or 

removed from the existing POI database. 

The POI thus identified is added as 

candidates for update. 

Without the proposed approach, the 

recommendation system providers need 

to check the correctness of the POI 

information one by one. More POI 

information the POI providers have, 

more manpower cost they need to spend. 

Thus, this approach greatly reduces the 

number of POI data that have to be 

checked, and reduces the manpower 

required to do so. The proposed 

approach automatically detects incorrect 

POI information. Moreover, the ranking 

information that is retrieved from the 

Internet can be provided to users along 

with relevant comments, to help to 

prevent them from making a bad 

decision. 
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Abstract 
This paper focuses on the role of ICT as a facilitator of the 
globalisation process of firms in Asia/Pacific as firms in this 
region develop in the most dynamic context. Histographic 
case studies are used in order capture the globalisation process 
right from inception. The results show that ICT can 
substantially drive the globalisation process of firm depending 

on the mindset and international experience or contacts of the 
entrepreneur and the management. 

 

Introduction 
The disciplines of information management and international 
management have so far developed in quite separate 
trajectories and are not well integrated despite the high 
relevance of their interplay in practice. This article therefore 

aims to provide an interdisciplinary and processual approach 
to the influence of ICT on the globalisation of SMEs in 
Asia/Pacific as the currently most vibrant region. 

 

Literature review 
From a management perspective, ICTs were first viewed as a 
potential source of competitive advantages that even 
culminated in a  theory  assuming that the gun 

fires itself Benjamin 1997: 58). A similarly 
performance-oriented perspective developed suggesting that 
ICTs increase the efficiency of organisations first in a one-
dimensional and later in a multidimensional approach. A third 
perspective linked the ICT to strategy and organisation. In this 
context, SMEs have limitations such as limited resources and 
size, preventing the adoption of sophisticated ICT. Most 
studies suggest that SMEs are rather followers in the adoption 

levelling of 
the playing field in international business (Shneor 2009). The 
extended connectivity of SMEs allows for expanding 
boundaries of activities and networks.  

A lot of attention has been directed towards the potential of e-
business as a new and distinct way of internationalisation. 
Most studies indicate that particularly firms in B2B businesses 
profit from ICT applications (Nieto/Fernandez 2006) and 
indicate a high correlation of the degree of internationalisation 
and B2B (Jaw/Chen 2006). A similar effect is generated by 
collaborative efforts and network leverage (Samiee 1998). 

There are different views how ICT impact the choice of entry 
modes but literature is basically consistent in assuming that 
ICTs increase the speed of market entry and of 
internationalisation in general (Berry/Brooke 2004). Another 
influence of ICT is supposed to be the strengthening of intra- 
and interorganisational ties. For example, Chen (2002) 
suggests that ICT promote cooperation along the international 
supply chain and enhance international network building 
(McMahon 2002). Berry/Brooke (2004) even suggest that 

networks accelerate internationalisation. A positive influence 

on the speed of internationalisation is proposed by several 
authors (e.g., Jaw/Chen 2006).  

Methodology 

This study builds on social systems theory (e.g., Luhmann 
1995, Borghoff 2005) in order to provide a holistic 
perspective and to allow for the integration of more specific 
perspectives under this umbrella. From this perspective, 
globalisation is an increasing level of complexity within and 
across social systems on geographic and informational level 

and also on the level of organisations such as SMEs. 
Globalisation thus causes an increase in environmental 
complexity for the individual organisation. The consequence 
is a necessary increase in its own complexity to provide the 

global context. In order 
to conceptualise the globalisation process for the study, it is 
broken down into four sub-processes (Borghoff 2005): 
 

1. Global foundation 
 

2. Internationalisation: changes in the level and 
dispersion of activities in different national markets; 

3. Global networking: development and management 
of internal and external network structures in the 
global context; 

4. Evolutionary dynamics: motors of change driving 

the differentiation and integration of social systems 
on global scale. Firms develop in a co-evolutionary 
process with their environment. 
 

This paper serves to explore the influence of ICT on the 
globalisation of firms. The focus is on SMEs in order to 
capture the whole development right from the beginning of 
this process. A histographic research design covers the whole 

process from inception to the latest steps in globalisation.  
 

Sampling 
The study follows a qualitative sampling strategy 
(Fletcher/Plakoyiannaki 2008). The sampling is purposive, 
which includes the selection of information-rich cases for 
study in depth. Maximum variation sampling seeks to 
incorporate as much diversity as possible into the research 
design (Ibid: 6) The study is based on case studies of twenty 

firms from China, India, New Zealand, and Singapore, 
providing a high variation while still allowing for meaningful 
pattern-matching.  
 

Data collection and analysis 
Multiple histographic case studies serve to explore 
characteristics of the four sub-processes of globalisation and 
their facilitation by ICT. Interviews with the founders and/or 

top managers provide an overview on the globalisation 
processes from (pre-) foundation to the current activity 
profile. The data were coded and analysed by the use of a 
software package for qualitative data analysis (QSR NVivo 8).  
 

Results 
The results suggest a distinction of three structural dimensions 
that define the evolutionary interplay of firms and their 

environment in the globalisation process four processual 
dimensions that drive the change of the structural elements 
and their interplay. Structural dimensions include (1) the 
influence of ICT on the global environment, (2) the influence 
of ICT on the global social system structure, and (3) ICT in 
the global interplay of system and environment. In the 
environment, markets, industries, cooperations, and external 
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integration of the international supply chain turned out to be 
dominating dimension ISC. There is a mutual relationship of 
these variables with ICT. All sample firms observe increasing 
dynamics and complexity in their environment and some even 
with an accelerating speed. From a systemic perspective, more 

than half of the sample firms even integrate their whole supply 
chain through CRM or ERP - pointing to an increasing 

ICT and an increasing informational 
integration of operations both internally and externally. For 
most sample firms, ICT has an influence on organisation by 
flattening structures, increasing the quality of the information 
flow and decision-making as well as by enhancing the 
coordination capabilities. These results confirm suggestions 

from existing literature (e.g., Juliussen 2000). Particularly 
significant is the influence on business and management 
processes through ICT such as ERP. More specifically, those 
firms depending on project management all report a 
shortening of project life cycles and a better multiproject 
management. ICT has a very different influence on strategy 
depending on the industry, mind-set of top management, and 
business model of the sample firms. The contribution of ICT 

ranges from providing informational input to decision-making 
to being the backbone of the whole business. Contrary to early 
studies connecting ICT to strategy trying to establish a link 
between norm strategies are not deliberately following any 
norm strategy. The firms follow a rather customised approach 
u -the-
without significant internal resources. ICT-based 
communication is the backbone for all sample firms. While 

most firms still prefer to establish contacts and trust on a face-
to-face basis, once established, communication is 
overwhelmingly based on ICT. To close the gap between 
sources of rich and more codifiable information, the trend 
goes to more collaborative forms of communication. In the 
interplay of ICT, strategy, and structure the strategic mind-set 
of the management crystallises as the strongest influence.   
 
The results suggest that ICT offers the possibility to begin 

with the development of the international establishment chain 
earlier, or  in other words  to form born globals  
(Knight/Cavusgil 2004). On the other hand, ICT allows 
exporters to remain in the first stage of the establishment 
chain, much longer as markets can be served through e-
commerce, remote connectivity, ERP, or CRM. The study 
provided evidence that as predicted by most research (e.g., 
Berry/Brock 2004), the mind-set of the founder and/or 

management has a decisive influence on the adoption and use 
of ICT in the globalisation process. Most sample firms have 
very sophisticated information systems that perfectly match 
their needs, even integrating the whole international supply 
chain. The sample firms are well aware of risks caused by the 
use of ICT. Many firms are to a large extent dependent on ICT 
and thus the failure of ICT is seen as a major risk in itself. The 
reliability and trustfulness of information and actors in the 

Internet are seen as further obstacles. The problem of sending 
rich and contextual information is a source of limited 
exchange of such information. This may also cause 
misinterpretations and even changes in the communication 
behaviour. Due to these potential risks, the selection of 
reliable and substantive information is a key practice at the 
sample firms. All sample firms choose an active but cautious 
approach to the use of ICT rather than following every 
emerging new trend  

The three structural dimensions are driven by four processual 
dimensions in globalisation: (1) Global foundation of firm 

(e.g., born globals), (2) internationalisation, (3) Global 

network development, and (4) Global evolutionary 
dynamics.The sample firm showed a wide range of motives 
and prior international experiences of the founders. The scope 
and speed of globalisation among the sample firms was 
influenced by four key factors. These are the nature of the 

products, the mind-set of the founders and/or top 
management, the global experience of key decision-makers, 
and incentives and assistance by government (particularly in 
three Asian sample firms). ICT has a strong impact on the 
internationalisation of most sample firms. The Internet allows 
for business with foreign markets through exports without the 
need to set up affiliates abroad in order to serve these markets 
and also for a prolongation of the export phase for most 

sample firms with foreign markets. All sample firms use ICT 
to get and to diffuse information. The most common source of 
information about foreign markets is the Internet. All sample 
firms also use ICT for international learning processes. 
Several sample firms are already running sophisticated 
intranets and knowledge management systems. The influence 
of ICT on network dimensions is the strongest as expressed by 
the respondents of the sample firms. The results provide 

evidence for the high importance of ICT in developing and 
coordinating inter- and intraorganisational networks. Larger 
sample firms already integrate their operations and supply 
chains completely through ERP and CRM. The sample firms 
thus display a much higher degree of advancement on the four 
stages continuum in Internet commerce development of: (1) 
presence, (2) use of portals, (3) transaction integration, and (4) 
enterprise integration as identified by Jaw/Chen (2006) only a 

few years earlier. This fact points to a rapid pace and increase 
in the diffusion and adoption of ICT among SMEs. The 
adoption, development, and diffusion of ICT pretty much 
reflect their influence on evolutionary dynamics. ICTs are 
increasingly important in providing transparency and in 
controlling the more complex and dynamic environment that 
they helped to create. Life cycles are getting shorter and ICTs 
help in keeping pace. Dialectical relations in business are 
getting more complex and dynamic. The results of this study 

clearly suggest that ICTs have a strong impact on the 
recursive interplay of firms and their environment in the 
process of globalisation, fuelling a positive feedback loop of 
accelerating change and increasing complexity.  

 

Discussion 
The results of this study support research indicating that ICT 
and particularly the Internet constitute a major engine of the 
process of globalisation). The literature review and the 
empirical analysis suggest a distinction of three structural 
dimensions (environment, system, and ICT) and four 

processual dimensions (global foundation, 
internationalisation, global networking, and global 
evolutionary dynamics). The structural dimensions are 
transformed through the process dimensions. This finding 
confirms literature, stating that technology is both driven by, 
and itself a key driver of globalisation (e.g., Bradley, 
Jerry/Richard 1993: 3) supporting the increasing influence of 
the network, knowledge, and ISC perspectives in 

internationalisation theory. The same applies to the 
development of ICT infrastructure. The results also confirm 
institutionalisation theory (e.g., Westney 1993) as the creation 
of an ICT infrastructure such as that in Singapore leads to a 
deeper and more rapid diffusion of practices, which may serve 
to develop competitive advantages. On firm level, the 
diffusion of ICT is fast and reached a considerable level in the 
sample firms as compared to SMEs in former studies (e.g., 

Nieto/Fernández 2006). Examples from the sample firms 
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suggest that mechanisms described in population ecology 
(e.g., McKelvey 1982) apply to the use of ICT as firms that 
did not adopt ICT in time went out of business. The same may 
apply to practices as the results of the life cycle perspective 
have shown. This finding supports that dynamics are gaining 

momentum and have moved to the centre stage (Earl/Khan 
2001).  

On firm level, the results support the early observation of 
Picot/Reichwald (1994) that ICT is penetrating all functional 
activities in the supply chain. In many key activities ICTs are 
simply a necessity by now. The results about the influence of 
ICT on strategy reflects prediction of strategic contingency 
theory (e.g., Doz/Prahalad 1991) about the influence of 
context on strategy and decision-making. However, industry 
or size do not have a major influence on the strategic position 
among the sample firms so that the strategic mind-set of the 

management crystallises as the strongest influence on relating 
ICT, strategy, and structure. This confirms results from 
previous studies (e.g., Moen 2002) The results of this study 
further suggest that contrary to former studies indicating a 
more operative rather than strategic use of ICT by SMEs in 
their globalisation process (e.g., Loane 2006

 global activities of the sample 
firms and most could not even exist.  This finding supports 

studies from institutionalisation theory (e.g., Westney 1993) 
and technology diffusion (e.g., Cantwell 2002). 

While the structural dimensions define a firm and reflect its 

resource endowment, structure, and strategic position at a 
given point in time, the processual dimensions reflect 
processes of change along the life span of a firm, beginning 
with the foundation of a firm, processes of 
internationalisation, network development, and evolutionary 
drivers. The results on global foundation (global experience, 
contacts as founding capital) show the high importance of 
these resources for the globalisation of a firm. This finding 

contradicts the Uppsala model of incremental learning (e.g., 
Johanson/Vahlne 1977). The finding rather confirms results 
from research in international entrepreneurship (e.g., 
Knight/Cavusgil 1996). The findings of this study confirm the 
results of previous studies indicating that the mind-set of the 
entrepreneur and/or the management has a dominating 
influence on both the habit towards globalisation and towards 
the adoption of ICT (e.g., Fillis/Wagner 2005: 609). As link to 

the next section, the results of the study suggest that the 
sample firms become involved in international trade very 
early but do not follow the development of the establishment 
chain in the same pace as described by incremental stage 
models. This finding supports the findings of a study by 
Arenius et al. (2006) that although born globals 
internationalise may still expand incrementally but at a faster 
pace. This finding confirms literature, stating that technology 

is both driven by, and itself a key driver of globalisation 
supporting the increasing influence of the network, 
knowledge, and ISC perspectives in internationalisation 
theory. The same applies to the development of ICT 
infrastructure, which in turn also confirms institutionalisation 
theory (e.g., Westney 1993) as the creation of an ICT 
infrastructure such as that in Singapore leads to a deeper and 
more rapid diffusion of practices. On balance, the study 
confirms results from previous studies that indicate a positive 

correlation between the degree of internationalisation and the 
degree of e-business (e.g., Jaw/Chen 2006). The results of the 
study suggest that the internationalisation process of the 
sample firms is faster through ICT, confirming results of 
previous studies (e.g., Shneor 2009). The results of this study 

thus confirm studies covering born globals in terms of the 
speed of internationalisation due to ICT but not in terms of 
skipping stages in the establishment chain as argued in the 
incremental stage models. The study also provides evidence 
that the internationalisation process of Internet-related firms is 
fast and discontinuous.  

The results support the observation of increasing dynamics in 

the globalisation of firms (e.g., Jaw /Chen 2006). Independent 
of their business, all sample firms report a strong impact on 
how they design and develop their business. This finding 
confirms former studies indicating that particularly the 
Internet has created completely new dynamics in the way 
SMEs can globalise (Mukherji 2002: 505) and expand their 
boundaries (Samii 2004: 15). The results that strategic 
decision-making is perceived by the sample firms to be least 
affected by ICT is contrary to the position of information 

processing in organisation theory (Galbraith 1977). The 
sample firms perceive different influences on the life cycles of 
products, practices, and organisational units confirming 
economic theories (e.g., Vernon 1966), organisational change 
literature (e.g., Greiner 1972), and population ecology (e.g., 
Aldrich 1999). The genuine contribution of this study in this 
regards is to observe not only life cycles of whole 
organisations or populations of organisations but also of 

organisational units and practices, which proved to be 
particularly valuable in observing and explaining change 
processes.  

All sample firms perceive an increase in the amount of 
available information and innovative activity through the 
Internet and most of them even observe an acceleration of this 

evolutionary process of 
variation and retention of social systems seems to be 
accelerating emerging change. Particularly the Internet is 
perceived by the sample firms to be a very strong driver of 

evolutionary change. Regarding cognitive change, strategic 
thinking among the sample firms is increasingly more focused 
on network relations, dynamics, and change - with the rate of 
change itself as most critical dimension. These key 
dimensions are increasingly dominating decision-making and 
action.  

On balance, the results of the study regarding the influence of 
ICT on the evolutionary dynamics in globalisation reflect the 
observation of researchers such as Eisenhardt (2002: 91) that 
the economics of disequilibrium and information have moved 
to the centre stage, or of Earl/Khan (2001: 66) that dynamics 

are gaining momentum and that the new currency is time, not 
cost. In addition to the increasing importance of dynamics, 
this study further clearly identified the increasing importance 
of relationships and network management. The results of this 
study indicate that all these dimensions are strongly enhanced 
and even driven by ICT. Given that former studies have 

internationalisation or building up international activities, the 

results of this study suggest that this process has come to the 
next stage. As the importance of ICT in internationalisation is 

the focus is now on strengthening relations, network and to 
build up capabilities inn the dynamics of the globalisation.    
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Abstract
Accelerated globalisation since the 1980s and particularly the 
1990s and the development of web-based ICT go hand in 
hand. Nonetheless, there has been little explicit research on 
the influence of ICT on the globalisation of firms. Despite a 
rich literature of the implementation ICT and the design of 
global information systems in firms, the influence of 
information and communication technologies (ICT) on the 
globalisation of firms has not been explicitly researched from 
a management perspective. This paper serves to provide an 
overview on existing literature in this field and to develop a 
basic framework for the study of the influence of ICT on the 
globalisation of firms. Specifically, the paper reflects on the 
influence of ICT on the three sub-processes of globalisation: 
internationalisation, global network building, and global 
evolutionary dynamics.

The role of ICT in the globalisation of firms
A major driver of globalisation is technological progress. The 
rise and commercialisation of the Internet and the maturing of 

increasingly more international, and as a consequence also 
their communication and business processes (Bicak 2005: 5). 
ICT encompass the full range of the production, distribution, 
and consumption of information, across all media from radio 
and television to satellites and the Internet. The information 
revolution facilitated the shift from analogue to digital 
technologies; convergence merges computers, 
telecommunication, television, and the Internet into a single 
multimedia environment (Wilson III 1998: 6). The radical 
development of ICT is an essential factor for the continuing 

economical environments. The most significant factor is the 
continuous development of the Internet and the WWW as the 
fundamental infrastructure for e-business (Ibid. 7).  

Knowledge and innovation have taken a quantitative jump 
over the last decade in the w
globalisation process, and dramatic advances in the life, 
materials, and energy sciences. These developments have led 
to new industries and new services, as well as to the renewal 
of established ones (Aubert/Reiffers 2003: 9). Industry 
boundaries are easily crossed as value chains are being 
redefined (Amit/Zott 2001: 495). The knowledge economy 
develops high-tech industries, particularly in ICT and services 
(Ibid. 10). The development and diffusion of ICT is a 
prerequisite and facilitator of globalisation and the 
transformation into a knowledge-based economy. The most 
significant advancement in recent times is the emergence of 
the Internet and the subsequent evolution of electronic 
commerce (Melewar/Stead 2002: 29). 

ICT has supported, facilitated, and often provided the impetus 
for global business development (Nelson/Clark, Jr. 1994: 19). 
ICT is both a catalyst of globalisation and a solution base 
from which to address international main challenges. ICT can 

provide the strongest link in the business chain of partners, 
products, and suppliers, and is the basis for doing business 
around the clock and around the world (Deans/Kane 1992: 1). 
The network-centred phase we are in since the 1990s induces 
(1) an increase in the transparency of information on global 
markets and activities, (2) a decrease in the cost of 
information, facilitating global activities for an increasing 
number of firms, and (3) an increase in the speed and volume 
of communication, both internally and externally, making co-
ordination of globally dispersed activities much easier (Samii 
2004: 11). 

ICTs reduce transaction and co-ordination costs in all forms of 
organisation, increase productivity, and accelerate the 
dynamics of innovation (ifo 1999). ICTs affect the cost and 
efficiency of the external marketplace (Blaine/Roche 2000: 4-
6). ICT have the potential to dramatically reduce market 
imperfections and lowers transaction costs and co-ordination 
costs (Blaine/Bower 2000: 27). The combination of the 
evolution of cross-border networking and the increasing use of 
ICT also has far-reaching implications for the study of 
industry dynamics as the structures of value-added chains are 
changing and even boundaries between industries are blurring 
(Ernst/Kim 2002: 147). ICTs increase boundary spanning 
(Dewett/Jones 2001: 323). The tremendous advances in ICT 
are leading to an entirely different type of industrial structure 
with mutually beneficial co-operations and networking (Roche 
2000: 82). In most industries, supply chains become more 
elastic and flexible but at the same time also more integrated.
However, ICT will not eliminate the importance of distance 
and location, and in fact in some cases makes proximity and 
clustering even more important (De la Torre/Moxon 2001:
630). Due to the globalisation of local markets and the 
emergence of the global electronic markets, worldwide 
acquisitions and cooperation strategies gain importance (Bicak 
2005: 14). 

Within organisations, electronic technologies are stimulating 
changes in productivity, management practices, and corporate 
culture. By enabling instantaneous communication, ICTs
allow firms to co-ordinate and control actions in distant 
locations, thus expanding the potential reach of the firm. They 
also lower transactions costs and facilitate networking. The 
Internet provides the possibility of distributed project teams, 
pooling of expertise worldwide and communicating 
electronically, rather than being bound to a single physical 
location (Gable 2006: iii). ICTs increase the information-
processing capacity and thus the decision-making capacity. 
ICTs drive internal and external change and increase 
environmental complexity. In order to manage high levels of 
uncertainty, various subunits are driven toward greater 
differentiation and specialisation. This in turn forces firms to 
develop strong integrative mechanisms. ICT supports both the 
standardisation of products and the coordination of business 
processes across border (Schober 1993: 213). ICT thus can 
improve efficiency of business processes (Blaine/Bower 2000: 
37). 

Externally, by linking intranets to the Internet, organisations 
integrate their internal operations more closely with their 
vendors, partners, and customers (Bollier 1998: 2-3). ICT can 
support vertical quasi-integration, outsourcing, and quasi-
diversification (all cooperative modes) (Clemons/Row 1992:

and back office 
services can now often be provided from lower-cost countries
or from the head office. ICTs allow much more cost-effective 
monitoring of cooperative arrangements. The value of the 
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network even increases with network size
(Ibid: 19). Due to the described developments 

induced by ICT, De la Torre/Moxon (2001:8) state that ICT 
development leads to t , which is 
marked by a redefinition of corporate boundaries and the 
development of flexible network structures (Borghoff 2005). 
T
(Melewar/Stead 2002). There is a progressive transformation 
of business into relations of information exchange, leading to 
globalisation and network building.  Increasing globalisation 
and the growth and spread of ICT will continue to dominate 
the world economic scene for many years and their 
importance will grow as they are driving each other 
(Samii/Karush 2004). 
From an international management perspective, there is a 
paucity of directly relevant empirical research, which 
illuminates how MNEs develop and manage their ICT
capabilities in their different and complex circumstances 
(Roche 2000: 137). A fundamental gap in the research on 
global ICT is the static character of concepts and empirical 
studies. Del Águila et al. (2002: 32) hence remark that it is 
necessary to introduce a greater dynamic component in the 
analysis of ICT in a global environment both by using 
dynamic theories and by applying techniques of longitudinal 
empirical research. A significant gap thus exists in the 
research of the process dimension in the globalisation of 
firms. ICT have a large potential to facilitate the development 
of globalisation capabilities. The influence of ICT on the 
development of new international activities, their global 
coordination, and the adaptation to global competitive 
processes has been explored only rudimentary and will thus be 
the main focus of this paper.

The influence of ICT on the globalisation of firms
While internationalisation theories illuminate the development 
of firms from a national to an international level, they 
generally neglect the network building process, which is a 
central characteristic of globally operating firms and an 
evolutionary driver of this process. The internationalisation 
process is basically described as a life cycle (Vernon 1966), 
an incremental, stage-based process (e.g., Luostarinen 1980), 
a discontinuous process (Kutschker 1996, and the emergence 

/Cavusgil
1994). ICT can help to gain 

competitive advantage and to re-engineer business processes 
but few researchers have attempted to move this research to a 
global context (Sakaguchi/Dibrell 1998). However, the very 
dynamic of ICT works against it being a source of unique, 
competitive advantage for any single company and provide 
competitive advantages only when combined with other 
organisational resources.(Manheim 1990: 147). Until the early 
1990s, most research on the subject of ICT in management 
stopped short of looking at impact measures and was often 
limited to a fit (Jarvenpaa/Ives 
1993). Then, a stream of research focused on the analysis of 
the correlation between economic performance and ICT
investment (Brynjolfsson/Hitt 1996). Interdependencies 
between ICT and other organisational variables are difficult to 
prove due to problems in their identification, causal relations, 
and complexity. The missing positive influence of ICT on 
productivi productivity paradox of IT . Despite 
the difficulty of testing the direct effect of ICT on 
performance measures such as profitability, a study by 
Whitworth et al. (2005) provided evidence that ICT 
particularly facilitate the development of global activity 
structures. ICTs are essential ingredients for business 
expansion, providing strategic competitive advantage in 

worldwide markets (Ives/Jarvenpaa 1993) and facilitating 
globalisation (Palvia 1997). Therefore, these studies suggest a 
fit of strategy and ICT in order gain competitive advantages. 
Other studies extent this contingency perspective to the 
organisational structure (e.g., Del Águila et al. 2002). There 
are effects on an on-going basis and Rindova/Kotha (2001) 
even term this on-going strategic and organisational change 

The influence of ICT on globalisation capabilities
Globalisation processes are constituted by three subprocesses:
(1) internationalisation (changes in the level and dispersion of 
activities in different national markets) (2) global networking: 
(development of internal and external network structures in 
the global context), and (3) evolutionary dynamics as firms 
are in a co-evolutionary process with their environment. Firms
develop respective characteristics and capabilities in their 
globalisation, which reflect these subprocesses (Borghoff 
2005). ICT have a significant influence on the development 
and application of the three globalisation capabilities.

The Internationalisation of a social system can be conceived 
as a trajectory of changes in its geographical or cultural 
extension. Internationalisation literally induces changes in the 

In the case of expansion, environmental complexity increases, 

requisite variety as well. The use of ITC has enabled many 
companies to expand their international presence and 
international trading capabilities (Collins 2004: 67). The use 
of the Internet tends to expand the geographic market, 
bringing many more companies into competition with one 
another (Porter 2003: 381). The Internet enables firms to 
identify new market opportunities leading to business 
expansion. Specifically, it allows SMEs to gain deeper 
knowledge of target markets, to select suppliers and to 
establish direct contact with clients using a low cost medium. 
The Internet makes it easier for firms to expand 
internationally (Nieto/Fernández 2006: 254). Similarly, the 
Internet reduces the entry barriers to international markets, 
which in turn encourages the firm's international expansion 
and minimises the importance of the local market (Ibid: 252).
ICT-intensive firms internationalise faster and more 
extensively than less ICT-intensive firms (Ibid. 96). 
In terms of global networking, ICT brings extended 
connectivity with speed and will expand boundaries of firms 
and networks (Samii 2004: 15). ICT foster external alliances
through interorganisational information systems for 
information partnerships (Earl/Feeny 1996: 79). The Internet 
can be used to enhance information flow and collection, as 
well as co-ordination among firms, a necessary tool for 
international expansions. Co-operations provide useful 
information and reduce the perceived risk of 
internationalisation significantly (Nieto/Fernández 2006: 254).
ICT is more than a transaction facilitator and is promoted as 
an enabling technology for collaborative commerce amongst 
firms, involving not only interorganisational coordination of 
the supply chain but also cooperation in product definition, 
design, and R&D (Chen 2002: 253). ICT also increases the 
innovativeness of firms (Blaine/Roche 2000: 8). Therefore, 
Zaheer/Manrahakhan (2001) assume that the importance of 
coordination skills is a defining competitive competence for 
the Internet age. 

ICT specifically has an impact on the on the global 
evolutionary capability of firms. ICT has the capacity to 
enable dramatic organisational transformation (Boudreau et al.
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1998: 123). Typically, advanced ICTs play a central role in 
virtual and learning organisations because technology permits 
organisational designs to overcome the spatial and temporal 
dispersion that accompanies increased global reach (Ibid.: 
120). ICT enhances the ability to combine distant learning 
processes in formerly separate activities. Subsidiary networks 
are increasingly used to source new technology. Global 
learning has become an important mechanism for corporate 
technological renewal within MNEs (Cantwell 2002: 238). 
MNEs have recently shifted to a closely integrated network of 
subsidiaries designed to facilitate complementary paths of 
innovation and new competence creation (Ibid. 244). On 
balance, ICT strengthens the evolutionary mechanisms in 
social systems and thus their capability to change and 
transform (Van de Ven/Poole 1995, Borghoff 2005). 

Conclusions
There is a clear gap in the research of ICT in the globalisation 
of firms. A rich fund of literature exists on the technical side 
of ICT and information systems in firms. From a management 
perspective, there is almost no explicit research on the 
influence of ICT on the globalisation of firms. This influence 
is only implicitly included in terms of a better information 
processing capacity, time zone economies, or the contribution 
to innovation and knowledge management. There are 
assumptions that ICT facilitate a faster internationalisation
and the emergenc . Future research could 
provide some transparency in this field. 
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 ABSTRACT                                                              

 

This paper intends to discuss the increase of knowledge 
management and technological resources in Brazil, 
showing the concern of Minas Gerais Court of Auditors 
(TCEMG), agency of external control that manages public 
resources of Minas Gerais States, with the subject, 
through the description of the Meerkat Project, a public 
policy that aims to improve the use of integration 
solution, helping TCEMG fulfill its constitutional 
mission. It is known that TCEMG has several computer 
systems, however, they do
each other. The idea of the Project is to build integration 
solutions to cross and check information from different 
systems and sources, being able to identify and to action 
at illegal action or misuse of public resource in real time. 
Always looking toward new technologies, systems and 
tools, TCEMG along with Information Technology 
Department, aims to become reference in the activity of 
external control as well as in the transformation of the 
current external control paradigm.   

Keywords: TCEMG, Information Technology, 
Knowledge Management, Integration Tools, External 
Control.  

 

INTRODUCTION 

 

Minas Gerais Court of Auditors (TCEMG) has taken 
actions to expand the culture of strategic management 
within its operations. The approval of the Strategic Plan 
2010-2014 (TCEMG, 2010) gives the institution the 
mission to perform external control of public resources 
effectively, efficiently and effectively in benefit of 
society, in order to become a reference in ensuring the 
right of the society to the regulate and effective 
management of public resources, based on the values of 
ethics, justice, effectiveness, transparency and social 
commitment. 
 
International auditing standards, such as COSO and 
INTOSAI, emphasize the better management of risks in 
the development of control actions, which is consistent  

 
 
 
 
with the objective of this Project to give greater 
consistency to the selectivity procedures and to the 
planning monitoring activities. 
 
Modern society is impacted by the development of new 
technologies and the improvement of knowledge 
management within the organizations. TCEMG is no 
stranger to this phenomenon and plans to develop the 
Integrated Examination Policy, a public policy that aims 
to improve the use of integration tools and the knowledge 
management, organizing and crossing data and 
information available internally and externally, looking 
toward to ensuring all citizens a fair and proper use of 
public resources. 
 

THEORETICAL REFERENCE 

 

Contemporary society has experienced the development 
and fast expansion of computers and communications 
processing capacity. These change impacts the economy, 
politics, academic field, culture and consequently, how 
the general population sees the government. 
 
The new perspective has forced countries and 
international organizations to develop programs and 
initiatives to dominate and / or to democratize the process 
of information. In Brazil, there is a national project 
coordinated by the Brazilian Institute of Information 
Science and Technology (IBICT), giving rise to the 
Information Society Program, launched by the Federal 
Government in 2000. 
 
According to Fayard (2000), information is power if 
properly used, however if stored, there is not value - an 
idea that originates a discussion of trends in knowledge 
management, which predispose the need for flexibility in 
the pursuit of collective growth.  
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Baran (1997) represents the relationship between data, 
information, knowledge and wisdom through the 
following scheme: 

 
Figure 1: Baran (1997) 
 
Though we live in the called information society, the real 
asset is not the information, but the knowledge which is 
information edited, putted into a context and analyzed in 
order to make sense and have value to the organization. 
 
The Executive Committee of the Electronic Government 
uses as definition for knowledge management: 
                  (...) a set of systematic processes, articulated          
and intentional, capable of enhancing the ability of public 
managers to create, collect, organize, transfer and share 
information and knowledge that can be used to strategic 
decision made by the public management and for 
inclusion of the citizen as a producer of collective 
knowledge. 
 
The  technology resources facilitate the networking and 
keep knowledge where it is generated and / or used 
(Davenport et al, 1998) and improve the interactivity of 
the knowledge with its users (Davenport & Prusak, 1998), 
and can actually be useful for knowledge management, if 
employed in a systematic interference / human 
interactivity (Davenport et al, 2001).  
 
According to Batista (2004), some  Brazilian public 
companies as SERPRO (Federal Service of Data 
Processing), Central Bank of Brazil, Bank of Brazil, 
Caixa Economica Federal, EMBRAPA (Brazilian 
Agricultural Research Corporation) and PETROBRAS 
(Brazilian Oil S/A) have already implemented these new 
model of management ,incorporating management 
knowledge and new technologies to its operation.  
 
The challenge is to rethink public organization, directing 
it towards the knowledge and adopting new business 
models. According to Giacomini (2001), it is necessary, in 
the functional structure, a working group dedicated to: 
development and dissemination of new technology and its 
transformation into applied knowledge. 
 

INTEGRATED EXAMINATION POLICY 

 

The integrated examination policy was born in Sebastião 
 office and accepted for the Court. The house 

voted and passed resolution regarding to the Project:  
1) Resolution n.06 of 05/04/2011: legalization of the 
policy; 
 2) Resolution n.10 of 07/05/20011: legalization of the 
actions made by the policy; 
3) Resolution n. 10 of 07/05/2001; legalization of the 
members of the new department.  

Also, a Decree of the Presidency number 82 of 
05/18/2011 establishes the Project as a priority for the 
year of 2011. 
 
The central question of this Public Policy is to propose 
solutions for the low use of tools and integration 
technologies in the actions of external control in order to 
ensuring all citizens a fair and proper use of public 
resources, and to respond to demands and current 
offerings in relation to new information technologies. 
 
To characterize the situation, we start from the 
observation that TCEMG has several computer systems 
that collect and store data and information and also has 
agreements with institutions whose goal is to obtain data 
of interest for the external control, however, it turns out 
that such knowledge potential has not been explored. 
 
Among 193 nations included in the UN, only 24 are 
federations and Brazil is one of them. The Brazilian 
Constitution in its article 18 ensures: "The political and 
administrative organization of the Federative Republic of 
Brazil comprises the Union, States, Federal District and 
Municipalities, all autonomous under this Constitution . 
Thus, TCEMG has the mission to monitor the state of 
Minas Gerais and its municipalities without distinction, 
judging all public managers. 
 
Minas Gerias state is one of the 27 federative units of 
Brazil and it is the fourth state with bigger territorial 
extension  586.523 Km2, equivalent to the France 
territorial extension. TCEMG is responsible for analyzing 
and controlling the revenue and expenditure of 853 
municipalities. In total, TCEMG has the obligation to 
monitor and examine 2.292 public agencies, totalizing, in 
2010, the amount of 76 billions of reais; approximately 47 
billions of dollars. Below it shows the growth of the 
budget that TCEMG has to monitor: 

                               Billon(R$) 

      Year             State                 Municipalities 

     2008              35,60     27,64 

     2009             39,97    32,46 

    2010             41,11     35,54 

Figure 2: Minas Gerais budget  
 
The numbers show the importance of a proactive, constant 
and an efficient monitoring, what is the objective of this 

se of technological 
resources and the development of tools that enable the 
analysis of the information in a way that it can serve as a 
basis for decision-making. 
 
The main tool used in the Project is the use of integration 
solution to cross and check information from different 
sources. The idea is to compare, to analyze data and 
information to ensure its accuracy and, within the external 

Structure Context Experience  

data information knowledge wisdom
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control activity, to ensure the proper implementation of 
public resources. 
 
According to Carlos Nogueira (2009), crosschecking is 
currently used by various government institutions to 
monitor and curb the mismanagement of public resources, 
having always in mind that the idea is to confront 
information available internally with other information 
available. 
 
 Caiçara Junior (2006) says that there are numerous 
problems that arise in the scenarios of organizations 
because of the lack of integration of their systems and 
databases that do not communicate. Aspects such as 
rework, redundancy of data and lack of completeness of 
the information occurs as a consequence of this lack of 
integration.  
 
First of all, the idea is to build integration tools that help 
TCEMG to monitor closely areas that involve a large 
amount of money such as public purchase and public 
construction. Nowadays all public agencies inform about 
their spending, but TCEMG does not check if that 
information is real, unless it goes in locus or check paper 
work; what demands time, work and money.  With the 
integration solutions, information will be compared and 
checked and some illegal actions or misuse of public 
resource will be easily detected without waste of time and 
in real time.  
 
As an example, in 2010, Minas Gerais state and its 
municipalities spent the total of R$ 2.794.379.585,48, 
approximately U$ 1.746.487.240,93 with public purchase.  
 
The use of technological resources and the application of 
new systems and technological knowledge are essential 
for dealing with such important subject. In this way, 
TCEMG has invested in technological resources and 
training for the implementation and the success of the 
Meerkat Project. 
 

INTEGRATION SOLUTION 

 

According to Alter (1996) "Information Techonology is 
the set of hardware and software that enable operation of 

 According to Davenport (1996), 
since it entered at business environment, computers 
hooked up closely to the way that work is done. 
Information Technology has change radically the work - 
its location, speed, quality and other key features. To 
choose and to implement properly the best technologies 
within the organizational context, supporting their 
strategies, is a challenged activity for managers.  
 
With the emergence of new technologies, the increase of 
legal requirements, the pressure from society and the 
transparency of public resources, Information Technology 
has become an important tool. Thus, the resources 
invested in that sector by public sector in Brazil have 
grown significantly (Cunha 2004).  
 

INTEGRATION TOOLS 
 
1) Public Purchase 
A challenging issue and it will be the first target. The idea 
is build an integration solution crossing information from 
different databases as showed below: 
 
 
 
 
 
 
 
 
 
 
 
 
2) Public Construction: 
Another challenge faced by TCEMG is to monitore public 
construction due to Minas Gerais sizes. So, the idea is use 
technology resource to make it possible. 
 
 
 

 
 
Important information as overpriced, failure mode of 
bidding, cartelization and others will be easily detected 
using integration solution. But the real innovation is the 
creation of a database of price per areas in Minas Gerais 
state. The idea is set up a mapping of regional costs, an 
important database when monitoring government actions.  
TCEMG will gain agility as to receive the information as 
well as to analyze and decided about it. 
 
The pictures below illustrate the main idea of the Project: 
 

                                                                                              

                                                    
crossing data from                           results found 

diferent database. 

Figure 3: Integration toll   

 

Using new technologies, systems and tools, and also 
building a trustful database, the Project aims to bring a 
new perspective on the role of controlling public resource. 

        ok 

warning 

action 
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Such important subject as public resource and the fair use 
of it in the benefit of society deserves a careful attention. 
 
 

CONCLUSION 

 

TCEMG is always looking forward news technology that 
could help it fulfilling its obligation with ethics, justice, 
effectiveness, transparency and social commitment.  
Brazilian society has the desire for better public services, 
good governance and honesty in dealing with public 
affairs. In this context, TCEMG has an important role in 
monitoring public resource, ensuring an effective and 
regular application of public money always in benefit of 
the society.  
 
Because of the key role that the use of information 
technology currently takes in the institution, TCEMG has 
developed a strong use of computer technology to make 
its operations more agile. The Meerkat Project is based on 
technology resource being the main tool the use of 
integration solution to crosschecking information from 
different sources. The idea is to compare, to analyze data 
to ensure its accuracy and, within the external control 
exercised by the Court, to ensure the proper 
implementation of public resources. 
 
The Audit Courts are gaining importance in the context of 
Public Administration, and the effectiveness of their 
actions are vital for the democracy and citizenship 
actions, and its performance cannot ignore the 
considerable changes at knowledge management and 
technology information fields. 
 
We understand that the actions proposed by the Meerkat 
Project can contribute for the improvement of the activity 
of external control, as well as the transformation of the 
current control paradigm. 
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ABSTRACT

In this paper, we investigate the empirical importance
of providing policy information and understanding
residents’ needs to public goods by local government and
introducing new elements of evaluating e-government and
performance of local governments. As Besley and Case
indicated empirically by using the U.S. data, local tax level
and the residents’ evaluation of their government through
their voting behavior are closely connected by the nexus of
yardstick competition. We examine, first, the yardstick
relationship between local government activity and the
residents’ evaluations of their governments through voting
behaviors using Japanese data. Then, we introduce
“penetration rate of e-government” which we can use as a
new index of e-government evaluation. By utilizing this
index, we implement a new empirical study concerning the
efficiency and the optimality of the local government
performance under yardstick competition.

Keywords: E-government evaluation, Yardstick
competition model, Public goods strategy, Policy
evaluation, Social decision making

1. INTRODUCTION

In today’s world, Information and Communication
Technology (ICT) has come to be recognized as one of
the drivers in promoting economic growth. ICT has been
playing an important role in Japanese economic growth,
and according to an e-government report by UNPAN
(2010), Japan is considered as one of the South East Asia
countries that has a high level of fixed line, mobile
phones and Internet usage. Such world first class
infrastructures have facilitated government providers to
implement e-government services for the use of their
citizen. Since 2000, Japan central and local governments
have been actively promoting e-government projects by
introducing new IT systems all over the country, and this
is seen as part of the performance improving scheme of
public sector. Nowadays, almost all levels of governments,
except a few cases, are providing e-government services
to the public in Japan. However, according to an
e-government survey conducted by UNPAN (2010), it
reveals that although the e-participantion index of Japan
is 0.7571 which is ranked top 6 in the world, Japan’s
development index of e-government remains in relatively
low score (0.7152 and ranked seventeenth). Therefore, in
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order to achieve a higher e-government development
index, Japanese governments needs to evaluate the
performance of e-government and to identify factors that
will contribute to such achievement. Unfortunately, there
are not many e-government evaluation research has been
conducted in Japan and hence there is a need to address
this research gap (Wong et al., 2011).

However, at international level, we have identified
quite a number of e-government evaluation (or
benchmarking) research, for examples, studies conducted
by Brown University (West, 2007), United Nation of
Public Administration Network (UNPAN, 2010), Taylor
Nelson Research (Dexter and Parr, 2003), and Accenture
(Cole and Jupp, 2005). Bannister (2007) argues that some
of the existing e-government benchmarking researches
could be biased and unreliable for evaluating
e-government progress because the result of such activity
can favor the country that initiated the benchmarking
research. In addition, some government might distort
government policies to compete for a higher
e-government rank at international level, neglecting the
actual needs of their citizen at local and national level.
Our research addresses this problem by looking at the
importance of e-government evaluation at local level.

We indicate, first, that there is an economic and
political significance of providing policy information and
understanding of residents’ needs concerning public
services by governments and then we investigate,
utilizing Japanese data, the empirical importance of the
role of e-government in offering policy information and
understanding residential needs of public services.

In many advanced countries, more than 60 % of public
goods are provided by the local or regional governments.
Tiebout (1956), in his pioneering work, indicated that
“voting with feet” leads to optimal provision of local
public goods, and this is clearly shown when residents
emigrate from one local government to another in order to
maximize utility. Since then, Tiebout hypothesis has been
used as a theoretical base for decentralizing
responsibilities in the provision of public goods, although
it requires extreme or unrealistic prior conditions including
“free mobility”.

Seabright (1996), on the other hand, constructed a
“yardstick competition” model of incomplete contracts
under asymmetric information by introducing election at
local government, and indicated that voting behaviors of
residents ensure the ultimate efforts of local government to
provide local public goods, if residents take a vote after
evaluating their public goods in comparison with that of
neighbor jurisdictions. Inter-governmental competition
results in equilibrium in the same way as in yardstick
competition among public utility enterprises (Konishi,
2009). Therefore, yardstick competition can be expected to
depict a more realistic inter-governmental competition.
However, because individual choice of private and public
goods is excluded in their model, the efficiency of the
yardstick equilibrium has not been discussed.

In our recent research, (Nishigaki, Higashi, and

Nishimoto, 2011), we introduced residents’ consumption
choice and tax into the yardstick competition model, and
examined the efficiency of local public goods provision
under yardstick competition. In the paper, we obtained the
following results. First, if we ignore residents’
consumption choice, local governments tend to
over-supply local public goods, since local government
heads attach more importance to re-election. Second, in
order to improve the efficiency of the yardstick
equilibrium, local governments need to supply local public
goods after considering regional disparities regarding
residents’ preferences, exogenous environmental
conditions, and other factors. That is, policies for
diminishing asymmetric information between the local
government and residents are effective in improving
efficiency. Our results suggest that views of enhancing the
effectiveness and optimizing the public services give a
new index to e-government evaluations which are also led
to providing new elements to governmental performance
evaluations.

2. YARDSTICK COMPETITION MODEL
AND EFFICIENCY OF LOCAL PUBLIC

GOODS PROVISION

Consider a simplified nation that comprises two
symmetrical regions where a total of N identical

immobile households reside and
in ( 2,1i ) out of

N reside in region i . We assume that each region has
identical land and production technology.

Households living in region i derive utility from the

consumption of private goods
ix and the public goods

ig supplied in region )!i . The residential utility is also

affected by unobserved locality-specific shocks i . Thus,

the residential utility is represented as below:

  iiii gxuU  , , 2,1i . (1)

where i is the noise that is independently drawn from

a continuous density function  D with zero mean. We

assume that  D has an identical distribution between

regions.
Eq. (1) means that the residential utility is affected not

only by the consumption of the private goods and public
goods supplied in the region but also by locality-specific
shocks

i . Here, Random noise
i is considered as a

distinctive natural environment or economic environment.
By these assumptions regarding the constructions of the

utility function, we assume the following asymmetric
information structure: the values of

ig chosen by the

local government are not directly observable by the
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residents and remain the private information of the
governments and the utility of the residents, while
observable by both the residents and local government, is
not verifiable. This means that the local governments do
not know their residents’ true public goods preferences,
and the residents are unaware of the actual level of local
public goods provided by their local government; that is,
they cannot determine the exact efforts of their agent.

The residents supply 1 unit of labor per capita to a
regional firm and gain a fixed wage

iw , which is the

sole income earned by them. Suppose that their local
government levies a lump-sum tax

it on the residents

within the region, and the residents spend all the income
left over after deducting

it on private goods. The

residents’ budget constraint, therefore, is indicated
through the following equation:

iii twx  , 2,1i . (2)

The local government in region i supplies local public

goods
ig that benefit only residents of region i . As

ig is subject to the lump-sum tax
it , the local

government’s budget constraint is indicated as below:

iii ntg  , 2,1i . (3)

In order to investigate the efficiency of yardstick
competition, we introduce individual choice regarding
private and public goods into the conventional yardstick
competition model. By doing so, we attempt to clarify
whether or not our new yardstick competition model can
achieve the social optimal level of the local public goods.

The residents’ utility is decided in the next procedures.
To begin with, the local government i chooses the

supply level of local public goods
ig . When

ig is

decided, the lump-sum tax
it is also decided. The

residents decide their level of private goods consumption

ix in accordance with their budget constraints. Next, the

noise terms
1 and

2 are independently drawn from

the density function  D with zero mean, after which

residents’ utility is decided.
In this model, we assume that the residents know the

utility level of the rival region’s residents. They can
compare their own utility with that of the rival region’s
residents and re-elect their incumbent government if own
utility level surpasses at least C . That is, residents
re-elect the local government in their own region when
their own utility level surpasses at least C . The
condition for the residents to re-elect the local
government in their own region is

  Cgxu iii  , , (4)

where C , could be interpreted as the utility level of the
residents in the rival region or the residents’ past utility
level gained from the local government in their own
region.

Although the condition for re-election (Eq. (4)) is very
similar to that in the conventional yardstick model, the
utility function in this model is not a simple increasing
function of local public goods. Since an increase in the
public goods supply means a decrease in the private
goods consumption in accordance with the residents’
budget constraints, the yard stick equilibrium has more
interesting and intricate elements.

Residents are not able to observe their local public goods
supply. While the re-election of a local government
depends upon its residents’ utility, its re-election does not
directly depend on the local public goods supply. As
noted above, this fact indicates that local governments are
unaware of the true preferences of their residents;
additionally, the residents are unaware of the actual local
public goods supply. This fact, in turn, causes
asymmetricity of information between the local
government and the residents in yardstick competition
model.

The re-election rent for the incumbent government is
R here as well, and the local government’s utility
associated with the local public goods supply

ig is

 ig , where  ig is again assume to be decreasing

and convex function with respect to ig , that is, we

assume   0
ig ,   0

ig .

In the abovementioned yardstick competition model into
which the factor of individual choice of private and public
goods has been incorporated, the local governmental
problem is formulated as follows.

 ii tg ,
max        iiiii gxuCprRgRgE   ,

..ts   iiii gxuU  , ,

iii twx  , 2,1i ,

where, by definition of the distribution function,

  iii gxuCpr  , is represented by

     i
g

n

g
wuC

iiii

i

i
i

i
i

dDgxuCpr 
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Substituting the constrained conditions with the
objective function in Problem) and setting up a first-order
condition with respect to

ig , we have
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Assembling Eq. (5), we have the following condition of
local public goods supply:

         
i
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u
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dg

gd













 ,,



. (6)

The intuitive interpretation of Eq. (6) is as follows. The
first term of the left- hand side of Eq. (6) stands for the
disutility of local government caused by the supply of the
local public goods

ig . The second term of the left-hand

side of Eq. (6) denotes the decrease in the re-election
probability associated with the decrease in the residents’
utility level that is caused by the decrease in the private
goods consumption due to the rise in the lump-sum tax.
The right-hand side of Eq. (6) denotes the rise in the local
government’s re-election probability associated with the
resident’s utility level increase caused by the increase in
local public goods.

The left-hand side of Eq. (6), therefore, shows the
marginal cost of supplying local public goods. The
right-hand side of Eq. (6) on the other hand shows the
marginal benefit of supplying local public goods. Eq. (6)
denotes that the equilibrium level of local public goods is
determined when marginal cost is equal to marginal
benefit.

If we compare the local public goods level achieved in a
yardstick competition model with that in the social
optimal, we obtain Proposition 1 as follows.

Proposition 1 The level of local public goods achieved in
a yardstick competition model incorporating residents’
choice between private goods and local public goods
indicates tendency to undersupply relative to the social
optimal level of local public goods.

The intuitive interpretation of Proposition 2 can be
stated as follows. Yardstick competition provides the
local government with the incentive to increase its effort
level since elections by residents give rise to competition
between local governments. From the viewpoint of
resource allocation, however, under yardstick
competition, the local government exerts an effort to seek
re-election but cannot achieve the optimal level of local
public goods supply that the residents actually demand
for. That is, under yardstick competition, the local
government shows the tendency to undersupply public
goods.
As stated above in Propositions 1, does yardstick

competition inevitably lead local governments to
oversupply or undersupply public goods? To consider the
problem, we specify the density function  D as

follows.

 



2

1
 dD

With the specified density function, we clarify the
situation as follows. As the standard deviation  rises,

the probability of i being located much closer to mean

zero rises; conversely, as the standard deviation 

comes down, the probability that i being distant from

mean zero rises. In summary, we have the following
proposition:

Proposition 2 The level of local public goods supplied
under yardstick competition depends upon the standard
deviation  . That is, when the standard deviation

 rises (comes down), the level of local public goods
decreases (increases).

The intuitive interpretation of Proposition 2 can be
stated as follows. When the standard deviation  rises

(comes down), the range within which the noise i
undergoes a change expands (diminishes). As the range
expands (diminishes), the local government’s probability
of re-election decreases; thus, the local government
decreases (increases) the local public goods supply since
its efforts do not pay off (pay off).
On the basis of Proposition 3, we immediately get the

following corollary:

Corollary 1 Yardstick competition usually leads the local
government to undersupply local public goods;
however, when standard deviation  diminishes
adequately, yardstick competition leads the local
government to supply more local public goods

This result may have unfavorable effect to the efficiency
of equilibrium derived from the conventional yardstick
competition model. In the conventional yardstick model,
when the standard deviation  is small enough, the
local government can expect the probability of its own
re-election to rise due to the rise in the probability that

i is located much closer to mean zero. This leads the

local government to increase local public goods supply.
Thus, conventional yardstick competition raises the local
government’ efforts to the excessive level when the
standard deviation is small enough.

Here, attention should be paid to the implication of the

small value of the random noise i . This suggests that all

the regions become identical. That is, as all regions
become identical, yardstick competition stimulates local
competition between local governments with regards to
the public goods supply

On the contrary, by Corollary 1, there is a possibility that
yardstick competition involving residents’ choice between
private goods and local public goods achieves the social
optimal level of local public goods, thus alleviating the
problem of the undersupply of local public goods, when
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the standard deviation  is small. This result is
opposite to the result observed under conventional
yardstick competition. Thus, in yardstick competition
involving residents’ choice between private goods and
local public goods, excessive efforts to on the part of the
local government toward being re-elected may be
alleviated when regions are identical to each other.

Next, rearranging Equation (9), we have
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1
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.(7)

From Eq. (7), we obtain Proposition 3 as follows.

Proposition 3 When the local government’ utility  ig

is constant with respect to the variation of
ig , the

yardstick competition involving the residents’ choice
between private goods and local public goods can
achieve the social optimal local public goods supply.

The intuitive interpretation of Proposition 3 can be
stated as follows. The second term of the left-hand side in
Eq. (7) represents the marginal disutility of local public
goods measured by the marginal utility of private goods.
Proposition 3 suggests that yardstick competition
incorporating residents’ choice between private goods and
local public goods can achieve the social optimal local
public goods supply if the local government’s disutility is
not increased. That is, even if no local government is a
complete benevolent government, the social optimal level
can be attained if the government considers only the
resident’s welfare.

3. YARDSTICK COMPETITION AND
ROLE OF INFORMATION POLICY

As there are two regions in the model, a strategic
interdependence between them should be taken into
consideration. If we assume that the residents and
government of each region first consider their
counterparts’ utility level and then decide their behavior,
the deterministic reservation level of voters C will be their
counterparts’ utility level under the assumptions of
yardstick competition.

  Cgxu jjj  , (8)

Eq. (8), therefore, can be considered as the systems of two
equations that simultaneously determine the Nash
equilibrium level of public goods in two regions.

The utility level of both regions is expected to be
improved since yardstick competition leads to greater
efforts on the part of both governments, i.e.

0)(  i

j

j

j

i gD
dg

du

dg

dpr . (9)

For the discussion of empirical significance of yardstick
competition among local government, we implemented
preliminary statistical analysis by using Japanese
provincial data. According to the assumptions of yardstick
competition, incumbent government execute policies such
as tax cut or increasing their expenditure which attract
their voters in order to re-elect in the next election.

Besley and Case (1995) showed, by using U.S. local
data, that tax cut could attract voters and incumbent
government had tendency to cut residential or income tax
to seek their vote for re-election. However, the operating
margin of local tax rate is relatively narrow in Japan, and
the local tax rates of most local governments are about the
same.

By considering these situations, we framed a hypothesis
of yardstick competition by local expenditure, and
constructed a statistical model which explains the number
of prefectural governors’ sequential re-election by the
growth rate of their local expenditures. The estimation
results are as follows.

Table 1 Estimation Results
Variable Coefficient Std. Error t-Statistic Prob.
C(constant) 0.549 0.525 1.047 0.311
EXPCH（Total Expenditure） 0.619 2.754 0.225 0.825
PLEXPCH（Social Welfare & Security） 1.344 0.608 2.212 0.042
HYEXPCH（Health & Sanitary Expenditure）1.068 0.459 2.329 0.033
LAEXPCH（Labor Expenditure） -0.011 0.064 -0.169 0.868
AFFEXPCH（Agriculture & Fishery） -3.089 1.427 -2.165 0.046
CIEXPCH（Commercial & Industry） 0.251 0.334 0.753 0.462
CEEXPCH（Public Work Expenditure） -0.011 1.305 -0.009 0.993
HOEXPCH（Public Housing） 0.559 0.314 1.783 0.094
POEXPCH（Police Depertment Expenditure）-0.031 2.850 -0.011 0.991
EDEXPCH（Education Expenditure） -2.070 3.764 -0.550 0.590
NDREXPCH（Disaster Restration） 0.077 0.049 1.589 0.132
PBEXPCH（Public Bond and Loans） 0.862 1.183 0.728 0.477

R-squared 0.661 2.172
Adjusted R-squared 0.407 0.658
S.E. of regression 0.507 1.782
Sum squared resid 4.114 2.394
Log likelihood -12.832 1.973
F-statistic 2.601 2.132
Prob(F-statistic) 0.038

Hannan-Quinn criter.
Durbin-Watson stat

Mean dependent var
S.D. dependent var
Akaike info criterion
Schwarz criterion

The estimation results shows that the correlation
coefficients of the growth rate of Social Welfare and
Security Expenditure, Public Health Expenditure are
significantly positive and the correlation coefficients of
the growth rate of the Agriculture and Fishery
Expenditure is significantly negative. These results
suggest that the yardstick competitions among the
prefectural governor seeking for re-election are
observable in Japanese data and the competition leads to
the expenditure growth in the field of social welfare and
public health, and expenditure cut, on the contrary, in the
field of agriculture and fishery.

As is shown in Proposition 2 and its corollary, the
decrease of the standard deviation ( ) of the regional

environmental shock parameter (
i ) improve the

efficiency of yardstick equilibrium. Since this is the proxy
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for the asymmetricity of information between residents
and the local government, the information policy for
reducing the asymmetricity proves effective in improving
efficiency. It means that local governments need to supply
local public goods after considering regional disparities
regarding residents’ preference, exogenous environmental
conditions, and other factors. Information technology such
as an e-government could be one of the factors facilitating
the policy.

7. CONCLUSIONS

In this paper, we obtained the following results. First, if
we ignore residents’ consumption choice, local
governments tend to over-supply local public goods, since
local government heads attach more importance to
re-election. Second, in order to improve the efficiency of
the yardstick equilibrium, local governments need to
supply local public goods after considering regional
disparities regarding residents’ preference, exogenous
environmental conditions, and other factors. That is,
policies for diminishing asymmetric information between
the local government and residents are effective in
improving efficiency. Our results suggest that views of
enhancing the effectiveness and optimizing the public
services give a new index to e-government evaluations
which are also led to providing new elements to
governmental performance evaluations.

8. REFERENCES

[1]Besley, T. and Case, A. (1995),“Incumbent behavior:
vote seeking, tax setting and yardstick
competition.”American Economic Review,
vol.85, pp.25-45.

[2]Besley, T., Coate, S., (2003),“Centralized versus
decentralized provision of local public
goods: A political economy
approach.”Journal of Public Economics,
vol.87, pp.2611-2637.

[3]Gibbons, R. (1992), Game Theory for Applied
Economists, Princeton University Press.

[4]Konishi, H., (2009), Economic Analysis of Public
Choice, University of Tokyo Press, Tokyo
(in Japanese).

[5]Lazear, E. P. and Rosen, S (1981),“Rank-Order
Tournaments as Optimum Labor
Contracts.”Journal of political economy,
vol.89, pp.841-864.

[6]Nalebuff, B. and Stiglitz, J.E. (1983),“Prizes and
incentives: towards a general theory of
compensation and competition.”The Bell
Journal of Economics, vol.14, pp.21-43.

[7]Oates, W. E. (1972), Fiscal Federalism, Harcourt
Brace Javanovich Inc. New York.

[8]---------------- (2005), “Toward a Second-Generation

Theory of Fiscal Federalism,”
International Tax and Public Finance,
Vol.12, pp.349-373.

[9]Seabright, P. (1996),“Accountability and
decentralisation in government: An
incomplete contracts model.”European
Economic Review, vol.40, pp.61-89.

[10]Shleifer (1985), “A theory of yardstick
competition.”The RAND Journal of
Economics, vol.16, pp.319-327.

[11]Tiebout, C. M. (1956), “A pure theory of local
expenditures.”Journal of Political
Economy, vol.64, pp.416-424

[12]Wong, M. S., Nishimoto, H., Philip, G (2011) “The
Use of Importance-Performance Analysis
in Evaluating Japan’s E-Government
services”. Journal of Theoretical and
Applied Electronic Commerce Research,
vol. 6, no. 2, pp.17-30.

[13]UNPAN (2010) Leveraging E-government at a Time
of Financial and Economic Crisis, New
York: United Nations Public
Administration Network.

[14]Dexter, A. and Parr, V (2003) “Government Online:
An Online Perspective 2003 – Global
Summary, Taylor Nelson Research”.

[15]West, D. M. (2007) “Global E-Government 2007”,
Center for Public Policy, Brown University,
Providence, RI.

[16]Cole, M., and Jupp, V. (2005) “Leadership in
Customer Service: New Expectations, New
Experiences”, The Government Executive
Series, Accenture

[17]Bannister, F. (2007) “The curse of the benchmark: an
assessment of the validity and value of
e-government comparisons”, International
Review of Administrative Sciences, vol. 73,
no. 2, pp. 171-188.

.

123

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



Development of an information system to 
evaluate vaccine loss (wastage) 

 

 
Samia Abdul Samad 

Ministry of Health of Brazil 
Brasília, Distrito Federal, Brazil 

 
and 

 
Antonia Maria Teixeira, 

Brendan Flannery, Ricardo 
Gonçalves, Consuelo Freiria 

 
 
 

ABSTRACT 

 

Vaccine wastage may occur due to physical damage 
including breakage or because fewer vaccine doses are 
administered during an immunization session than 
included in multi-dose vials.  Methods: We analyzed 
reported data from 2,553 vaccination centers distributed in 
600 municipalities for 4 vaccines: measles-mumps-rubella 
(MMR), diphtheria-tetanus-pertussis-Hib (DTP-Hib), 
Bacille Camille Guerin (BCG) and oral rotavirus vaccine. 
Vaccine costs were provided by the immunization 
program. Results: Mean vaccine wastage was 65.7% for 
MMR (range, 46.1% to 72.4%), 23.9% for DTP-Hib 
(range, 10.3% to 32.6%), 74% for BCG (range, 64.4% to 
79.9%), and 3.2% for rotavirus (range, 1.3% to 4.8%).  
The ratio of doses in opened vials to doses administered 
was almost 3:1 for MMR, 1.3:1 for DTP-Hib, 3.8:1 for 
BCG and nearly 1:1 for rotavirus. Conclusion: Multi-dose 
vials are often preferred by immunization programs for 
requiring less space for transport and vaccine storage but 
may result in higher cost per dose administered. 
Calculation of vaccine wastage is an important component 
of planning immunization program requirements; incorrect 
estimates can result in purchasing too few or too many 
doses of vaccines, resulting in stock-outs or large 
quantities of expired vaccines.   

Keywords: vaccines, wastage, utilization 

 
 

1. INTRODUCTION 
 

With the expansion and increasingly high profile of 
Brazil’s National Immunization Program (abbreviated 
PNI), information was needed to improve management of 
vaccine supplies and control the movement of vaccines 
throughout the country. PNI prioritized the development of 
an information system that would identify the percentage 
of vaccine doses distributed that were acutally 
administered, with the objective of estimating financial 
costs involved in vaccine supply. The information system 
needed to provide information on vaccine wastage at all 
three levels (national, state and municipal) in Brazil’s 

public health system, referred to as the Unified Health 
System (or SUS). 

In 2006, an information system for monitoring of vaccine 
utilization (referred to as AIU) was created in Delphi, with 
an Access database.  In 2010, the system was upgraded to 
Java language, using a PostgreSQL database with an 
interactive site in PHP (Oracle database). The AIU 
information system is based on data provided by individual 
vaccination posts (point-of-use), and provides information 
for routine evaluation of doses received at the vaccination 
post, doses contained in opened vials (utilization of 
vaccine vials), doses applied and doses discarded 
(wastage) for 44 immunobiologicals (vaccines and 
antisera), as well as reasons for vaccine wastage.  Data 
from the system were used to calculate costs of 
vaccination.  

As part of system implementation, data were analyzed 
from the first four states to begin using the AIU system 
(Amazonas [AM],  Mato Grosso do Sul [MS], Rio Grande 
do Norte [RN], Santa Catarina [SC]) to estimate the 
prevalence and causes of losses at the three levels of the 
immunization program. The objective of this analysis was 
to compare information on the movement of vaccines 
obtained from four states in Brazil that have different 
characteristics, and to evaluate the influence of these 
characteristics on vaccine utilization.  The evaluation was 
supported by Brazil’s National Immunization Program, 
which is responsible for purchase of recommended 
vaccines and delivery to state immunization programs.  
More accurate data on vaccine utilization is important for 
planning, procurement and distribution. 

 
 

2.  OBJECTIVES 
 
 
To evaluate and use data from the AIU system in the first 
four Brazilian states to adopt the system, for calculation of 
the prevalence and reasons for wastage of four 
recommended vaccines provided by Brazil’s national 
immunization program: MMR, DTP-Hib, BCG and oral 
rotavirus vaccine. 
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3.  METHOD 

 
 
We abstracted AIU fields corresponding to the type of 
vaccine and presentation (number of doses per vial), 
vaccine stocks, opened vials (utilization), doses 
administered, physical losses (discarded, unopened vials) 
and technical loss (discarded doses in opened vials). Data 
were considered valid if the number of doses 
administered was equal to or less than the number of 
doses in opened vials, if the total number of vaccine 
doses utilized was equal to doses administered plus 
losses, and if doses registered in the AIU system were 
equal to the number of doses administered at the 
vaccination post (according to the monitoring system for 
vaccination coverage, or API).  We calculated the 
percentage of technical loss according to the following 
equation: 
  
100 x (n doses in opened vials) – (n doses administered)  
                               n doses in opened vials    
 

Physical loss is defined as the total number of discarded 
doses in unopened vials due to expiration, breakage and 
conservation outside recommended temperatures.  Brazil 
does not use Vaccine Vial Monitors on vaccine vials to 
determine whether vaccines have been damaged by 
exposure to high or low temperatures.   
 
Costs of wastage and costs of vaccine per dose 
administered were obtained by multiplying vaccine losses 
by the per-dose cost of vaccine vials, excluding storage 
and transportation costs.  The per-dose cost of each 
vaccine in 2008 was US$3.50 for MMR in 10-dose vials, 
US$3.25 for DTP-Hib in 5-dose vials, US$0.31 for BCG 
in 10-dose vials and US$9.22 for oral rotavirus vaccine in 
single-dose vials. 
 
 

4.  RESULTS 
 

We received data from 2553 registered vaccination posts 
in 600 municipalities. Non-valid data were excluded for 
1254 vaccination posts for BCG vaccine, 668 posts for 
DTP/Hib, 716 for oral rotavirus vaccine and 648 for 
MMR.  For the four vaccines, and average of 1731 
vaccination posts had valid data for evaluation. Of these, 
502 (30%) vaccination posts submitted data for twelve 
months (January to December) in 2008 and 1229 (70%) 
submitted valid data for one or more months (range, 1 to 
11).  

Figure 1: Flow rooms and selection of study vaccines 

 

Mean vaccine wastage was 65.7% for 10-dose vials of 
MMR vaccine (range, 46.1% to 72.4%), 23.9% for five-
dose vials of DTP-Hib (range 10.3%  to 32.6%), 74% for 
10-dose vials of BCG (range 64.4% to 79.9%), and 3.2% 
for single dose vials of oral rotavirus vaccine (range 1.3% 
to 4.8%). 

Table 1. Prevalence of losses by type of vaccine and UF in 
2008 

        

Source: SI_AIU, MS  

Legend: SRC (measles mumps and rubella); DTP+Hib (diphtheria, 

tetanus, pertussis and haemophilus influenzae tipo b); BCG (Bacilo 

Calmett Guérin); VORH (rotavírus). 

The ratio of doses in opened vials to doses administered 
was approximately 3:1 for MMR, 1.3:1 for  DTP-Hib, 
3.8:1 for BCG and 1:1 for oral rotavirus vaccine.  For 
MMR, the ratio indicates that for opened, 10-dose vials, 
two doses were discarded for each dose administered (or 
child vaccinated). 

Table 2: Loss technique, due to the doses used doses 
technical losses and expenses, by vaccine, state, year 2008 
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Source: SI_AIU, MS  

Legend: SRC (measles mumps and rubella); DTP+Hib (diphtheria, 

tetanus, pertussis and haemophilus influenzae tipo b); BCG (Bacilo 

Calmett Guérin); VORH (rotavírus). 

During the period of evaluation, a total of 150,000 vials of 
MMR were opened (for a total of 1.5 million doses of 
MMR vaccine) in the four state immunization programs, 
while 550,000 MMR doses were administered. The actual 
vaccine cost per dose administered was US$10.06. The 
total expenditure for MMR vaccine in the four states was 
US$5.4 million versus costs in an ideal scenario without 
wastage of US$1.8 million (excluding costs of vaccine 
storage and transportation), a difference of US$3.6 
million.  

For 5-dose vials of DTP-Hib, cost per dose administered 
was US$4.40, which was US$1.15 more than the per-dose 
purchase price.  Actual expenditures based on the number 
of DTP-Hib doses administered was US$1.0 million in 
excess of the ideal per-dose cost assuming no wastage 
(excluding storage and transportation costs). For BCG, the 
cost per dose administered was US$1.22. Of a total 
number of 770,000 doses in opened vials, only 200,000 
doses were applied, resulting in a difference between ideal 
and actual spending of US$181,000. For oral rotavirus 
vaccine, actual per-dose costs were similar in the four 
states, with approximately US$0.50 difference between 
ideal and actual costs, resulting in a total excess 
expenditure of US$100,000. In the four states evaluated, 
expenditure for the four vaccines totaled 20 million 
Brazilian reais (~US$10 million), while expenditure 
whithout wastage would have been US$4.4 million.  

In relation to physical losses (discarded, unopened vials), 
the main reasons varied among the four states.  For the 
states of Santa Catarina and Amazonas, physical losses for 
10-dose vials of MMR resulted from lack of electricity 
(35.7% and 41.2% of physical losses, respectively). In 
Mato Grosso do Sul and Rio Grande do Norte, the most 
common reason provided for physical loss of 10-dose 
MMR vials was “other reasons” (38.6% and 40.4%, 
respectively), suggesting confusion about the concept of 

physical loss. Physical loss due to problems with 
maintaining recommended temperatures in the cold chain 
had the lowest frequency.  For DTP-Hib, physical losses 
due to interruptions in electricity and temperature changes 
were most common reasons in SC (50.7%) and MS 
(26.4%), expiration was most common in AM (36.2%) and 
“other reasons” were most common in RN (40.7%).  For 
BCG, expiration of vaccine was the most common reason 
for physical losses in RN (65.2%) and AM (88%). In 
addition to low frequency of loss due to problems with 
transportation of vaccines within recommended 
temperatures (0% - 0.4%), inadequate procedure was an 
infrequent cause of wastage for BCG (0.3% - 3.5%). 
Physical losses of oral rotavirus vaccine were mainly due 
to lack of electricity (18% - 47.8%), expiration (38%) and 
refrigeration equipment failure (10.8% - 20.6%). In 
addition to vaccine wastage in opened multi-dose vials, 
principal reasons for vaccine loss were refrigeration 
problems including interruptions in the supply of 
electricity and past expiration dates. 

Table 3: Proportional distribution of physical losses due to 
vaccines and state in the year 2008 

 

Source: SI_AIU, MS  

Legend: SRC (measles mumps and rubella); DTP+Hib (diphtheria, 

tetanus, pertussis and haemophilus influenzae tipo b); BCG (Bacilo 

Calmett Guérin); VORH (rotavírus). 

QF (loss of bottle breakage);EE (loss due to power outages); FE (loss 

due to equipment failure refrigeration); VV (loss lost validity); PI (loss 

due to inadequate procedures); FT (loss for failure to transport) e OM 

(loss for other reasons than the above described). 

 
 

5.  CRITICAL FACTORS 
 

This analysis is subject to several limitations.  Valid data 
were not provided from all vaccination posts, suggesting 
problems with the use of the information system or 
confusion regarding the concepts.  Many vaccination 
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posts did not send complete data throughout the entire 
period evaluated.  The evaluation was only performed 
with data from four Brazilian states and is not 
representative of all 27 state immunization programs.  
Frequency of wastage and reasons for physical losses 
may vary between reporting and non-reportings sites 
within the states, as well as between state immunization 
programs. 
 

6.  CONCLUSION 
 

This was the first evaluation of vaccine utilization and 
losses to be conducted by Brazil’s National Immunization 
Program.  The creation of an information system for this 
purpose made it possible to estimate the frequency of 
vaccine wastage and its causes at the point-of-use.   

Results of this evaluation showed that vaccine wastage due 
to technical losses (discarded doses in opened, multi-dose 
vials) were greated than expected.  Wastage rates in the 
system are related to vial volume and technical 
specifications for use of multi-dose vials—i.e. how long a 
multi-dose vial may be used after opening. Prior to 
implementation of the AIU system, vaccine wastage was 
estimated by subtracting the number of doses administered 
from the number distributed.  However, frequency of 
vaccine wastage in opened, multi-dose vials were almost 
two-times higher than estimates of wastage used by PNI 
for procurement of BCG and MMR.  For DTP-Hib, 
estimated wastage from the AIU evaluation was similar to 
previous estimates used by PNI for vaccine procurement.  
Despite having the lowest wastage of the vaccines 
evaluated, the wastage of oral rotavirus vaccine was 
concerning due to the use of single-dose vials and high 
vaccine cost, indicating the need for better training and 
monitoring. Results of the AIU evaluation provided 
specific knowledge about vaccine utilization at public 
health care centers, which may inform decisions regarding 
vaccine supplies in the future.   

Results show that for multidose vaccines with limited shelf 
lives after opening (BCG and MMR), technical losses due 
to discarded doses in opened vials were much greater than 
physical losses due to breakage, expiration of vaccine and 
temperature fluctuations (loss of cold chain).  Two doses 
from opened vials are discarded for each one dose 
administered.  On the other hand, multi-dose vials are 
preferred for use in the public network for facilitating 
distribution, reducing storage space requirements and 
assocciated costs.  Losses due to transportation problems 
were minimal.  Data from the AIU system will contribute 
to analyses that consider all the cost implications of 
vaccine formulations on distribution, cold chain capacity 
and wastage.  

Previously, it had been assumed that not all vials 
distributed were opened, and that physical losses 
(discarded, unopened vials) predominated. The quantity of 
doses discarded for technical reasons and reasons for 

vaccine wastage were not monitored to identify and correct 
problems. The AIU represents a breakthrough in 
controlling the movement of vaccines from central stores 
to the point-of-use at vaccination posts, enabling better 
management and site assessment in the central cold chain.  

Brazil’s National Immunization Program seeks an 
appropriate use of vaccines and minimal losses, to reduce 
costs while expanding access to vaccinations. Data from 
the AIU system in four states demonstrate the utility of the 
system for estimating the frequency of vaccine wastage 
and its causes.  Ongoing evaluation of data from the AIU 
system will provide input for planning vaccine 
requirements for production and procurement, as well as 
for distribution of these products. 
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ABSTRACT 
 
Barriers to prescription adherence among patients have been 
shown to have significant impact on service quality and cost in 
the healthcare system. To minimize this impact, many 
stakeholders in the healthcare industry are highly interested in 
supporting prescription adherence among patients. Most of 
these stakeholders believe that information technology in 
general, and mobile technology in particular, can help in 
developing medical practices that can be highly conducive to 
prescription adherence by enhancing communication between 
patients and healthcare providers. To this end, a number of 
pharmacy management benefit companies plan to adopt SMS 
communication to reach their customers given the wider 
acceptance of SMS messaging among cell phone users.  
However, most of these pharmacies are reluctant to purchase 
service agreements from SMS aggregators without a complete 
understanding of user, service and business requirements related 
to SMS messaging. Hence, many are in dire needs for 
prototypes of SMS servers that can help them define and refine 
these requirements before committing to costly agreements with 
SMS aggregators.  This paper describes such a prototype for a 
pharmacy benefit management company located in central 
Florida. 
	  
Keywords: Mobile technology, Prescription adherence, Short 
message service, and SMS aggregator.	  
 

1. INTRODUCTION 
	  
Adherence is defined as the extent to which patients take 
medications as prescribed by their healthcare providers. A 2001 
survey showed that although 62% of physician office visits 
generate a prescription, these prescriptions are not always 
adhered to [1, 2]. Poor adherence tends to be serious among 
patients who suffer from chronic diseases since these diseases 
require long-term treatments (e.g., HIV infections, 
hypertension, asthma, diabetes, heart disease and psychiatric 
illness). This is even more critical considering that 75% of all 
health expenditures in 2000 went to care for individuals with 
chronic illnesses although these individuals represent only 45% 
of Americans [3, 4].  In fact, non-adherence to prescribed 
medication is responsible for 10% of hospital admissions and 
25% of nursing home admissions. It is estimated that the 
healthcare system in the U.S. incurs a cost of $300 billion 

annually due to non-adherence to essential medications. Patient 
surveys about non-adherence reveal an array of barriers to 
adherence such as costs of drugs, forgetfulness (e.g., it is 
practically difficult for a patient to remember to take medication 
several times a day), lack of clarity in the purpose of treatment, 
perceived lack of medication effect, debilitating side effects 
(e.g., for some professionals such as doctors, lawyers, 
professors and writers, the side effect of taking anticonvulsant 
drugs can interfere severely with abstract thinking), complicated 
regiment, lack of clarity in administration instructions, physical 
difficulty in handling medication (e.g., opening containers, 
handling small tablets), and unattractive formulation (e.g., 
unpleasant taste). According to the World Health Organization, 
increasing the effectiveness of adherence interventions may 
have a far greater impact on the health of world populations that 
any improvement in specific medical treatments [5]. For 
healthcare providers such as hospitals and insurance companies, 
strong adherence can lead to improved performance, which in 
turn can generate financial incentives for these providers. 
Providers can use improved performance as a metric to 
determine whether their services meet the expectation of their 
customers or not. Today, most people own a cell phone.  It is 
conceivable to design mobile applications with user-friendly 
interfaces to help interested users in restoring their good health. 
Considering the current advantages of mobile technology and 
its communication facilities, it is clear that this technology can 
be exploited to help people learn to live healthy. In addition, it 
can be used effectively to personalize the therapy offered to a 
given individual considering his/her needs. To do so, a mobile 
application can be readily conceived as a medication adherence 
management tool on the go for the patient. 
	  

2. PHARMACIES AND PRESCRIPTION 
ADHERENCE 

	  
For pharmacies, strong adherence can lead to a volume increase 
in prescriptions refills as well as access to patients who were 
otherwise invisible to drug manufacturers for marketing 
promotions. Of special note is the importance of employers and 
pharmacies in augmenting adherence if both stakeholders 
collaborate in designing smart pharmacy benefits. These 
benefits can increase prescription use without impacting overall 
drug expenditures in the healthcare system. Most pharmacy 
benefit management companies prefer to use Short Message 
Service (SMS) messaging to communicate with their customers 
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considering its simplicity and wider acceptance. However, these 
companies lack a suitable infrastructure of information 
technology to do so. They can solicit the services provided by 
SMS aggregators by negotiating a cost-effective service level 
agreement with these aggregators that meets the requirements of 
SMS communication between the pharmacy and its customers.  
Worse yet, most pharmacies do not know what requirements 
must be taken in consideration to insure a successful message 
service with their customers. These requirements can be related 
to user interaction with the service, characteristics of the 
message service, and requirements related to business criteria as 
shown in Table 1.  In the absence of well-defined requirements, 
a pharmacy benefit management company might make its best 
effort to purchase a service package with an aggregator only to 
realize later that the purchased package does not satisfy the 
requirements of its SMS communication with its customers. 
There is always a risk of over- or under-shopping for these 
service packages. Hence, it becomes reasonable for such a 
company to develop a prototype of an SMS service in order to 
define and refine these requirements.  Such a prototype can be 
used as an exploratory tool for developing requirements that can 
be used as guidelines to purchase the most suitable service 
package from an aggregator. In this context, an emerging 
pharmacy benefit management company in central Florida 
decided to build an SMS server prototype to generate such 
requirements. This paper describes the architecture and design 
of this SMS server prototype. 
 

3. SMS SERVER ARCHITECTURE 
 
Although the pharmacy benefit management company 
mentioned above did not have a complete understanding of 
requirements in each category, it opted to base the design of the 
message server on the following requirements: 
 

Table 1. SMS service requirements.  
Categor
y 

Requirement 

User • Number of messages per hour or day 
• Appropriate delivery time of messages (before 

midnight) 
• User responsiveness to messages 
• Sequence of messages in prescription 

adherence scripts 
• Suitability of interaction with prescription 

script messages 
Service • Message sending (batch, number of retries, 

queuing, etc…) 
• Retrieving messages 
• Checking delivery of message status 
• Error and exception handling 
• Logging and tracking 
• Service configurability 
• Data storage (messages, customers, message 

traffic, etc…) 
Business • Number of short codes 

• Provisioning of short codes 
• Type of network connections to the SMS 

gateway 
• Transactions per day 
• Transactions per second 
• Message content  

 
• Self-Containment: The message server must 

contain all the computing resources it needs to 
separate its responsibilities from those of the 
software applications of the company. 

• Logging: This capability is needed to keep track of 
various events taking place between the software 
applications and the message server. The purpose 
of this tracking is to help the company determine 
the most important user, service and business 
requirements.  

• Error Handling: This capability is need to record 
all errors and exceptions between the SMS 
gateway server of the network service provider and 
the software applications of the company. 
Recording these errors can provide a rich 
perspective on the reliability of the service offered 
by the network service provider. 

• Configurability: This capability allows the benefit 
management company to manage the message 
service in different ways in order to explore 
requirements that are not clearly understood in 
normal operating conditions of the message server.       

Based on these initial requirements, the architecture of the 
message server has been developed and refined over several 
iterations to include the following components as shown in Fig. 
1: 

• Front Interface: This interface provides methods 
that can be called by the software applications of 
the pharmacy benefit management company to 
perform tasks related to communication with its 
customers via SMS messages. 

• Message Database: This database is a persistent 
store sued to record sent messages, received 
messages, errors and exceptions generated during 
SMS message exchange between the software 
applications and customer cell phone.  

• Message Server: This server is a process that runs 
continuously to record all the events related to 
SMS communication between the software 
applications the customers such as sending 
message, retrieving reply messages and checking 
the delivery status of sent messages.  

• Data Access Layer: This layer consists of dynamic 
libraries responsible for passing data from and to 
the message database on behalf of the front 
interface, the message server and the back 
interface. 

• Back Interface: This interface provides methods to 
the message server for sending messages, 
retrieving messages, and checking the delivery 
status of sent message via the application 
programming interface (API) of the SMS gateway 
of the network service provider. 

 
4. SMS SERVER IMPLEMENTATION 

 
The architecture shown in Figure 1 was used to derive a class 
hierarchy for implementing the components seen in the 
architecture. This hierarchy was implemented using C# on 
.NET [6]. Fig. 2 shows the classes of the message server. 
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Fig. 1. Architecture of the message server. 

 

 
Fig. 2. Class mapping on the architecture of the message server. 

 
The Front Interface 
The front interface consists of the WCFMessageServer and 
MessageServer classes. Table 2 summarizes the methods of 
these two classes. 
 

The Message Server 
The message server consists of the MessageServer class. 
This class spawns a thread responsible for calling repetitively 
the sendMessage, checkMessageDelivery and 
retrieveMessage methods in the MessageServerDAL 
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class.  These repetitive calls are performed as long as the 
number of transactions does not exceeded the maximum 
number of transactions allowed per day by the network service 
provider. Most network service providers impose limits on the 
number of transactions completed between a company server 
and their own SMS gateways based on the service level 
agreement purchased by the company in need of SMS services. 
It is meant by a transaction any call to the SMS gateway server 
of the network service provider. 
 
The Data Access Layer 
The data access layer consists of the 
WCFMessageServerDAL and the first part of the 
MessageServerDAL classes. Table 3 summarizes the 
methods of these two classes. 
 
The Message Database 
The message database consists of the following tables: 

• Table of messages to send: This table contains 
records of the messages that need to be sent to the 
SMS gateway.  

• Table of received messages: This table contains 
records of received messages. These messages are 
reply messages sent by customers are replies to 
messages sent by the pharmacy benefit 
management company.   

• Message table: This table contains records of 
messages generated for events that took place 
while the message server is in operation. These 
events can be errors, exception or log entries 
recording specific tasks completed by one of the 
classes in the message server.  

In addition to these tables, this database stores a number of 
procedures shown in Fig. 2. 
 
The Startup Parameter File 
When the message server starts, it needs to upload several 
parameters for proper functionality. These parameters are: 

• Database connection settings: These are the 
settings necessary for the server to establish the 
connection with the database. They consist of the 
location path of the database and its security 
settings. 

• Short code: This is the code assigned by the 
network service provider to the customer. This 
code is used to address SMS messages coming to 
or leaving from the servers of the pharmacy benefit 
management company.  

• Endpoint send address: This is the URL address to 
which messages must be sent as required in the 
SMS gateway API. 

• Endpoint receive address: This is the URL address 
to which message must be received as required in 
the SMS gateway API. 

• Number of transactions per day: This number is 
fixed by the network service provider based on the 
service level agreement purchased by the pharmacy 
benefit management company. 

• Number of transactions per second: This number is 
fixed by the network service provider based on the 

service level agreement purchased by the pharmacy 
benefit management company 

• Transaction counter: This is a software counter 
generally initialized to 0 unless specified otherwise 
at startup time. 

These parameters are stored in a file that is used by the message 
server during startup to load these parameters. 
 

4. SMS COMMUNICATION VIA THE 
MESSAGE SERVER 

 
Communication between the pharmacy benefit management 
company and its customers intended to enforce prescription 
adherence mostly of scripted dialogs between the company and 
its customers. The dialog below illustrates a simple adherence 
communication session between the pharmacy and a customer 
named DuPont. 
 
Sending A Reminder Message To The Customer 
In the first step, the pharmacy sends a message to Mr. DuPont 
to remind him to take his medication as shown in Fig. 3. Before 
the message is forwarded to the SMS gateway, it is inserted in 
the tables of messages to send in the database. Fig. 4 shows that 
the first entry is the entry of this message in the table. This entry 
shows that this message has reached the cell phone of Mr. 
DuPont since its delivery status has been automatically updated 
to ‘DeliveredToTerminal’. 
 
Receiving A Reply From The Customer 
After customer DuPont receives the reminder message, he 
replies affirmatively by sending a “Yes, I did.” reply message as 
shown in Fig. 5. As soon as the message server receives a this 
reply, the reply is immediately inserted in the table of received 
messages as shown in Fig. 6. The reply is passed back to the 
software applications of the pharmacy. 
 
Sending An Acknowledgement To The Customer  
When the pharmacy receives the reply message, its script 
dictates that it sends an acknowledgment to the customer as 
shown in Fig. 7.  Before the message is forwarded to the SMS 
gateway, it is inserted in the tables of messages to send.  Fig. 8 
shows that the second entry is the entry of this 
acknowledgement message. This entry shows that this message 
has reached the cell phone of Mr. DuPont since its delivery 
status has been automatically updated to 
‘DeliveredToTerminal’. 
 

6. CONCLUSION 
 
This paper presented the prototype architecture and 
implementation of an SMS server intended to help a pharmacy 
benefit management company to define its SMS service 
requirements.  These requirements can be used to shop for a 
service level agreement from an SMS aggregator that is highly 
suitable to the needs of the benefit management company. 
 
 

 
 
 
 
 
 

131

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



Table 2. Front interface classes and methods. 
Class Method Description 

USFPMessageServer 
onStart It starts the Windows service. 
onStop It stops the Windows service. 

WCFMessageServer 

createMessage It calls the createMessage method in the WCFMessageServerDAL class by 
passing a message object.  

cancelMessage It calls the cancelMessage method in the WCFMesssageServerDAL class by 
passing a message id.  

updateMessage It calls the udpateMessage method in the WCFMessageServerDAL class by 
passing a message object.  

getStatus It calls the getStatus method in the WCFMessageServerDAL class by passing 
a message id.  

getResponse It calls the getReponse method in the WCFMessageServerDAL class by 
passing a message id.   

getException It calls the getException method in the WCFMessageServerDAL class by 
passing a start and end dates.   

 
Table 3. Classes and methods of the data access layer and back interface.  

Class Method Description 

WCFMessageServerDAL 

createMessage It calls the CreateMessageToSend stored procedure to insert each 
message in a batch of messages if the message does not already exist in the 
table of messages to send in the database.  

cancelMessage It calls the EreaseMessageToSend stored procedure to remove the 
message from the table of messages to send and 
EraseMessageReceived stored procedures to remove the message 
from the table of received messages.  

updateMessage It calls the UpdateMessageToSendContent stored procedure to 
update the message contents in the table of messages to send in the database.  

getStatus It calls the getStatus stored procedure to obtain the status of a sent 
message from the table of message to send in the database.  

getResponse It calls the getMessageResponse stored procedure to extract the reply 
messages from the table of received messages.  

getException It calls the GetException stored procedure to extract exceptions between 
two timestamps from the table of exceptions.  

writeLog It class the WriteLog stored procedure to write relevant information to the 
messages table about an event taking place while the message server is in 
operation.  

MessageServerDAL 
(Part 1) 

sendMessage It extracts the messages that need to be sent from the table of messages to 
send and calls the sendSms method in the MessageServerDAL class.  

checkMessageStatus It calls the checkDelivery method in the MessageServerDAL class 
for each message whose status needs to be checked from the table of 
message to send.  

retrieveMessage It calls the retrieveSms method in the MessageServerDAL class to 
retrieve reply messages from the SMS gateway.   

MessageServerDAL 
(Part 2) 

sendSMs It creates a connection to the SMS gateway and calls the sendSms method 
in the SMS gateway API in order to send a batch of messages.  

checkDelivery It creates a connection to the SMS gateway and calls the 
getSmsDeliveryStatus method in the SMS gateway API in order to 
check the delivery status of a batch of sent messages.  

retrieveSms It creates a connection to the SMS gateway and calls the 
getReceivedSms method in the SMS gateway API in order to retrieve a 
batch of reply messages.  
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Fig. 3. Reminder message to 
Mr. DuPont. 

 
Fig. 4. Contents of the table of messages to send.  

 
 
 

 
Fig. 5. Rely message from 
Mr. DuPont.  

 
Fig. 6. Contents of the table of received messages.  

 
 
 
 
 

 
Fig. 7. Acknowledgement 
message from the pharmacy.  

 
Fig. 8. Contents of the table of message to send.  
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ABSTRACT  

Wide adoption of novel analytical technologies in genetics and 
advancements in data analysis that allowed to pool data from 
several data collections, have created a need for web-based data 
integration and harmonisation services [1-4]. Research consortia 
are seeking for IT platforms that can enhance the 
communication between biologists, statisticians, geneticists and 
clinicians and through this reduce the burden of data 
management and administration tasks. Design and 
implementation of a communication and data exchange 
platform is crucial for the efficient resource allocation and 
fruitful data analysis in large research consortia [5,6,7]. 
 
So far, most information systems for molecular, genetic, clinical 
and life-style data have been designed as long-term repositories 
with strict formats and requirements [8, 9]. The primary mission 
of such repositories is to preserve data for posterity in the most 
uniform fashion and make it available to researchers worldwide.  
Demands for short-to-medium term data deposition and 
assistance in data handling during the creative, discovery phase 
of a research project have not yet been addressed. Project-
specific data management platforms scalable to population-size 
datasets and flexible enough to deal with very diverse 
biological, medical and life-style data are vital for researchers, 
since they speed up data exchange, annotation and integration 
for the context of a specific study [10, 11]. 
 
We present a novel framework for data intensive 
communications in large collaborative projects. First, we 
analyse current trends in collaborative knowledge generation, 
online information exchange and peer design, and then apply 
these principles in the life sciences, in the context of large 
collaborative studies. We come up with common use cases and 
corresponding software modules to enable such usage, and 
propose a vision for the design principles that should permeate 
collaborative biomedical software in the future. 
 
Keywords: collaborative research, open design, omics, 
information management, biomedical studies, knowledge 
creation 
 

1. INTRODUCTION 

“On the one hand”, claims writer Steward Brand in the late 
1980s, “information wants to be expensive, because it’s so 
valuable. The right information in the right place just changes 
your life. On the other hand, information wants to be free, 
because the cost of getting it out is getting lower and lower all 
the time”[12]. The latter is more relevant than ever, a quarter of 
a century later. We live in an era of abundant information. Since 
the sequencing of the first human genome, a map of our genetic 
“blueprint”, and the advent of high-throughput technologies in 
biomedical research, information has exploded in the life 
sciences. This information is expensive; a stand-alone research 
laboratory can no longer afford the machinery and expertise to 
generate it. The cost of sequencing a single sample, while 
steadily declining, adds up as we try to detect increasingly rare 
genetic variants using larger cohorts. Information is also free; a 
push for open-data and open-science in the recent years, and the 
adoption of such standards from scientific journals as a 
requirement for publication means there is a lot of “free” 
information out there. Data volume and complexity are soaring 
faster than any analysis can hope to tackle. How do we 
distribute the financial burden of data that is costly to generate? 
How do we handle the increasing volume and complexity of 
available data that is sprinting further and further from our 
capacity to examine it? Furthermore, what does it take to 
convert information to knowledge, or to translate scientific 
findings to clinically relevant results? [13] 

Open innovation 
The revolution of open innovation in business, which arrived a 
decade ago, is only recently appearing in the life sciences. Open 
innovation refers to the model of allowing ideas to flow freely 
outside a firm’s boundaries, becoming licensing deals or spin-
offs, as well as from the outside into a firms boundary, 
becoming part of its IP portfolio and core development efforts 
[14]. What made this possible? The availability of private 
Venture Capital funding allowed ideas to materialise 
independently of a firm’s primary focus. If the R&D department 
was not willing to fund a project, visionaries could look outside 
for their own funding. Good ideas got a chance of survival, 
while bad ideas were quickly replaced by better ones from the 
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market. The dawn of such funding opportunities in science, 
notably with SciFlies.org [15], a website which lists and 
promotes peer-reviewed projects for funding directly from the 
online community, means science is becoming in part more 
independent. Think tanks such as the Open Science Working 
Group advocate open publication (free of charge to the reader) 
as well as open deposition of scientific data to public 
repositories in a useable form [16]. The European 
Bioinformatics Institute (EMBL-EBI) is in the forefront of the 
open data effort, creating standards such as minimal information 
requirements, to make published data interpretable and usable, 
without the need to contact the primary source [17,18,19]. It 
also offers access to state-of-the-art data archives, free of charge 
[20,21]. 
 
Biological science is becoming more distributed. Because of the 
cost and complexity of modern “omics” research [22], it is 
unlikely that all resources and expertise to tackle a biological 
problem will exist under a single roof. For that reason, pooled 
research, such as in forming consortia, has become popular in 
modern biological research [1-4]. What technically makes data 
pooling and integration possible is consistent annotation. For 
that reason, terminologies, nomenclatures, ontologies and other 
types of controlled descriptors are being developed and 
maintained centrally, through curation and community 
involvement. When several datasets are merged for the sake of 
meta-analysis, this is often done through the application of a 
standard format (e.g. MAGETAB [23], ISATAB [24]) or 
simply through re-annotation and transformation of data to a 
common lexical denominator (DataShaper [11], SAIL [25], or 
tools for semantic tagging). Many such tools empower 
researchers with the means to carry out annotation tasks in their 
local laboratories, thus distributing the burden of curation from 
central repositories to the data source and local expertise. The 
differences, benefits and possible shortcomings of the open 
innovation model in biological research are outlined in Table 1. 
 

Table 1. Comparison between open, distributed research and the 
traditional closed discovery model from the perspective of a 
single research institution. 

 Closed 
model 

Open model Benefits of the 
open model 

Drawbacks of 
the open 
model 

Funding Individual 
public 
funding 

As part of a 
consortium / 
directly from the 
community 

Increased 
accountability, 
peer pressure 

Less 
competition, 
motivation 

Scientific 
community 
involvement 

Research 
behind 
“closed 
doors” 

Intermediate 
results 
immediately 
available to the 
community 

More discussion, 
feedback, cross-
disciplinary 
communication 

Proper 
attribution of 
credit for 
discovery, 
security, 
ethical issues 

Curation At central 
repositories, 
if at all 

By local experts, 
at central 
repositories and 
community 

Higher quality 
research 

Increased 
scrutiny, 
especially 
against 
challenging 
the status quo 

Visibility Not a high 
priority 

Standards 
enforced, tools for 
better 
contextualization, 
cross-linking of 
information 

Objectivity, re-
use of data and 
resources 

More effort 
upfront 

Value Realized by 
a single 
laboratory 

Realized by the 
whole community 

Better return for 
funders’ 
investment, 
better knowledge 
generation 
potential 

Increased 
stress, push 
for publication 
rather than 
knowledge 
generation 

 

Finally, promising community authorship attempts, such as 
wikigenes.org, which is built around the creed of proper author 
attribution, hint at the way scientific knowledge might be 
organised in the future. It is not a stretch of imagination to think 
of an era where the journal publication will be a from of rhetoric 
art, serving its own purpose, while scientific facts will be 
organised in a highly inter-connected, immediately and openly 
accessible medium and in a useful manner. This would not only 
save time and energy, but also propel scientific discovery. It 
would be analogous to a family collaboratively solving a 
gigantic puzzle, placing each piece straight into its proper place 
during each move. 
 
A central point in the discussion about open data has always 
been the fear of its “incompetent use”, who should be concerned 
about it, and which data is to be released: raw data, processed 
data or results? Interestingly, these three “levels” correspond to 
the three stages of knowledge creation, from raw material to 
information to knowledge. Scientists are often happy to disclose 
the latter two levels but reluctant to do so with the first, be it in 
fear of being swept by competition, uneasiness in releasing 
“garbage” data, infringement of legal or ethical regulations, 
such as to research subjects, or concern regarding proper 
acknowledgement for generating the data. This, by definition, 
cripples the ability of further information and knowledge 
creation since it forces data to be adopted in the view that the 
generator intended. This is understandable, in part, due to 
disincentives in place to promote such behaviour: scientists 
being judged by volume of publications and not necessarily 
quality, the inability to externalize costs related to production 
and enforcement of intellectual property rights, consent by 
research subjects to only particular kinds of research (e.g. 
diabetes) and the lack of apparent benefit (to the producing 
individual or group) in releasing well annotated data into the 
public domain. This problem is very complex to tackle in an 
atomistic way; there needs to be a coordination of policy 
making, IT support and culture change to achieve openness. 
However, we would argue that Information Technology is 
currently lagging furthest of the three and has the most potential 
to support such a change. 
 
A shift from data generation to knowledge creation 
In the model of expansive learning, the community is in the 
centre-point of knowledge-creation. It is not sufficient for 
individual players to interact; but to co-create shared artefacts of 
knowledge. When we speak of such “trialogical” [26] mode of 
learning, we refer to combining the following three elements: 
(a) individual competencies, (b) communal participation and (c) 
co-creation. The danger of focusing on the first two without the 
latter is that knowledge may become reductionist, not 
expansive. When researchers tackle scientific questions in 
isolation or rely on a community to help answer them, inquiry is 
reduced to an individual mental process or a social process of 
participation. In “trialogical” learning, individual initiative 
serves the communal effort to create something new, and the 
social environment feeds individual initiative and cognitive 
growth. Thus, communal knowledge becomes materialized as 
common objects of activity are developed. An application of the 
above principles has powered the creation of the Knowledge 
Practices Environment (KPE) platform [27], used successfully 
in numerous collaborative learning projects [28,29,30]. 
 
Given time and resource restrictions few software providers can 
afford to develop from scratch. Thankfully, the open-source 
movement has now reached the mainstream and with immense 
success. If we are to expand on current knowledge using funds 
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in an efficient way, our utilisation of software cannot be any 
different. Recently available software toolkits such as Jango, 
jQuery, Google tools such as Google Docs or Google Refine 
and collections of widgets such as Bootstrap or BioPortal [31], 
to name a few, make it easy to develop functional software with 
little overhead. Even better yet, existing biomedical information 
management suites such as SIMBioMS [32], ISA tools [23], 
OBiBa (obiba.org) or BioMart [33] implement much of the 
functionality that will be discussed later. The main focus of 
software in the biomedical segment should therefore be 
integration, adherence to standards and interoperability, rather 
than lengthy generalised solutions, which risk being rendered 
obsolete as high-throughput technologies progress. If 
facilitating knowledge creation in highly complex environments 
is the goal, software groups should think more about designing 
for integration and communication rather than for solutions to 
problems. 
 

DESIGN IS FUNCTION 

In this section we wish to introduce recent advances in the 
design field, relevant to collaborative biomedical communities, 
such as open peer-to-peer design [34]. This design methodology 
is a promising community-based organizational form, building 
short and long collaborative networks with high probabilities of 
achieving success in society. Popular examples of similar 
efforts include Linux, Wikipedia, YouTube and other Web 2.0 
communities. They represent, maybe, the only participation-
based organizational forms with high scalability: the more the 
participants, the faster they achieve success. High participation 
however, means high complexity and to understand such 
complexity means to design in and for complexity itself. The 
Linux community arguably succeeded in this, because it faced 
the challenge of designing an operating system without reducing 
it, but by leveraging its own intrinsic complexity. The 
complexity of the project thus reflects the complexity of the 
community, and both strengthen each other. 
 
The open peer-to-peer design process is a co-design process, 
where designer and participants collaborate in a wider design 
community (a collective intelligence). Designing software in 
such a context is an enabling act; not an act of delivering a 
solution. The chances of coming up with a better design are 
higher in such a scenario; and the better the design the more use 
the community extracts out of it. Thus design and function 
become synonymous terms. 
 

COLLABORATIVE SOFTWARE IN BIOMEDICAL 
SCIENCES 

We envision the next generation of information management 
software in the life sciences to be inspired by the following 
ideas: 

Enabling complexity. Scientific communities should 
be given tools to self-organise and harness collective 
intelligence. These tools should not only support the exchange 
of data and information, but also enable the co-creation of 
knowledge, for example by means of group document editing, 
group discussion or distributed annotation. 

A highly ethical exchange. While it is beneficial for 
data, information and knowledge to flow freely within a 
scientific community, there need to be means for 
acknowledging authorship of these scientific artefacts in a 
trackable way. 

Standards, integration and networking. Each 
knowledge artefact needs to be organised into an appropriate 
context. Adherence to standards, such as minimum annotation 
requirements or exchange formats and integration with existing 
resources, such as through the use of URIs should be the bare 
minimum. Developing a network of partners can also enhance 
this process, as expertise and software components can flow in 
and out of the network for the benefit of integrating the most 
relevant software modules. 

Commitment to openness. Open-source software and 
online collaborative communities are an unprecedented example 
of how Information Technology can harness collective 
intelligence. The next generation of information management 
software in biomedical studies should promote this idea in this 
field as well, trying to alleviate the shortcomings previously 
outlined. 
 
We now shift our focus on how these requirements can be put 
into practice through the design of an IT infrastructure to 
support collaborate biomedical projects. 

Software design in biomedical studies 
Since the demand for distributed data management software 
grows constantly -both in terms of number of project and 
number of knowledge domains- it has become possible to 
present a consensus workflow. It includes researchers, data 
managers, information administrators (e.g. handling 
confidentiality information) and system administrators. If a 
discussion of such a generic workflow can be taken beyond the 
specifics of a particular knowledge domain, it can pave the way 
to creating a more sustainable communication infrastructure for 
the research community. 
 
 
 

 

 
 
 

Figure 1. A set of common data management use-cases in 
biomedical studies, modelled into four distinct modules: Sample 
Indexing, Study Tracking, Data Exchange and Public Release 

 
 

3.1.1. Sample Indexing. Research coordinators, 
looking for partners that can provide samples with high quality 
annotation that fulfils the needs of a study, start by querying a 
publicly accessible sample database. After selecting the list of 
required parameters (specific phenotypes, availability of 

Sample Indexing 
• Find available samples 

with required metadata 
• Identify data providers 

and collaborators 

Study Tracking 
• Set collaboration and project 

schedule 
• Monitor partners’ activity 

contributions and publications 
• Co-publish project-specific 

documentation 

Data Exchange 
• Exchange Sample and Assay data 
• Define metadata associated with 

shared datafiles 
• Collaborate on analysis and 

generation of results 

Public Release 
• Permanent data deposition 

into public repositories 
• Newly-generated sample 

information pushed to 
Sample Index 
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genotype data, etc) from the query interface, researchers are 
presented with a report that will show the number of available 
samples that satisfy the list of requirements from all registered 
data providers. Using the same system, the research coordinator 
is able to contact the data providers in question to initiate a 
collaboration and gain access to the sample data. 

 
3.1.2. Study Tracking. On definition of study 

collaboration, the research coordinator makes use of a study-
tracking module to add the list of participants to the project and 
to establish the schedule for the project. The study coordinator 
and the researchers are able to follow the progress of the project 
and monitor the activity of each of the partners. Each 
collaborator also uses this tool to publish and retrieve 
procedural information related to the study (protocols, 
publications, description of study, data access application, etc). 
The system will also allow study coordinators to add or remove 
partners and to set the access rights for each partner. 
Investigators may interact with various modules of the software 
depending on their role; e.g. biomaterial management, lab 
analysis, data analysis, etc. to access multiple services 
(databases, sftp, mailing lists, etc.). 
 

3.1.3. Data Sharing. This module helps research 
coordinators to define their required data structure and system 
configuration through personal consultations, the study of data 
files and the capture of critical metadata descriptors. The 
product of this initial analysis is a customized installation of 
sample and/or assay databases with web forms and standard 
templates for data capture. Changes to web forms and 
vocabularies can be made by a researcher or an administrator 
using the graphical user interface. Configuration changes can be 
made quickly, making it possible to optimize the system in a 
timely manner. Once the system is configured, data 
upload/download and browsing is straightforward. Users can 
upload data manually using input web forms or they can use a 
customised template to batch upload sets of files of raw or 
processed data.  
 
Additionally, analysis and visualisation pipelines can be 
connected to the data module as plug-ins. These plugins cater to 
needs for specific pre-processing, quality control and production 
pipelines, but also to individual research labs, as a means to 
publish in-house tools in a consistent and shareable manner. 
Results of these tools are fed back into the database and shared 
within the research community. 
 

3.1.4. Public Release. Due to the requirement of 
many scientific journals of public access to research data, data 
sharing modules provide a solution to export the selected 
information directly to public repositories, such as the European 
Genome-phenome Archive, eliminating the need for the user to 
resubmit all the data to the final public repository manually. 
Ideally the use cycle of a biomedical study will close with the 
addition, by the research coordinator, of any newly generated 
sample data back into the Sample Index. This will increase the 
chances of reusing the sample data in new projects, improving 
the return of investment to public research funds by maximizing 
the number of publications that come out of a set of data. 
 

CONCLUSIONS 

Availability of Information Technology to enable it, pressure 
from public and industrial domains that have already adopted it, 
as well as increasing complexity, costs and demand for 

sustainability, are calling for open innovation in the life 
sciences. While there are tremendous benefits from harnessing 
the collective intelligence of communities to create knowledge 
from data collaboratively, there are disincentives in place to 
prevent open innovation from hitting the mainstream in life 
science research. Most notably, increased competition, fear of 
infringement of legal or ethical regulations, such as subject 
consent, or improper acknowledgement to the group that 
generated the research data. We believe IT can be in the 
forefront of the push for open biomedical science, by designing 
software pervaded by the following principles: enabling 
complexity, supporting ethical exchange of information, 
adhering to standards, integrating and networking whenever 
possible and being committed to openness by actively 
advocating it. We have provided a use-case information flow 
based on our experiences with data-intensive collaborative 
projects in the life sciences and hope to generate awareness and 
support in the biomedical software design community for 
enabling and integrating such beneficial collaborative research 
workflows. 
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ABSTRACT 

In order to identify new ways to prevent, diagnose and treat 
diseases, biobanks systematically collect samples of human 
tissues and population-wide data on health and lifestyle. 
Efficient access to population biobank data and to biomaterial is 
crucial for development and marketing of new pharmaceutical 
products, especially in the area of personalised medicine. 
However, such access is hindered by legal and ethical 
constraints, and by the huge semantic diversity across different 

biobanks. To address these challenges, we have developed 
SAIL, a sophisticated metaportal for biobank data annotation 
across different collections and repositories, harmonised to allow 
cross-biobank searchability, while preserving the anonymity and 
privacy of the underlying data such that legal and ethical 
requirements are met. We describe the technological architecture 
and design of SAIL that allows us to meet these pressing 
challenges, and give an overview of the current functionality of 

the application. SAIL is available online at sail.simbioms.org, 
and it currently contains around 200 000 samples from 14 
collections. 

 
Keywords: Biobanks, Resource Discovery, Biomedicine, 
Metadata, Ontologies, Semantics 
 
 

1. INTRODUCTION 

 

Biobanks 
Research at the frontier in the fight against pressing human 
conditions such as cancer relies heavily on the availability of 
sample biomaterial for broad populations in order to adequately 
evaluate research hypotheses and develop novel treatments [1]. 
Biobanks are large-scale sample repositories addressing this 

need with the objective of identifying new ways to prevent, 
diagnose and treat diseases, as well as that of gaining a better 

understanding of the lifestyle and nutrition factors that optimize 
human health.  
 
Biobanks systematically collect population-wide samples of 
human tissues together with data on health and lifestyle, and 
make these materials available to the scientific research 
community, while guarding the privacy of the sample donors by 
navigating the challenging ethical and legal considerations 

involved in dealing with human samples. Such collections 
contain millions of tubes with primary biomaterial in a storage 
container (freezer), and associated information records about 
millions of people and thousands of measurements, often carried 
out in a longitudinal fashion.  
 
The outcomes of biobank-based studies are of great value for 
healthcare, academia and biomedical industry [2, 3]. 
 

Ethical and Legal Considerations Affecting Access 
Efficient access to population biobank data and to biomaterial is 
crucial for realization of the research potential of the valuable 
samples, in particular in the development and marketing of new 
pharmaceutical products, with population-wide samples 
delivering breakthroughs especially in the area of personalised 
medicine [4].   
 

However, due to ethical and legal constraints, biobanks are not 
at liberty to release their data or share biomaterial without the 
approval of a local access committee, tasked with ensuring that 
ethical considerations are met and that legal and privacy 
requirements will be addressed, on evaluation of an intended 
research proposal.  This leads to a “Catch22” situation, since a 
biobank is not in a position to release any data until the purpose 
and design of the study is presented and approval is granted, 
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while parties interested in performing studies need to know what 
data is available at the time of study design in order to inform 
their research proposal and determine which biobanks contain 

data which are suitable for the scope of a proposed study [5]. 
This processual challenge directly impacts the translational 
value of the sample collection, but has the potential to be 
addressed by a sophisticated technological solution, one example 
of which we will present here.  
 

Semantic Diversity across Biobanks 
The challenge of obtaining access to the data and biomaterials 

from a single biobank is not the only challenge which 
researchers need to overcome in the pursuit of research 
involving human samples. To obtain statistical effectiveness for 
a particular research question, it is often necessary to utilize 
samples and data from more than one biobank [1], exposing a 
difficult challenge in semantic heterogeneity across different 
biobanks. Biobanks have to meet diverse research targets, 
collecting different sorts of samples and data points from 

populations in order to address varying issues, and furthermore 
are situated in differing countries with differing regulatory 
contexts and languages.  
 
Different types of biobank include population banks, prioritizing 
biomarkers of susceptibility and population identity for a 
concrete country, region or ethnic cohort; disease-oriented 
epidemiological banks, focused on biomarkers of exposure, with 

specifically designed often longitudinal samples and data; and 
disease-oriented general biobanks such as tumour banks, focused 
on biomarkers of disease through tumour and non-tumour 
samples associated to clinical data and sometimes associated to 
clinical trials [1]. The diversity of types of biobanks, and the 
diversity of populations and diseases for which samples and data 
are being collected, easily result in excessive diversity across the 
sample annotation leading to low interoperability.  
  

Furthermore, original sample annotations, captured at the time of 
collection, come in a variety of formats and languages, with 
there being no universal standard in common use [6,7]. This 
issue is further complicated by the fact that various types of 
specialists (medical doctors, statisticians, geneticists and others) 
are accustomed to different technical vocabularies and the use of 
differing language conventions to communicate about their work 
[8]. The inevitable result is that sample annotations can diverge 

even when those annotations are intended to capture the same 
semantic semantics (meaning). Thus, in order to determine 
whether data exists for a particular research question across 
different biobanks, there is a costly and repetitive data 
management process involved at every stage: selective tagging, 
mapping and interlinking of various types of sample 
descriptions, commonly referred to as harmonisation [1]. 
Technically, these descriptions are implemented via ontologies, 

controlled vocabularies, free text, database identifiers and other 
reference utilities, and may come in a multitude of underlying 
formats (RDF, XML, OWL). Such vocabularies may be internal 
(biobank-specific) or external (such as when using community 
standards). 
 
This semantic diversity of biobank annotations is a fundamental 
problem for the exposure of biobank content to meet research 

needs and harness the potential of the biobanking for 
translational research.  
 

 

2. SAIL – A TECHNOLOGICAL SOLUTION 
 
Sail is the biomedical informatics solution to the 

abovementioned problems of access to biobank information and 
semantic diversity across different biobanks, which we believe 
will assist in building efficient research communities and 
ultimately lead to a more efficient translation of biobank 
resources into improved healthcare and treatment options for 
patients, which takes the form of a central and controlled 
metaportal for data release by biobanks to potential and existing 
partners. 

 
SAIL (sail.simbioms.org), the Sample avAILability System, is 
an web-based resource, which allows researchers to locate and 
estimate the amount of relevant biomaterial available from a 
sample collection. SAIL provides information for each sample 
on whether a value for a given phenotypic variable exists or not, 
without storing or disclosing the value per se. Phenotypic 
variables are organised in controlled vocabularies, taxonomic 

structures and studies. 
 
The resource has been successfully used for retrospective 
harmonisation of phenotypic information from hospitals and 
biobanks, and it currently contains references to 200 000 
samples from 14 collections [9]. The current version of SAIL 
allows creating, editing and relating new terms and vocabularies 
with subsequent loading of sample availability data annotated 

with these descriptors. Due to the links between synonymous 
variables, e.g. equivalent measurements with different labels, 
and to the annotation structure (timepoint, type of measurements 
etc), samples can be searched for by a variable per se, e.g. 
‘glucose’, as well as by a more specific statement, e.g. ‘fasting 
glucose’. Furthermore, the visibility of samples from a certain 
collection can be increased by additional classification of 
variables that are used to characterize the samples: by assigning 
a variable to a vocabulary, a study or a canonical phenotype.  

Such visibility reveals new opportunities to highlight the 
scientific value of biobank content, e.g. identifying samples that 
have been used in many studies or those which have rare 
phenotypes or data associated with them. 
 
The SAIL mission as an online resource is to increase the 
visibility of the biobank content and to ease the set-up of 
population-wide genetic and molecular studies and to enhance 

collaborative research. In the remainder of this communication, 
we describe the features of the SAIL system and show how 
technological solutions are found for the underlying challenges 
of access and diversity.   
 

3. HARMONISATION AND SEARCHABILITY 
 
SAIL provides 1) an interface for harmonisation and submission 

of sample and phenotype information that is available in various 
biobank collections; and 2) a search engine for surveying which 
data from which cohorts could be combined for specific tasks 
such as study construction and sample selection. SAIL is a 
database that is populated with information about metadata and 
availability of biomaterial at within various collections. To 
enable early access or gradually adjusted access to the data and 
avoiding the “Catch-22” limitation, SAIL makes the data 

discoverable – that is, it is possible to search for samples which 
contain annotations of a specified type – without making the 
data publicly available (which would, of course, violate the legal 
and ethical constraints governing the use of such sensitive data). 
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To our knowledge, SAIL is the first platform that facilitates 
resource discovery across biobanks at the level of a single 

individual samples, rather than presenting summary content of 
for an entire collection, as well as being the first comprehensive 
solution for semantic indexing and harmonisation of sample and 
phenotypic variables between different repositories. It assists in 
the set-up of large scale genetic studies and raises awareness 
about the scientific value of biobank data by making the data 
easy to locate, interpret and incorporate into a study.  
 

The database consists of two parts: vocabularies and samples. 
‘Vocabularies’ are collections of terms which are specific to a 
study (medical topic) or to a collection of samples. The syntax 
used for description of terms is universal throughout the 
database, thus allowing linking terms across vocabularies or 
studies. In this fashion, external shared vocabularies and 
ontologies can be integrated with internal biobank-specific 
vocabularies. The use of external vocabularies and ontologies 

for semantic annotation conveys several benefits: firstly, the 
external vocabularies are often already shared across a 
community and may be used in annotation of knowledge base 
resources such as pathway, gene and protein databases, easing 
the path from hypothesis generation to sample selection; 
secondly, the external vocabularies are maintained outside of the 
biobank project thus easing the burden of internal maintenance; 
and finally, being community-wide, the resource is neutral 

between the different biobanks, easing the burden on integrated 
searching. Examples of relevant external ontologies are the Gene 
Ontology (GO; [10]), the Phenotype and Trait Ontology (PATO; 
[11]) and the Human Phenotype Ontology (HPO; [12]). 
However, gaps in external resources can still be filled by internal 
biobank-specific and SAIL-wide vocabularies, as the system is 
flexible enough to accommodate both, thus preventing any 
delays to annotation that might have been caused by dependence 
on external resources.  

 
The other component of the database is the ‘samples’, which are 
references to sample IDs through vocabulary terms, allowing 
semantic searchability across the wide range of different samples 
from different biobanks.   
 

4. SYSTEM DESCRIPTION 
 

The SAIL software is implemented as a client-server 
application. The client part is developed with Google Web 
Toolkit (GWT) and the Ext-JS widget library, and runs in a 
regular web browser. The server part is written using Java 
servlet specifications and runs within a Tomcat web application 
container. 
 
The first prototype of the system was released after the initial 

dataset was collected. All subsequent developments and 
implementations have been done as a continuous iterative 
process of consultations with users, uploading data, testing and 
releasing upgraded versions of the interface. SAIL has been 
designed particularly for availability data, and to answer 
questions such as ‘How many samples across all available 
cohorts have measurements available for plasma levels of fasting 
glucose and HDL cholesterol, and records of clinical diagnosis 

of type 2 diabetes, as well as a body mass index (BMI)?’ Each 
such variable describing a sample, a cohort, an experiment or a 
measurement type is stored in the SAIL system as a parameter. 
Sets of parameters can be grouped together, such as parameters 

annotated using the same vocabulary. Parameters can contain  
information beyond simple descriptive annotations by using 
qualifiers and variables. These can store assay and sample 

preparation information, or specify different measurement types 
associated with each parameter. To facilitate the harmonisation 
of sample parameters contributed from different sources, it is 
possible to define relations between parameters, specifying the 
level of synonymy or overlap in parameter definition.   
The main view of the SAIL system is the Report Constructor 

(Figure 1).  

This view consists of a parameter list and a report request. 
Queries are constructed by selecting parameters in the list, and 
adding them to the query structure which will appear in a 
graphical manner within the report request window. Complex 

queries can be formulated by addition of many parameters, 
selected variants of parameters (such as only samples with 
fasting glucose concentration), and by combining AND and OR 
logic. Very complex queries can also be pre-defined to facilitate 
later analysis. Quick single-parameter queries across all cohorts 
are available. The query result is reported as a table (Figure 2), 
detailing the number of samples for each cohort fulfilling the 
query criteria and the final result of the combined parameters. 

 
The list of parameters can be additionally filtered by free text 
filter, as well as filters for specific tags of classifiers, such as for 
a specific vocabulary. Filters for samples only included in 
specific studies or specific cohorts can also be added. Overviews 
are also available, providing full information about all available 
phenotypes for samples included in a study or a cohort.  An 
important part of the functionality is the parameter view, where 
new parameters can be added and edited, creating the annotation 

structure. The flexibility of the data structure allows for complex 
parameters with layers of annotations and relations to other 
parameters. This allows for import of any hierarchy or directed 
acyclic graph (DAG) structured ontology. 
 
In addition to availability data, the SAIL system can also handle 
actual data values, and contains tools for using, extending and 
harmonising vocabularies that describe the samples, experiments 

and phenotypes. Ontologies such as the Experimental Factor 
Ontology (EFO) [http://www.ebi.ac.uk/efo] or the ontologies 
developed under the Open Biomedical Ontologies (OBO) 
[http://www.obofoundry.org] umbrella can be uploaded, as well 
as user defined vocabularies. It benefits from other data 
harmonisation efforts, such as the DataSHaPER project at the 
Public Population Project in Genomics (P3G) 
[http://www.datashaper.org] and Promoting Harmonisation of 

Epidemiological Biobanks in Europe (PHOEBE) 
[http://www.phoebe-eu.org].  
 For a more detailed description of the functionality and specific 
features of the system, see User Guide at  
http://www.simbioms.org/software/SAIL . 
 
The SAIL system is developed as open source and distributed by 
SIMBioMS with the AGPL license.  Code, tutorials and 

documentation are available at 
http://www.simbioms.org/software/SAIL/ which also hosts an 
installation containing availability data contributed for the 
European Network for Genetic and Genomic Epidemiology 
(ENGAGE) project [http://sail.simbioms.org/]. We encourage 
cohort owners and study co-ordinators to contact us at 
support@simbioms.org for submissions. 
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a)  

b)  

Figure1. Constructing a report. a) parameter as a filter: all samples which have value recorded for this variable are counted in b) 

enumerated values as a filter: for each of the values number of samples is calculated; 
 

 

Figure 2. Viewing report 
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5. SAMPLE INCORPORATION PROCESS 
 
Incorporation of biobank sample metadata into the SAIL system 
allows exposure of that data to the broader research community, 
increasing the impact of the biobank resources. However, to 
fully maximise the benefit of the searchability and 
harmonisation of the metadata across the SAIL database, it is 

often necessary to re-annotate the data as it is being 
incorporated, in order to enhance searchability and maximise 
exposure of samples. This is particularly the case where, for 
example, original sample annotation is in a national language 
and not enhanced with internationally accessible synonyms. Re-
annotation also allows maximum application of shared 
controlled vocabularies and ontologies, pre-harmonising and 
thereby reducing the subsequent time taken for harmonisation in 

early phase study preparation.  
 
The first prototype of SAIL was test-run on a cumulative index 
of samples from 10 collections. The index was based on 87 
variables, which were suggested by data analysts from Oxford 
University and FIMM working on identification of genetic 
markers for such diseases as type 2 diabetes and cardio vascular 
disease. Selected variables of interest were grouped in a 

Metabolic Syndrome (MetS) vocabulary. The initial format for 
the description of terms (name, definition, unit, time point, etc.) 
was suggested by epidemiologists and subsequently cross-
checked against the standard format proposed by DataSHaPER 
[7], the major international provider of standardised dataschemas 
for harmonisation in population genetics and epidemiology.  
 
Upon finalisation of the harmonised MetS vocabulary, the local 

data managers at each collection mapped local sample 
descriptions (variables) to MetS, extracted sample data from the 
biobank database for those samples which were relevant to at 
least some of the variables in MetS, in the extracted matrix 
replaced the values with 1 and missing values with 0, and sent 
the availability matrix to the SAIL development team.  
 
The second batch of data was submitted by cohorts which were 
not part of the ENGAGE consortium. Data was either provided 

in the MetS vocabulary or in case of a different clinical scope in 
other vocabularies. In the latter case, related variables from 
different vocabularies were linked in SAIL. 
 
A pressing concern for the usability of the informatics solution 
provided by SAIL is the ease with which data providers 
(submitters) are able to re-annotate their data in the submission 
process, in particular considering that biobanks are frequently 

not resourced for on-going metadata management. We are 
presently in the process of developing a sophisticated 
intelligence-based annotation suggestion facility, based on the 
NCBO BioPortal collection of biomedical ontologies and 
controlled vocabularies [13]. The facility will combine a search 
across term names and synonyms throughout the BioPortal 
collection of ontologies with a sophisticated ranking system 
which places the most relevant terms highest.  

 

 

 

6. DISCUSSION 
 
As more effort and resources are brought together to increase the 
scientific value of biomedical samples, it is important to address 
the new information management needs  created by the size and 
complexity of the collected data, and by the increasingly 
distributed character of research projects. With great disparity 

between different cohorts and biobanks, there is a risk that 
existing data or biomaterial are not used to the extent that they 
could be, or that the results from studies based on these 
collections are not comparable or combinable. The efforts to 
collect and record highly complex data must be complemented 
with systems that can make this content accessible and 
understandable, maximising its value and usability. 
 

While structures of biobank databases are usually optimised for 
keeping information consistent and complete in the long-term, 
architecture of a system for cross-biobank harmonisation has to 
facilitate the mapping process in a variety of contexts, and 
therefore has to offer a semantically normalised structure, e.g. 
controlled vocabularies or taxonomic structure, suitable for 
phenotypic variables of wide variety. In order to keep track of 
harmonised variables and interlink vocabularies, classification of 

variables and their relationships has to be multidimensional, in a 
sense of multi-label classification, and has to allow for rich 
biomedical contextualisation.  In SAIL we have attempted to 
provide in a single software application a solution for creating a 
semantic space, tagging samples with various standardised terms 
including those sourced from external ontologies and 
vocabularies, and enabling sophisticated querying and searching, 
thus facilitating resource discovery. 

 
It would be of great benefit to integrate data from different 
quality registries, as this not only enables merging and 
comparison of data from different diseases but also allows 
linking clinical observations to biobank data. Such solutions 
open up opportunities for new types of studies, such as including 
genotype data when studying treatment success. As registries 
and biobanks traditionally are both geographically as well as 
operationally separated, SAIL has the possibility to enhance 

biobank research by bringing these data into a single platform, 
and we envision that this will be widely adopted in the future. 
 
Facilitation of resource discovery in a cross-disciplinary fashion 
for the data that requires controlled access is a task that is 
currently being solved across many knowledge domains. The 
holy grail of communicating across borders brings a difficult 
choice between the tedious work of describing in great detail, 

and often in several languages, ‘what is stored where’, or 
making everything available to everyone. In the case of biobanks 
the data access is restricted for ethical and legal reasons, so full 
open access is not possible. At the same time the potential 
brought by the data and biomaterial for health and 
pharmaceutical research cannot be overestimated. Thus, the 
SAIL system enhances the communication between biobanks 
and the research community, enables collaborative research, and 

facilitates the maximal impact of the valuable resources stored in 
the biobanks for translation into primary research results and 
ultimate patient benefits. 
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7. CONCLUSIONS 
 
By operating on the metadata level, SAIL enables harmonisation 
of biobank data and assists in the construction of population-
wide meta-studies. This places SAIL in a new informatics niche, 
not focusing on recording all data at the finest level of detail, but 
instead providing a way to browse, summarise and manage 

results from such databases, even if these are individually 
complex and highly diverse. 
 
Much of the success of SAIL depends on harnessing the ongoing 
community efforts to build biomedical ontologies and 
vocabularies. Annotation with community-wide ontologies 
allows integrated searches to be performed across disparate data 
sources, and maximizes visibility for both primary data and 

research results. SAIL itself is not an ontology-building tool, but 
a semantic annotation and indexing platform that can be used to 
extend,  and interlink the semantic information from associated 
with biobank data in such a fashion as to enable the sort of wide-
ranging and interdisciplinary studies to be performed using 
biobank data that will drive the next generation of medical 
science. 
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ABSTRACT

A  pilot  can  glean  significant  amounts  of  information 

concerning the status of an aircraft from simple audible sound 

data.  In this paper we discuss a system being developed for 

detecting  acoustic  anomalies  in  an  aircraft,  using  several 

microphones.

The  system  we  are  building   is  capable  of  separating 

background  noise  from  acoustic  anomalies.   With  several 

microphones  strategically  placed  throughout  the  aircraft,  the 

geographic  source  of  the  anomaly  can  be  determined.   Our 

system will also attempt to identify the anomaly cause, using a 

small dictionary of known anomaly templates.  

This paper provides a software overview of the system, and a 

description of the hardware we have developed to implement 

the system.

Keywords: Acoustic  Anomaly,  Detection,  localization, 

Aircraft. 

1. INTRODUCTION

Audible sound often conveys a great deal of information about 

events.  In aircraft sound can indicate the shifting of cargo, a 

leak in a hydraulic line, or a simple shift of the co-pilot in his 

seat.  The types of sounds heard can be classified  using two 

different dichotomies.  

�Anomaly versus background.  The acoustic signal could 

be  interpreted  as  background  noise  that  would  be 

considered normal in the operation of the aircraft.  On the 

other hand, it could be considered anomalous, meaning a 

noise which is out of the ordinary.

�Expected  versus  unexpected.   The  signal  could 

represent  an  event  that,  although  it  is  not  part  of  the 

background,  is  identifiable,  and  considered  part  of  the 

normal operation of the aircraft.  On the other hand, the 

noise could represent an unexpected event that needs to be 

addressed by the crew.

Sounds that the pilot can hear in the cockpit represent only a 

portion of useful acoustic information.  A sound in the cargo 

hold may be significant, but inaudible from the cockpit.

Our system attempts to gather acoustic data from all parts of 

the aircraft,  process it,  and present useful information to the 

pilot, to enable him to make informed decisions concerning the 

status  of  the aircraft.   We use  multiple  microphones placed 

throughout the aircraft, providing the pilot with information on 

areas  which  he  normally  would  not  be  able  to  monitor 

acoustically.  The system can provide location information on 

acoustic events, using the several microphones to pin-point the 

source.   The system can also categorize the events as either 

known or  unknown,  providing the pilot  with information on 

how urgently the information must be analyzed.

The system that we describe is currently under development. 

When finished it must be able to perform the following tasks.

�Discern anomalies from background signals.

�Locate the source of the anomaly.

�Categorize an anomaly as  either  unknown, or one of 

several commonly occurring events.

�Present event information to the pilot for analysis.

2. RELATED WORK

The  first  task  required  in  anomaly  detection  is,  in  fact, 

detecting an anomaly from background noise.  Chandola et al. 

[1] have written a survey on anomaly detection, mostly geared 

toward intrusion detection, but general enough to be applicable 

to  the  acoustic  domain.   They  classify  anomalies  by 

characteristics and discuss their detection.  The anomalies in 

which we are interested are classified as contextual anomalies, 

or patterns that are anomalous from their context.  The context 

in this case is the time of the datum in the time series.

A  natural  way  to  analyze  acoustic  data  is  using  spectral 

analysis.  Rabiner  and  Shafer  [2]  present  a  survey  of  digital 

processing  techniques,  with  an  emphasis  on  human  speech. 

The  first  phase  of  analysis  is  often  short  term  Fourier 

transformation, in which small windows of the time series are 

transformed  from  the  time  domain  to  the  spectral  domain. 

Spectral coefficients can then be used as features representing a 

window.  

Once  features  are  extracted,  anomalous  windows  must  be 

identified.   To  do  this  background  noise  must  be  modeled. 

Once background noise is modeled, anomalies may be defined 

as  differences  from  the  background  model.   A  common 

technique  for  modeling  background  noise  is  described  by 

Harbin and Hauk [3].   This article describes the analysis of 

underwater  noise,  using  hydrophones.   They  model  the 

background  as  a  set  of  frequency  bins,  from  which  they 

develop a probability distribution.  A variation to this, used in 

our work, would be to aggregate background readings into a 

frequency prototype, which is used as the model.

Once the background is modeled, an acoustic reading can be 

compared  with  the  background,  and  classified  as  either 

background, or anomaly.  Phyu [4] gives a survey of common 

classification  techniques.   The  techniques  presented  include 

decision trees, Bayesian networks, and nearest neighbor.  For 

classifying  in  two class  situations,  such  as  determining  if  a 

noise is background or not,  The problem of classification is 

much simpler than the general case, and a simplified form of 

the nearest neighbor technique suffices.
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Location  of  an  event  can  proceed  after  the  sound has  been 

identified as an anomaly  A simple procedure for localization 

uses time delay of arrival (TDOA) of the signal.  Systems using 

this technique have been built by researchers like Dostalek et 

al. [5].  Their paper describes the hardware and software used 

in  a typical  TDOA system,  in which time delays,  which are 

proportional to distance, are used in triangulation.

Our system, in addition to localization, also attempts to classify 

an anomaly  The techniques described in Phyu can easily be 

used not only to distinguish a signal from the background, but 

also classify it in terms of known common events.

The last job of our system is presentation of the results to the 

pilot  in  a  useful  form.   Some  research  has  been  done  on 

visualization aimed specifically at aircraft pilots.  A thesis by 

Aragon [6] has done a fairly extensive study of visualization for 

helicopter  pilots.   Many  of  the  same  results  are  useful  in 

general.  The thesis stresses the need for a user centric design. 

It  examined  the  importance  of  several  variables,  including 

color, transparency, depth cues, animation, texture, and shape. 

3. SYSTEM DESIGN

Our system design is illustrated in Fig. 1.  Only a portion of the 

system  has  been  completed.   This  paper  covers  spectral 

analysis, anomaly detection, and localization.  These stages are 

described in more detail below.  The classification stage and 

reporting stage are still being designed.

Classification

Localization
Anomaly

detection

Spectral 

analysis

Reporting

Microphone array

Fig. 1. System data flow

3.1. Sampling and Spectral Analysis

Sampling is done by polling each microphone in an array, at a 

given frequency.  Amplitude samples are collected into sample 

windows, which are collections of samples from a small time 

interval.

The  samples  in  the  window are  run  through  a  fast  Fourier 

transform (FFT), to convert them into spectral samples.  After 

conversion,  a  window is  transformed into a  gross frequency 

window,  which is the collection of harmonic coefficients for 

the original sample window.   The gross frequency window is 

then  pruned  by  eliminating  all  coefficients  for  frequencies 

above  the  kth harmonic,  where  k is  a  fixed  constant.   The 

resulting lower dimension vector  is  called the  net  frequency 

window.  

3.2 Background Modeling

When  the  system  first  starts  up,  a  set  of  m windows  are 

collected for  each microphone,  where  m is  a fixed constant. 

We operate under the assumption that initially there is a quiet 

time  in  which  no  anomalies  are  present,  and  all  acoustic 

information represents background noise.

To  model  the  background  noise  the  collected  windows  are 

combined  into  a  single  window template.   This  template  is 

represented by a mean value matrix and a variance matrix.  Let 

Wijf be the complex Fourier coefficient  for the  fth harmonic, 

where f �  k, in the jth net frequency window for microphone i, 

where j �  m.  Then the background model used for microphone 

i consists of 
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3.3. Anomaly Detection

To determine if an anomaly has occurred, a frequency window 

sampled  at  time  t, Uif,  is  compared  against  the  background 

model.   The  scheme  used  involves  calculating  the  distance 

from the sample to the background, and then comparing this to 

the  variance.   More  precisely,   let  i(a)  and  r(a)  denote  the 

imaginary  and  real  components  of  the  complex  number  a, 

respectively.  Then the distance

� �� �� ���	 �� �� ��� �� �� (3)

is  calculated, and if  
 ����
�� � ��
 � � ��

�� ����� ��
�� � ��� �� ��

�� � ,  for 

some f � �k, where g is a real gain constant, then the window is 

considered as an anomaly.  This rule implements a policy that 

considers a sample anomalous if the sine or cosine coefficient 

at any harmonic exceeds a threshold variance. 
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3.4. LOCALIZATION

The  work  on  localization  is  still  in  progress,  and we  are 

currently working with a simplified system.  In our simplified 

system  we  use  chirps,  or  single  frequency  sounds,  as  our 

anomalies.  Detecting these chirp events is much easier than 

the  process  previously  described  for  dealing  with  a  noisy 

background.  In fact, given a chirp frequency of f*, detection is 

simply  the  process  of  determining  if  the  coefficient  for  the 

chosen frequency,  Uif*, exceeds a threshold value.   

In the general case in which anomalies can be noises other than 

pure  chirps,  sounds  must  be  matched  between  different 

microphones in  the array.  Matching two windows can be done 

using  several  procedures.   In  an  environment  in  which 

anomalies are sparse occurrences, it may be possible simply to 

assume that if two windows from two different microphones 

are anomalous, it is probably the same sound.  In situations in 

which anomalies are dense occurrences, a better strategy would 

threshold the distance between the two frequency windows.  Of 

course, to achieve meaningful results the two sample windows 

would  first  need  to  be  normalized  with  respect  to  sound 

volume.

Localization is performed via triangulation.  The requirement 

is that at least two microphones in the array must detect the 

same  anomalous  windows,  and  accurate  pin-pointing  the 

anomaly requires three microphones.   Triangulation uses the 

fact that the TDOA is proportional to distance.  Fig. 2 shows 

the triangulation situation for three microphones.

L
13

L
23

L
12

Mic3

Mic2Mic1

K
23K

13

K
12

Fig. 2. Triangulation with three microphones.

The  diagram indicates  the  placement  of  three  microphones, 

Mic1,  Mic2,  and  Mic3,  with  the  lines  K12,  K13,  and  K23 

connecting  the  microphones  and  forming  a  triangle.   If  the 

times for arrival of a chirp for Mic1, Mic2, and Mic3 are t1, t2, 

and  t3, respectively, this information can be used to calculate 

the lines L12,  L13, and L23, which are perpendicular to the lines 

K12,  K13, and K23, respectively.  The intersection of the three L 

lines is the source of the acoustic event.  

The L lines are defined by their intersections with the K lines. 

These intersections can be discovered using the proportionality 

between  distance  and  TDOA.   This  proportionality  can  be 

stated as

� ����

�
����

�
� �

�
�

, (4)

where di,Lij is the distance from Microphone i to any particular 

point on the line Lij, including the intersection of  Lij with Kij.

4. CUSTOM HARDWARE

In  the  design  of  our  system,  particularly  the  work  on 

localization,  it  became  apparent  that  our  system  needed 

complete  control  over  the  microphone  array.   This  control 

consists of determining exactly when a microphone is polled, 

and how many readings are taken from the microphone at a 

time.   With  many  sound  packages,  this  type  of  control  is 

difficult  to  achieve.   Often  the  sound  package  controls 

sampling  frequency,  and  is  set  up  to  do  batch  sampling. 

Particularly in TDOA work this is not appropriate, since the 

sample  windows  for  each  microphone  must  be  taken 

simultaneously, to allow for accurate timing.

Most  computers  are  not  configured  to  allow  them  to  be 

connected  to  large  sets  of  microphones.   They  are  usually 

equipped  with  no  more  than  3  acoustic  input  ports.   As  a 

consequence, our system implementation was required to use 

the USB capability of the host computer,  to run a hub with 

each microphone connected through a USB sound card. This 

configuration further complicates precise control of the polling 

process by introducing a layer of processing by the sound card. 

It was decided to build a controller for the microphone array, 

called  the  acoustic  multiplexer  (ACMUX).   This  device 

connects to a USB port on the host computer, controls an array 

of  microphones,  and allows the  host  to  read a  single  signal 

value at a time from a selected microphone, using high-speed 

USB communication.  The structure of the ACMUX is shown 

in  Fig.  3.   The  demonstration  model  that  was  constructed 

controls four microphones.  Each microphone signal is filtered 
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through  a  capacitor,  and  fed  into  an  op-amp.   The  four 

amplified  signals  are  funneled  into  an  analogue  to  digital 

converter (ADC), with a selectable input channel.  This ADC is 

part of the PIC-18f2455 micro-controller.  The micro-controller 

contains a firmware stack which handles communication with 

the host computer using USB.

Fig. 3. Structure of the ACMUX

The  host  computer  communicates  with  the  ACMUX  by 

sending a channel number.  In response, the ACMUX polls the 

requested microphone, and returns the signal amplitude as a ten 

bit  unsigned  integer.   The  micro-controller's  USB 

communication is clocked by a 48 MHz clock, easily capable 

of our system's sampling frequency of less than 10KHz.

5. CONCLUSION AND FUTURE WORK

We have presented the structure of a system to detect sound 

events, and report them to an aircraft crew.  The system can 

identify common events, and not only report to the crew that an 

event has occurred, but also what type of event has occurred.

Our system is under construction,  We have developed software 

to detect acoustic anomalies.  This was done by moving from 

the  temporal  domain  into  the  spectral  domain,  and  then 

comparing frequency windows with a background model.  The 

background model is constructed by sampling a quiet period, 

collecting  several  windows  of  samples,  and  aggregating  the 

windows into a single window.  

We  have  developed  software  to  do  localization.   The 

localization software polls the microphones until an anomaly is 

detected, records the time of arrival at each microphone, and 

then uses the time delays as an indication of the distances to 

the anomaly source, and triangulates to find the location of the 

source.

To  complete  the  system  we  will  be  required  to  construct 

software  that  classifies  an  acoustic  event  as  a  particular 

common event type, or as an unknown event.  This can be done 

in  a  similar  fashion  as  that  which  we  currently  use  to 

distinguish an event from the background noise.  This would 

involve comparing windows against frequency window models 

of the different known events.

Another  piece  of  the  system  that  needs  to  be  built  is  the 

reporting software.  This software would present the results of 

the system to the pilot.  The presentation must be non-intrusive, 

but  at  the same time effective,  in  the sense that  it  calls  the 

pilots attention to truly significant and problematic events.

The total system will be an important tool for the aircraft crew. 

It will increase aircraft safety by notifying the pilot of events he 

would not normally be aware of, giving the pilot information 

on  event  location,  and  providing  the  pilot  with  information 

helpful in determining the significance of an event.
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ABSTRACT 
 
The game of cricket and the use of technology in the sport 
have grown rapidly over the past decade.  However, 
technology-based systems introduced to adjudicate 
decisions such as run outs, stumpings, boundary 
infringements and close catches are still prone to human 
error, and thus their acceptance has not been fully 
embraced by cricketing administrators.  In particular, 
technology is not employed for bat-pad decisions. Although 
the snickometer may assist in adjudicating such decisions it 
depends heavily on human interpretation.  The aim of this 
study is to investigate the use of Wavelets in developing an 
edge-detection adjudication system for the game of cricket. 
The role of Artificial Intelligence (AI) tools, namely Neural 
Networks, in automating the detection process will also be 
implemented. Live audio samples of ball-on-bat and ball-
on-pad events from a cricket match will be recorded. DSP 
analysis, feature extraction and neural network 
classification will then be employed on these samples. 
Results will show the ability of the neural network to 
differentiate between these key events. This is crucial to 
developing a fully automated edge detection system. 

 
Keywords: Cricket, Wavelets, Neural Networks, Edge-
detection, feature classification 

 
I. INTRODUCTION 

 
The revenue generated from sport globally is 
estimated to reach over $130bn US dollars by the 
year 2013 [1, 2]. In 2010, soccer, the world’s most 
popular sport according to [3], was reported by its 
international governing body, FIFA, to have 
generated US$1bn on the strength of the successful 
world cup in South Africa [4]. Cricket is the second 
most popular sport, and the Indian Premiere League’s 
(IPL) 20/20 format boasts of being the second highest 
paid sport ahead of the football’s English Premiere 
League (EPL) [5]. In 2009, the Indian Premier 
League (IPL) offered pay checks as high as US$1.55 
million to top class cricketers for a five week contract 
[6]. This figure was eclipsed in 2011 when Gautam 

Gambhir of the Kolkata Knight Riders was awarded a 
contract for US$2.4 million [7].  
It is common knowledge that bookmakers have also 
capitalised on cricket’s wide fan-base. The plethora 
of online betting sites dedicated to cricket, such as 
bet.com, cricketworld.com, cricket.bettor.com and 
cricketbetlive.com, to list a few, are evidence of this 
practice. Unfortunately, the sport has gained 
notoriety with several of its elite players being 
charged with bringing the game into disrepute. In the 
1999-2000 India-South Africa match fixing scandal, 
Hansie Cronje, the South African captain admitted to 
accepting money to throw matches and was 
subsequently banned from playing all forms of 
cricket [8, 9]. In August 2010 during the match 
between England and Pakistan at Lord’s Cricket 
Ground two Pakistani players were accused of match 
fixing by deliberately bowling three illegal deliveries 
(i.e. no-balls) at pre-determined times during their 
bowling spells. It was alleged that Mr. Mazhar 
Majeed, a property developer and sports agent, 
orchestrated the events and tipped off betting 
syndicates so they could place “spot” bets and make 
profits of millions of pounds [10, 11].  
 
To deter match fixing, and ensure legitimate results, 
it is not surprising that the use of technology in 
cricket has steadily increased over the years and now 
has a major role in adjudicating the outcome of 
events. However, although the use of technology 
serves to protect both players’ careers by avoiding 
incorrect decisions and the reputation of the game, its 
adoption has not been fully embraced by the cricket’s 
administration body. There are a number of devices 
being used to assist umpires in the adjudication 
process and for the entertainment of television 
audiences.  One such device is the Snickometer (also 
known as ‘snicko’). English Computer Scientist, 
Allan Plaskett, invented this in the mid-1990s. The 
Snickometer is composed of a very sensitive 
microphone, located behind the stumps, and an 
oscilloscope (wirelessly connected), which displays 
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traces of the detected sound waves. These traces are 
recorded and synchronized with the cameras located 
around the ground. For edge-decisions, the 
oscilloscope trace is shown alongside the slow 
motion video of the ball passing the bat. By the 
transient shape of the sound wave, the viewer(s) first 
determines whether the noise detected by the 
microphone coincides with the ball passing the bat, 
and second, if the sound appears to come from the bat 
hitting the ball or from some other source. 
Unfortunately, this technology is currently only used 
as a novelty tool to give the television audience more 
information regarding if the ball actually hit the bat. 
Umpires do not enjoy the benefit of using 'snicko' but 
must rely instead on their senses of sight and hearing, 
as well as personal judgment and experience. In 
many instances, there are coinciding events that may 
be confused with the sound of ball-on-bat. These 
include the bat hitting the pad during the batman’s 
swing or the bat scuffing the ground at the same time 
the ball passes the bat. The shape of the recorded 
sound wave is the key differentiator as a short, sharp 
sound is associated with bat on ball. The bat hitting 
the pads, or the ground, produces a ‘flatter’ sound 
wave.  The signal is purportedly different for bat-pad 
and bat-ball however, this is not always clear to the 
natural eye [12]. It is our submission that as the final 
decision requires human interpretation of the signal 
traces, it may be subject to error.  
 
The aim of this paper is to employ wavelet analysis, 
feature extraction and artificial neural networks to 
implement a fully automated decision making system 
for bat on pad and bat on ball (i.e. edge) decisions, 
thereby extending the work done by Rock et al in 
[13]. It is expected that this will give teams a fairer 
chance on the outcome of a match (game) by 
minimising the number of these decision errors 
currently observed in the game. 
 

II. BACKGROUND 
 
It is well known that the continuous wavelet 
transform (CWT) may be used to analyse audio 
signals [14, 15]. The CWT provides another view of 
temporal signals as it transforms the regular time vs. 
amplitude signal to time vs. scale, where scale can be 
converted to a pseudo-frequency.  This method 
allows one to examine the temporal nature of audio 
events and the corresponding frequencies involved. 
In essence, the correlation values, produced during 
the transformation process, provide critical 
information on the characteristics of the signal. By 
exploiting these characteristics a distinction can be 
made between different audio events. In particular, 
the five (5) features extracted from the wavelet 

transform are the maximum correlation coefficient 
and its associated pseudo-frequency for several 
CWT scale ranges, along with the standard 
deviation, kurtosis and skewness of the said 
correlation coefficients. These features were fed into 
a Neural Network to produce the final result.  
 
Neural networks have been used over the years in a 
wide range of areas.  These areas range from 
forecasting to extracting patterns from imprecise or 
complicated data, which human and other pattern 
recognition techniques may have missed.  For the 
purpose of this paper we will be examining the 
pattern recognition and classification capabilities of 
an Artificial Neural Network (ANN).  An ANN is an 
information-processing system that has certain 
performance characteristics in common with 
biological neural networks.  It consists of a large 
number of interconnected neurons, each with an 
associated weight.  These neurons work together to 
help solve various problems [16].  One of the main 
features of the ANN is its ability to take a set of 
features it has not encountered before and accurately 
output the desired output after it has been well 
trained. 
 
There are many instances where Neural Networks are 
being applied.  There has been extensive research of 
their use in the medical arena, specifically in the 
classification of heart and lung sounds.  There has 
also been extensive research in the Computer Science 
field. Hadi [17] used a Multilayer Perceptron Neural 
Network to classify features obtained from heart 
sounds by the Wavelet transform, and a high correct 
classification rate of 92% was achieved.  Borching 
[18] developed a chord classification system using 
features extracted from the wavelet transform and 
classified by a neural network.  A high recognition 
rate was achieved even under a noisy situation. 
 
Kandaswamy [19] using feature extraction from the 
wavelet transform and classification found that 
results using the Neural Network out performed 
conventional methods of classification of lung 
sounds.  Though all classes of lung sounds were not 
used in the experiment, results showed this method 
was worth exploring.   
 
No known instances where neural network 
classification has been applied in the area of cricket 
were uncovered in the literature.  The approach 
adopted in this work is to utilise neural networks to 
classify features that have been extracted from bat- 
on-ball and bat-on-pad sound files using the CWT.  
These features can then be used to accurately 
determine the source of the noise in a
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cricket match.  The automated sound detection 
technique can greatly decrease the number of 
incorrect decisions being made in the game, which 
may ultimately protect a player’s career.  This 
approach can then be expanded throughout the 
sporting world improving the quality and minimising 
the errors observed at various events. 
 

III. METHODOLOGY 

The equipment setup, shown in Fig. 1, is identical to 
that used for international matches and was 
configured at various hardball cricket grounds 
throughout Barbados. The microphone transmitter is 
covered in a small hole directly behind the stumps.  
The receiver and the laptop are assembled inside the 
players’ pavilion. The recordings, made using the 
laptop’s sound recorder program, are stored as a 16-
bit pulse coded modulation (PCM) .WAV file, 
sampled at 44,100 kHz (stereo) for later processing. 

 

 
 

Figure 1: Schematic of experimental setup. 

 

The key specifications for equipment used in 
recording the audio data are listed in Table 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE I.   EQUIPMENT PARAMETERS 

EQUIPMENT KEY PARAMETERS 

Shure SLX14/84 
Wireless Lavalier 
Microphone System 

 

WL184 Supercardiod 
Lavalier Condenser 
Mic: 

Supercardioid pickup 
pattern for high noise 
rejection and narrow 
pickup angle 

SLX1 Body pack 
Transmitter: 

518 - 782 MHz operating 
range 

SLX4 Wireless 
Receiver: 

960 Selectable 
frequencies across 
24MHz bandwidth 

Mobile Precision 
M6400 Notebook 
Computer 

Precision M6400, Intel 
Core 2 Quad Extreme 
Edition QX9300 
2.53GHz, 1067MHZ 

 

 
MATLAB programs were written to perform the 
CWT analysis and extract the following features:  
maximum correlation coefficient (xcorr) and the 
associated pseudo-frequency (Pfreq) from selected 
CWT scale ranges along with the standard deviation 
(σ), kurtosis (k) and skewness (skn) of the said 
correlation coefficients. These features were used as 
input to the fully connected 5-input Multi-Layer 
Perceptron neural network depicted in Fig. 2.  The 
network consists of a single hidden layer with three 
neurons each of which employed the tanh transfer 
function. 

 
 
 
 
 
 
 
 
 

WAVELET 
TRANSFORM

FEATURE 
EXTRACTION

NEURAL 
NETWORK 

CLASSIFICATION

SIGNAL

RESULT

STUMP 
MICROPHONE 

& 
TRANSMITTER

RECEIVER LAPTOP
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The network was trained with 260 data samples using 
a backpropagation algorithm.  The data set was 
divided into 130 incidences of bat-on-ball signals and 
130 of bat-on-pad. Moreover, testing was done on 40 
previously unknown signals. The output from the 
network was a decision on whether the ball hit the bat 
(1) or the pad (0). 

 

IV. RESULTS 

Recordings of the impact of ball hitting bat and ball 
hitting pad were successfully compiled and analysed.  
Figure 3 shows the plot of the mean squared error 
(MSE) of the network after each complete 
presentation of the training data to the network (i.e. 
epoch). The epoch number is shown on the X-axis and 
the MSE is shown on the Y-axis. The MSE of the 
training (T) set is shown in white diamonds and that 
of the cross validation (CV) set is shown in black 
squares.  Ideally, a neural network is deemed to be 
well trained when both lines gradually decrease to 
zero.  Results from the graph showed that the neural 
network has trained reasonably well. 

 
 
 
 
 

 
 
 

Figure 3: Graph of mean error versus number of epoch
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Figure 2: 5-Input Multi-Layered Perceptron 
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Figure 4 shows the plot of desired output and actual 
output versus number of samples used for testing. 
The samples (40) used for testing originated from 
data the neural network was not exposed to 
previously. Note there is only one error (26th sample, 
white diamond) thus indicating 97.5% accuracy. 
 

V. CONCLUSION 

 

Results show the neural network performed 
exceptionally well rendering a correct classification of 
97.5% for data not previously encountered.  It is 
believed that better results may be obtained by 
optimising the choice of features that are extracted 
using the wavelet transform and employed to train the 
neural network. This will be the subject of future 
work.  Technology must be used judiciously if it is to 

gain support of the players and administration. For 
example consider the case in the recently concluded 
2nd Test match between India (I) and the West Indies 
(WI) in Barbados were the on field umpire consulted 
the third umpire regarding the legality of a delivery 
from Fidel Edwards (WI), which ultimately resulted 
in Raul Dravid (I) being given out to a no-ball. 
Ironically, the wrong television replay of the bowling 
delivery was used. This supports the efforts pursued in 
this paper to completely remove the human factor 
from the data gathering and information-processing 
portion of the adjudication process. The 5th umpire 
system will provide a decision, which will greatly 
assist the on-field umpire, with whom the final 
decision resides. 

 

 

 
Figure 4: Graph and results of actual and desired results for the forty test data samples 
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Abstract—Power management in homes and offices requires
appliance usage prediction when the future user requests are
not available. The randomness and uncertainties associated
with an appliance usage make the prediction of appliance usage
from energy consumption data a non-trivial task. A general
model for prediction at the appliance level is still lacking. In
this work, we propose to enrich learning algorithms with expert
knowledge and propose a general model using a knowledge
driven approach to forecast if a particular appliance will start
at a given hour or not. The approach is both a knowledge
driven and data driven one. The overall energy management
for a house requires that the prediction is done for the next 24
hours in the future. The proposed model is tested over the Irise
data and the results are compared with some trivial knowledge
driven predictors.

Keywords-Appliance Usage Prediction, Enriched Learning
Algorithm, Energy Management in Homes, Data Mining.

I. INTRODUCTION

Reducing housing energy costs is a major challenge of
the 21st century. In the near future, the main issue for civil
engineering is the thermal insulation of buildings, but in
the longer term, the issues are those of “renewable energy”
(solar, wind, etc) and “smart buildings”. Home automation
system basically consists of household appliances linked via
a communication network allowing interactions for control
purposes [1]. Thanks to this network, a load management
mechanism can be carried out: it is called distributed control
in [2]. Load management allows inhabitants to adjust power
consumption according to expected comfort, energy price
variation and CO2 equivalent emissions. A home energy
management system able to determine the best energy
assignment plan and a good compromise between energy
production and energy consumption [3]. In this study, energy
is restricted to the electricity consumption and production.
[4], [3] present a three-layers (anticipative layer, reactive
layer and device layer) household energy control system.
This system is both able to satisfy the maximum available
electrical power constraint and to maximize a ratio between
user satisfaction and cost. The objective of the anticipative
layer explained in [5] is to compute plans for production
and consumption of services.

Uniqueness of housing systems involves a set of new
issues in control system science: it is necessary to develop
new tools [6], [7], [8] and algorithms [9], [10] for globally
optimized power management of the home appliances, able
to anticipate difficult situations but also able to take into
account the actual housing system state and the occupant
expectations.

Anticipating problematic situations require also prediction
capabilities. Even if it is easier to predict overall
consumption, it is important to be able to predict the
consumption of each appliance because, regarding dynamic
demand side management, it is also important to evaluate
how much energy can be saved thanks to request to
customers like unbalancing requests or energy price
variations. The energy savings depend on appliances: some
can be unbalanced, some can be postponed and some cannot
be changed. The overall goal of the prediction is described
in figure 1. It also includes an user interface where the
user may provide his plans for the future. The proposed
approach is restricted to the prediction of appliance usage
using only appliance consumption data and time of the event.

The problem of appliance usage prediction through con-
sumption data is new. [11] deals with the problem of the
user behavior prediction in a home automation system using
a Bayesian network for a single appliance but a general
model for appliance prediction is still lacking. Short term
load forecasting (STLF) at the grid level has been there for
some time but at the appliance level, these techniques are
yet to be tested. Though STLF uses regressive approaches
whereas the proposed approach is based on classification but
the strategies used in the domain of energy load prediction
led to the choice of input to the predictor.
[12] does a study on the approaches used in load prediction.
The approaches range from using methodologies such as
similar day, expert knowledge and linear and non linear
learning algorithms. [13], [14], [15], [16] gives details of
implementation of neural networks in the domain of energy
load forecasting and [17] proposed a SVM model to predict
daily load demand for a month.

The objective of this work is to build an enriched learning
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Figure 1. Goal of the prediction system

algorithm which takes knowledge into account and formalize
it to statistically predict the user energetic service request
for the next 24 hours. For the prediction of appliances from
consumption data we first reduce the problem to a two class
classification problem, i.e if an appliance is consuming at a
particular hour or not. The model for the prediction is for
each appliance in each house. The time space is sampled
into 24 hours which aim’s to predict the user appliance usage
requirement for a particular hour. At each point of time the
Prediction system will predict for the following 24 hours
and then shift to the next hour and predict the following 24
hours.
In the approach an expert proposes certain knowledge based
on his domain expertise and then to formalize and represent
this knowledge. The knowledge representation is considered
in an incremental manner and at every stage validate the
knowledge in terms of accuracy of prediction. The organi-
zation of the paper is as follows, firstly, the Proposed model
(section II) is discussed in details followed by choice of
classifier and parameters (section III). The Oracle results as
well as the overall results are presented in (section IV and
V). Finally discussion about the results and the conclusion
is drawn in (section VI and VII).

II. PROPOSED MODEL

The proposed model consists of enriched learning algo-
rithm which proposes a general way to take expert knowl-
edge into account. The proposed model divides the task into
modules each of which has its own purpose. The general
model is shown in figure 2 and in the following sub-sections
each of the processing modules is discussed in details.

• Raw data contain
– Energy consumption for an appliance .
– Contextual information (Time, Date, Weather).

• Oracle is composed of statements leading to entities
(factors) that may be taken into account.

Figure 2. Schematic representation of the prediction system

• Data Selector is a processor which stores, selects and
structures the data in order to present them to the
classifiers.

• Predictor.

A. Database

A database is obtained from Residential Monitoring to
Decrease Energy Use and Carbon Emissions in Europe
(REMODECE) which is a European database on residen-
tial consumption, including Central and Eastern European
Countries, as well as new European Countries (Bulgaria
and Romania). This database stores the characterization of
residential electricity consumption by end-user and by coun-
try. The IRISE project has been chosen from REMODECE
which deals only with houses in France. Each database
concerns one house. In such a database, information is
recorded every 10 minutes for each appliance in house and
over one year. This information represents the consumed
energy by each service, its data and its time. Moreover, it
is possible to know the number of people who live in each
house. However, this data is not directly available. Let us
notice that appliances are just involved in services: they are
not central from the inhabitant point of view. Consequently,
they are not explicitly modeled. The presence of the user is
important but it is not predictable at the moment.

B. An expert system that generates knowledge : the Oracle

We define Oracle knowledge as statements leading to
generated data (or factors) that may be taken into account.
The Oracle receives the raw data from the database giving
the consumption at an particular hour and the date, time
and weather information at that hour. The Oracle proposes
knowledge and then gives the necessary function which
represents the data in a form interpretable by the Prediction
system. The knowledge which are relevant for a particular
appliance in a house might not be relevant for another house
using the same appliance. So all knowledge proposed by the
Oracle have to be validated and knowledge which doesn’t
increase or reduces the accuracy of prediction for a particular
appliance have to be rejected. The part of validating and
structuring of the Oracle output is done in the subsequent
processing module as seen in figure II.
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Statements and the functional representation inside the
Oracle:

• Immediate past history of consumption is meaningful
to appliance usage prediction.

• Hour of the day is meaningful to appliance usage
prediction.

• Day of the week is meaningful to appliance usage
prediction.

• Season of the year is meaningful to appliance usage
prediction.

• Previous days same hour is meaningful to appliance
usage prediction.

In the following sub-sections each of the proposed knowl-
edge by the Oracle and their representation is looked in
details.

1) Past Consumption History: The Oracle proposes
that the past sequence of energy consumption prior to an
event is meaningful in appliance usage prediction. It is
represented mathematically followed by an illustration.

Mathematically, it is formalized by the following predicate
function
Inputs: Consumption(H-1); Consumption(H-2);...; Con-
sumption(H-n) ;

where,
n is the size of the past time history
H is the Current hour
Output : {0, 1}n
Here the output is a thresholded binary vector of size n

which signifies if there is consumption at the hours prior to
the event on not.

2) Hour of the Day: The Oracle proposes that the “time
of the day” is meaningful to appliance usage prediction. In
practice, by this knowledge the time space is discretized
into 24 hour slots and the “actual time” the event occurs
assumes priority. Firstly it is represented mathematically and
then provided some illustrations to better understand the
representation.

Predicate function HOD
Inputs : Current Hour in the day, X
X ∈ {(0−1), (1−2), (3−4), (5−6), ..., (23−24)} Hours
Output : {0, 1}24
This is an orthogonal representation of an hour rather than

a numeric value.
Illustration :

If the Time of the day is 6.00 am,
instead of using the numeric value 6 we use “0, 0, 0, 0, 0,
1, 0,...,0” to represent the same.

So for a day example, the representation will be :

Hour 0 — (1,0,0,0,0,...,0)
Hour 1 — (0,1,0,0,0,...,0)
. — (0,0,1,0,0,...,0)
. — (0,0,0,1,0,...,0)
Hour 23 — (0,0,0,0,0,...,1)

3) Day of the Week: The Oracle proposes that “Day
of the week” is meaningful in appliance usage prediction.
Similar to the way in II-B2 by taking this knowledge into
account the whole week is discretized into 7 days. Instead
of representing this with a numeric value, we use the
orthogonal representation as in II-B2.
Predicate function DOW
Inputs : Current day of the week, X
X ∈ {Sunday,Monday, ..., Saturday}
Output : {0, 1}7

4) Season of the Year: Similar to the prior sub-sections
the Oracle proposes that season of the year is meaningful in
appliance usage prediction. There are appliances in houses
which show distinctive different behavior depending on the
season of the year. As like the prior representations an
orthogonal representation is chosen over a numeric one.

Predicate Function SOY
Inputs : Current season of the year, X
where X ∈ {Spring, Summer,Autumn,Winter}
Output : {0, 1}4
So the season Oracle output will be:

5) Previous Days Same Hour: Here the Oracle proposes
that what happens on previous days on the same hour is
important in appliance prediction. So we look if there is
consumption or not in the previous days for the same hour.
The output is a vector of thresholded binary values of
previous days at the same hour.

Predicate function
Inputs: consumption(H-24); Consumption(H-48);... Con-

sumption(H-n);
where n is typically taken as 168 (one week)
H is the Current Day
Output : {0, 1}7
6) Oracle Output: The overall Oracle output after the

representation of all the knowledges proposed by the Oracle
is shown in table II-B6 where each row represent the
proposed knowledge at a particular time in a incremental
manner. The table is obtained by the incremental addition
of knowledge proposed by the Oracle, so the knowledge
proposed in section II-B1 to II-B5 are added incrementally
in order. The Oracle has an available memory, thereby every
hour in the history is represented by table II-B6.

C. Data Selector

The data selector is defined as an non-temporal matrix
processor which stores, selects and structures the data for
the predictor. This matrix is the input to the predictor. The
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Knowledge H
Consumption(H-1) 0/1
Consumption(H-2) 0/1

... 0/1
Consumption(H-n) 0/1

Hour of the day(0-1) 0/1
Hour of the day(1-2) 0/1

... 0/1
Hour in the day(23-24) 0/1

Day of the week(Sunday) 0/1
Day of the week(Monday) 0/1

... 0/1
Day of the week(Saturday) 0/1

Season of the year(Summer) 0/1
... 0/1

Season of the year(Winter) 0/1

Table I
OVERALL ORACLE OUTPUT

data selector may choose the whole or the subset of the
output from the Oracle. It should be noted that all the
knowledge proposed by the Oracle might not be useful for
a particular appliance in a house and there are different
possible structuring of the knowledges proposed by the
Oracle. All the outputs of the Oracle is stored in the data
selector, but only those which are validated by the predictor
are selected for the overall prediction. In this work, only
one of the possible structuring is implemented, which is
done by taking the knowledges proposed by the Oracle
as a single unit after selection. There are other possible
structuring which will be looked in the future.

D. Predictor

This module consists of the classifiers commonly used in
Machine Learning such as the Neural networks. The classi-
fier gets its input from the data selector. It first validates the
knowledges proposed by the Oracle and then the prediction
for the next 24 hours.

III. CHOICE OF CLASSIFIER AND PARAMETERS

In this section the justification of using a neural network
classifier for such an application is discussed. Choice of
neural networks are more on the basis of past literature than
on the initial results seen in table II, where different non-
linear classifiers are compared. The comparison is based on
past consumption history and then prediction for the next
hour. The comparison with other classifiers such as Support
vector machines, Naive Bayes and K-nearest Neighbors are
given. It must be mentioned, that at no point the fact that
other classifiers may perform better is disregarded, these are
initial results with suitable parameters. The results are the
accuracy for the next hour.
In table IV the parameters of the neural network classifier is
given. The number of hidden layers are chosen to be one and
the number of hidden neurons to be half of the number of

input nodes. This choice is to avoid the over fitting or under-
fitting of the network. The choice of training algorithm is
also shown in III. The results of the choice of architecture
is shown in IV. The final choice of all the parameters are
shown in table V.

Appliance SVM Naive Bayes KNN Neural Network
900 lamp 82.40 60.1 79.72 82.94
932 oven 84.42 84.25 83.51 84.95

Table II
CLASSIFIER COMPARISON

Training Algorithm Accuracy
Gradient descent 57.20

BGFS 82.94
Conjugate entropy 83.08

Table III
TRAINING ALGORITHM

Architecture Accuracy
RBF 57.20
MLP 83.22

Table IV
NEURAL NETWORK ARCHITECTURE

The scoring is done in terms of accuracy, where accuracy
is the number of correct classification to the total number of
classifications.

Parameter Selection
Sampling Method Random
Train sample size 75
Test sample size 25
Network Type MLP

Activation function(hidden unit) Tanh
Activation function(output unit) Softmax

No of hidden neurons no of input/2
Error Function Cross entropy

Training Algorithm BGFS
Learning Rate 0.1

Table V
NEURAL NETWORK PARAMETERS

IV. ORACLE KNOWLEDGE RESULTS FOR DATA
SELECTION

In this section each of the proposed knowledge is
validated in an incremental manner. The results indicate
that all the knowledges proposed by the Oracle might
not result in increase in performance of the prediction
system. So for each appliance in a house a subset of the
knowledge proposed by the Oracle is selected. Therefore,
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only knowledge which increase in prediction performance
is selected for a particular appliance. All the predictions are
done using a Neural Network Predictor whose parameters
are discussed in III. It must be mentioned, that the
knowledge proposed by the Oracle are prioritized on the
basis of domain knowledge. It can be seen from table VI
that due to our incremental approach the knowledge which
appears first has a higher chance of getting selected than
the next one.

Knowledge Neural Network Prediction Selected
Past consumption 82.94 X
+ Time of the day 83.45 X
+ Day of the week 83.73 X
+ Season in the year 84.14 X
+ Same hour previous 7 day 83.50

Table VI
ORACLE RESULT : HOUSE- 900; APPLIANCE-LAMP

V. OVERALL RESULT

After the selection of the data, prediction is done for the
following 24 hours at each hour and the results in terms of
accuracy are shown in table VII. Here the prediction system
is scored by two methods, one is by simple averaging
all the accuracy for the 24 hours and the second one is
a weighted average. The proposed weighing scheme is
expressed by the following equation :

⇒
∑ 2(24−i)

25∗24 ∗Accuracy[i] for i=0,1,...,23

It is a linear weighting scheme giving more importance to
the first hour and least to the 24th hour. This is done due
to the fact that all the hours other than the next hour will
be predicted again in the next step. Results contain both
the scoring methods and also the results of some trivial
knowledge based predictors. The trivial knowledge based
predictors are

• The predictor that always predicts the appliance wont
start : Never starts.

• The predictor that always predicts the appliance will
start : Always start.

• The predictor that predicts “what happens the previous
day at the same hour happens the next day”, i.e 24 hour
similarity.

• The predictor that predicts “what happens the previous
week at the same hour happens the next day”, i.e 168
hour similarity.

• The predictor that predicts “what happen a random
hour back happens the next hour” , i.e random hour
similarity.

These estimates are important because they give an
overall idea of the performance of the proposed model.

VI. DISCUSSION

The results indicates that the proposed model works bet-
ter than other trivial knowledge based predictors. Previous
works on appliance usage prediction from consumption data
relied heavily on the assumptions expressed in the trivial
knowledge based predictor. The assumption of 24 hour or
168 hour similarity is intuitive but other knowledges also
need to be incorporated to make the system dynamic. The
incorporation and representation of the expert knowledge
helps the system to perform better as seen in the table VII.
Now, from the results an overall idea about the predictability
of the appliance is seen. Though it must be mentioned here
that the high prediction for some appliances at homes are
due to the fact that some appliances are ON or OFF at most
of the time. Results show that both the categories (ON and
OFF) for the appliances is predicted. Appliances which are
started very few times seem to require less knowledge for
prediction.
Among appliances, from the results, it indicates that the
lamp requires most of the knowledges proposed by the
expert among other appliances. The applicability of expert
knowledge varies not only from appliance to appliance but
also from House to House as the user behavior is different.

VII. CONCLUSION

To anticipate the energy needed for a service in a home
automation system, the system must take into account the ac-
tions which will be done by the inhabitants. In this context, a
proper prediction of energy demand in housing sector is very
important. This work focuses on the prediction of the appli-
ance usage in housing because it is a very important problem
in a home automation system. The objective is to construct
a model able to predict the appliance usage in housing
which help the system to organize energy production and
consumption and to decide which appliance will be used at
each hour (energy planing). In this work we tried to predict
if a particular appliance will be used at a particular hour
looking 24 hours in the future. The proposed approach tried
to formalize expert knowledge using predicate functions and
also find a suitable data structuring for the classifier. The
model is validated using an IRISE database which contains
the consumption record of 100 houses for a period of 1
year. Our initial results indicate that the approach is useful
in appliance usage prediction and its comparison with other
trivial knowledge based predictor validates our approach.
This model is applied to a wide range of appliances and
houses and the initial results are encouraging.
Going into the future our aim is to build a general, fully
automated and user interactive prediction system for home
automation and simulate how the prediction is actually
helping energy management in homes. By user interface we
mean prediction also controlled by inhabitants where the
users calender can be incorporated.

159

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



Appliance Never
Start

Always
Start

24 hour
similarity

168 hour
similarity

Random hour
similarity

Neural Networks
(Average accuracy)

Neural Network
(weighted accuracy)

900 Lamp 43.73 56.26 71.25 66.99 50.36 78.25 78.85
983 Electric
Heater

71.76 28.23 94.38 89.39 92.35 96.31 96.68

925 Lamp 32.02 67.97 88.014 83.35 80.33 90.55 90.82
932 Oven 84.46 15.53 80.32 80.76 72.59 86.00 86.03
986 TV 72.13 27.86 71.36 69.43 57.30 76.64 77.18
951 Cooker 93.94 6.05 89.72 89.68 88.80 94.18 94.21
939 Washing
machine

88.88 11.11 86.25 86.79 78.45 89.55 89.89

Table VII
OVERALL RESULT

REFERENCES

[1] P. Palensky and R. Posta, “Demand side management in
private home using lonworks,” in Proceedings of the IEEE
International Workshop on Factory Communication Systems,
1997.

[2] K. Wacks, “The impact of home automation on power
electronics,” in Applied Power Electronics Conference and
Exposition, 1993, pp. 3–9.

[3] S. Ha, H. Jung, and Y. Oh, “Method to analyze user behavior
in home environment,” Personal Ubiquitous Comput.,
vol. 10, pp. 110–121, January 2006. [Online]. Available:
http://dx.doi.org/10.1007/s00779-005-0016-9

[4] S. Abras, S. Ploix, S. Pesty, and M. Jacomino, “A multi-agent
design for a home automation system dedicated to power
management,” in Artificial Intelligence and Innovations 2007:
from Theory to Applications, ser. IFIP International Federa-
tion for Information Processing, C. Boukis, A. Pnevmatikakis,
and L. Polymenakos, Eds. Springer Boston, 2007, vol. 247,
pp. 233–241.

[5] S. Abras, S. Pesty, S. Ploix, and M. Jacomino, “An anticipa-
tion mechanism for power management in a smart home using
multi-agent systems,” in Information and Communication
Technologies: From Theory to Applications, 2008. ICTTA
2008. 3rd International Conference on, april 2008, pp. 1 –
6.

[6] S. Abras, S. Ploix, S. Pesty, and M. Jacomino, “Advantages
of mas for the resolution of a power management prob-
lem in smart homes,” in 8th International Conference on
Practical Applications of Agents and Multi-Agent Systems,
PAAMS’2010. Salamanca, Spain: Springer Verlag, 26-28
April 2010.

[7] S. Abras, S. Ploix, and S. Pesty, Housing, Housing Costs
and Mortgages: Trends, Impact and Prediction, ser. Housing
Issues, Laws and Programs. Nova Publishers, 2010, no.
ISBN 978-1-60741-813-9, ch. Managing Power in a Smart
Home Using Multi-Agent Systems.

[8] A. M. Elmahaiawy, N. Elfishawy, and M. N. El-Dien, “An-
ticipation the consumed electrical power in smart home using
evolutionary algorithms,” in MCIT 2010 conference, 2010.

[9] L. D. Ha, S. Ploix, F. Wurtz, P. Perichon, and J. Merten, “En-
ergy management system for a photovoltaic grid-connected
building,” in 24th EU PVSEC and 4th World Conference
on Photovoltaic Energy Conversion, Hamburg, Germany,
September, 21-26 2009.

[10] L. D. Ha, S. Ploix, M. Jacomino, and H. Le Minh, Energy
Management, ser. ISBN 978-953-307-065-0. INTECH, 2010,
ch. A mixed integer programming formulation of the home
energy management problem.

[11] L. Hawarah, S. Ploix, and M. Jacomino, “User behavior
prediction in energy consumption in housing using bayesian
networks,” in Artificial Intelligence and Soft Computing,
ser. Lecture Notes in Computer Science, L. Rutkowski,
R. Scherer, R. Tadeusiewicz, L. Zadeh, and J. Zurada, Eds.
Springer Berlin / Heidelberg, 2010, vol. 6113, pp. 372–379.

[12] E. A. Feinberg and D. Genethliou, “Load forecasting,” in Ap-
plied Mathematics for Restructured Electric Power Systems,
ser. Power Electronics and Power Systems, J. H. Chow, F. F.
Wu, and J. Momoh, Eds. Springer US, 2005, pp. 269–285.

[13] H. Hippert, C. Pedreira, and R. Souza, “Neural networks for
short-term load forecasting: a review and evaluation,” Power
Systems, IEEE Transactions on, vol. 16, no. 1, pp. 44 –55,
feb 2001.

[14] A. Bakirtzis, V. Petridis, S. Kiartzis, M. Alexiadis, and
A. Maissis, “A neural network short term load forecasting
model for the greek power system,” Power Systems, IEEE
Transactions on, vol. 11, no. 2, pp. 858 – 863, may 1996.

[15] D. Park, M. El-Sharkawi, I. Marks, R.J., L. Atlas, and
M. Damborg, “Electric load forecasting using an artificial
neural network,” Power Systems, IEEE Transactions on,
vol. 6, no. 2, pp. 442 –449, may 1991.

[16] A. Khotanzad, R. Afkhami-Rohani, and D. Maratukulam,
“Annstlf-artificial neural network short-term load forecaster
generation three,” Power Systems, IEEE Transactions on,
vol. 13, no. 4, pp. 1413 –1422, nov 1998.

[17] B.-J. Chen, M. wei Chang, and C.-J. Lin, “Load forecasting
using support vector machines: A study on eunite competition
2001,” Tech. Rep., 2001.

160

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



Risk-based VV&A Assessment and Mitigation: A Naval Network 
Security System Test Facility Case Study 

 
James Elele, Ph.D.; Naval Air Systems Command; Patuxent River, MD, USA 

 
David Hall; SURVICE Engineering Company; Ridgecrest, CA, USA 

 
Keywords: Model, Simulation, Risk Assessment, Verification, Validation, Accreditation, Risk Mitigation  

 
 

Introduction 
 
Models and Simulations (M&S) are used 
throughout the DOD systems engineering (SE) 
process, for all aspects of system development 
and deployment, from requirements definition 
through operational testing and mission 
rehearsal.  DOD policies require that these M&S 
be accredited before the results are used for 
decision-making. The term Accreditation is used 
to define the process of making a decision that 
adequate information is available to demonstrate 
that the M&S and its results are credible enough 
for the intended purpose.  But how can we really 
know that the M&S we use in this process will 
give us good enough answers?  What do 
verification and validation (V&V) activities do 
for us in this process? And if I only have a 
minimal amount of resources (money and time), 
how can I do something meaningful to help me 
decide if the M&S and its results are credible 
enough?  These same questions can also be 
asked about facilities that are designed to test 
and evaluate networked systems.  Such facilities 
address critical security and suitability issues as 
part of the design and testing of systems of 
networks.  
 
One needs to recognize that these networks are 
only representations of the actual systems in a 
laboratory environment; hence laboratories are 
not too different from M&S by definition.  We 
are therefore inclined to ask the following 
questions: Is the lab environment adequately 
representative of the installed network system?  
If one conducts the test in the limited lab 
environment, how can we be sure that the system 
will work in the larger “real-world” 
environment?  How much information does one 
need to answer these questions, and with what 
level of fidelity?  How much credibility is 
enough for one to be able to use the facility 
results with confidence? What then is the risk 
associated with believing and using the results 
from these facilities, if their outputs/results are 

wrong? The following sections will describe the 
M&S VV&A processes, how they are applied, 
and one example case study of their application 
to networked security system testing.  In 
particular, we will describe how we have applied 
the M&S Risk-based VV&A processes that we 
have developed over the last 20+ years to 
addressing these questions about laboratory test 
facilities.   
 
Verification, Validation and Accreditation, and 

Credibility 
 
But what are verification, validation and 
accreditation?  And how do they relate to M&S 
(or test facility) credibility?  The official 
definitions of M&S verification, validation and 
accreditation can be found in the Department of 
Defense VV&A Instruction (ref. 1):   
• Verification is the process of determining 

that a model implementation and its 
associated data accurately represent the 
developer’s conceptual description and 
specifications.    

• Validation is the process of determining the 
degree to which a model and its associated 
data are an accurate representation of the 
real world from the perspective of the 
intended uses of the model.  

• Accreditation is the official certification 
(determination) that a model, simulation, or 
federation of models and simulations and its 
associated data are acceptable for use for a 
specific purpose. 

 
In other words, Verification addresses whether 
the model does what the originator intended: 
“Did you build the model right?”  Validation 
addresses how well the model matches the real 
world: “Did you build the right model?”  And 
Accreditation addresses whether there is 
sufficient evidence to use it: “Did the decision-
maker accept it?” 
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The following three basic criteria are those we 
use to describe the credibility of a model and 
hence to determine its viability for accreditation: 

1. Capability – the functions it models 
and the level of detail with which they 
are modeled should support its 
anticipated uses.    

2. Accuracy – how accurate it must be 
should depend on the risks involved if 
the answers are incorrect.  M&S 
Accuracy is composed of three 
elements: Software Accuracy (including 
verification results and software 
testing), Data Accuracy (including input 
and embedded data V&V) and Output 
Accuracy (including comparisons with 
representations of the real world).   

3. Usability – the extent of available user 
support to ensure it isn’t misused should 
also derive from the importance of its 
application.  

 
The essence of M&S accreditation is an 
objective comparison between the application 
requirements for the M&S with the information 
that is known about its credibility (capability, 
accuracy and usability) in the context of the 
problem at hand.  The ultimate goal of M&S 
VV&A efforts is to demonstrate that M&S 
results have “good enough” credibility to provide 
confidence in program decisions.  A cost-
effective VV&A process cannot aim at securing 
the perfect model answer. It must recognize that 
the VV&A process can be resource intensive if 
not carefully tailored, and thus should only be 
geared towards demonstrating that the M&S and 
its outputs are “good enough” for the particular 
intended use at hand.  “Good enough” is 
therefore determined for the most part by 
considering the risk involved if M&S results are 
in error.  Thus accreditation is basically a 
decision that the user is willing to accept 
whatever residual risk remains after all V&V and 
related activities are completed, if decisions are 
based on M&S outputs that are wrong.  
Consequently, basing the VV&A process on risk 
allows us to focus activities on the areas of 
greatest potential impact to the program, and to 
those areas that reflect the most uncertainty in 
M&S outputs.  By focusing VV&A efforts in 
this way we can allocate VV&A resources in the 
most cost-effective manner.   
 
 
 
 

M&S VV&A as Risk Assessment and Mitigation 
 
This risk-based VV&A process has been 
developed from the principles of risk assessment 
and mitigation in use by the system safety 
community.  We have applied the risk 
assessment process described in MIL-STD-882 
(ref. 2) to M&S and have developed a guide to 
conducting a cost-effective VV&A program 
based on the level of risk identified.  Figure 1 
illustrates the steps followed to arrive at an 
accreditation decision. The first two steps, 
“Analyze Intended Use” and “Develop M&S 
Requirements and Accreditation Information 
Requirements” are designed to produce an 
assessment of the risk of using the M&S to 
support the proposed decision (i.e. the “Intended 
Use”), and the application of that risk assessment 
in the development the M&S Accreditation Plan.   
 
The U.S Defense Department’s Model and 
Simulation Coordination Office (MSCO) VV&A 
Recommended Practices Guide (RPG) has this to 
say about risks associated with M&S: “Risks 
associated with simulation development and use 
can be categorized as either Development Risk 
or Operational Risk.  Development risks are 
related to the simulation development itself and 
typically relate to potential problems in meeting 
technical, schedule, or cost aspects of the 
simulation development or modification 
program.  Operational risks are those arising 
from using the incorrect outputs of a simulation 
that are believed to be correct.” (ref. 3)   Since 
V&V activities conducted during M&S 
development are intended to discover defects, 
they do therefore help mitigate developmental 
risk.  But V&V efforts also compile the 
information needed to assess how well the model 
mimics the underlying concepts of operations, as 
well as how well the outputs from the M&S 
reflect operational data from the actual /“real” 
system. V&V support the assessment of 
operational risk, and hence accreditation 
activities mitigate operational risk.   
 
The rest of the steps identified in Figure 1 
involve the execution of the Accreditation Plan, 
including verification and validation activities 
and development of the case for accrediting the 
M&S for the intended use.  As such, these 
activities comprise the risk mitigation actions for 
use of the M&S for that intended use, and the 
Accreditation Report will document the residual 
risks remaining after all VV&A activities have 
been completed.   
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Figure 1 - Steps to an Accreditation Decision 

 
 

How much V&V is enough to adequately 
support an accreditation? 

 
The correct answer to this question is that it 
depends on the risk associated with using the 
M&S to support program decisions (the intended 
use).  In order to evaluate that risk, we have 
developed a risk assessment technique for M&S.  
As defined in MIL-STD-882 for system safety, 
risk is composed of two elements: the impact (or 
consequences) of an event, and the likelihood 
that the event occurs.  If you could assign a 
number to each of those components, you could 
express risk with the following equation: 
  

Risk = (Consequence) x (Likelihood) 
  (1) 

  
For M&S, likelihood is the probability that the 
M&S and/or its input data are incorrect or 
inappropriate to the intended use; V&V activities 
address the likelihood of M&S errors.  
Consequence is the impact if the M&S output is 
wrong but you believe it and act on it; the 
consequence of using wrong M&S outputs 
depends on the role of the M&S outputs in 
making decisions and the importance of those 
decisions.  It is usually not possible to derive a 
numerical value for consequence and likelihood, 
but it is possible to derive subjective estimates 
using standardized techniques that have been 
developed over the years and described in MIL-
STD-882.    
 
The approach for quantifying risk likelihood is 
based on the extent of known credibility 
information about the M&S when considering 
the requirements of the intended use.  A model 
that has very little documented V&V 
information, especially if there is poor or no 
model documentation, would pose a likely 

source of errors (Level 5 in Table 1).  As more 
information is known about the credibility of the 
model through documented V&V results, 
especially if model documentation is complete, 
the risk of error is reduced.  M&S with extensive 
V&V documentation, adequate model 
documentation, and a history of effective 
configuration management of model software 
and data would provide the least likelihood of 
error, especially if the information is specifically 
evaluated in light of the intended use.   
 
The approach we recommend for estimating 
M&S error consequences considers two elements 
of the impact of errors: (1) the level of reliance 
on M&S outputs in making a decision, and (2) 
the importance of the decision.  This approach is 
in concept similar to the concept of “exposure”, 
where one option for reducing risk is to reduce 
the potential exposure to the risk.  One way to 
reduce the risk associated with using M&S is to 
limit the role that M&S outputs play in the 
decision-making process.  More detail on this 
approach is provided in Reference 4, which 
leveraged the work documented informally in 
Reference 5.  
 

Table 1 – Quantifying Likelihood of Error for 
M&S 

 
 
The level of reliance on M&S outputs can be 
described in terms of the variety of information 
and methods that are available to support the 
decision in question.  Table 2 illustrates four 
different levels of reliance and their definitions.   
At the highest level of reliance M&S are the only 
method of developing information to support a 
decision.  At the lowest level M&S are only a 
supplement to other types of information, and the 
outputs from M&S can be verified against other 
sources.   
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Table 2 – Quantifying Level of Reliance on 
M&S 

 
The level of importance of the decision that is 
being supported by M&S outputs often cannot be 
reduced by the decision authority, since he or she 
is consigned to making the decision and has no 
other course of action.  Reducing the importance 
of the decision would likely require a major 
change to the program approach, and would 
likely be a high-cost and schedule-busting 
alternative.  Table 3 illustrates one scheme for 
categorizing the importance of the decision, 
based on the risk to the program associated with 
an unfortunate decision, and how many aspects 
of the program the decision may impact.   

 
Table 3 – Quantifying Level of Decision 

Importance 

 
Once the level of reliance on M&S and the 
importance of the decision based on M&S results 
have been determined, we can combine those 
two elements into an overall “consequence 
value” for errors in the M&S results.  Table 4 
illustrates a recommended combination matrix 
and the resulting “scores” for M&S error 
consequence on the decision.   Here the 
consequence ratings are broken into five 
categories, from 1 = Negligible to 5 = 
Catastrophic.  As can be seen in the table, if 
M&S are the only method for supporting a 
decision, and the decision affects areas of 
significant risk to the program, then the resulting 
consequence of an error is a “5”, or catastrophic.  
Once the likelihood and consequence ratings 
have been developed, MIL-STD-882 suggests a 
matrix whereby they can be combined into an 
overall risk assessment as illustrated in Table 5.  

The MIL-STD-882 example of this table in fact 
divides risk into four categories, rather than 
three; however, the discussion below will 
describe the development of a VV&A process 
for M&S that is based on only three levels of 
risk.  The matrix illustrated in Table 5 is 
tailorable to each M&S application.   
 

Table 4 – Quantifying Consequence for M&S 

 
 

Table 5 – Quantifying M&S Risk Level 

 
Figure 2 illustrates the two basic risk reduction 
approaches that can be taken for M&S use.  As 
shown in the figure, the risk can be reduced 
either by reducing the reliance placed on M&S 
results, or by increasing the credibility of the 
M&S results (or both).  If we reduce reliance on 
M&S results, we move from right to left in the 
figure and lower the consequence of incorrect 
M&S results to the program (by making use of 
other information in addition to M&S results for 
decision-making).  If we improve the credibility 
of the M&S we move from top to bottom on the 
figure by reducing the likelihood of a wrong 
M&S result (by conducting V&V activities, 
Subject Matter Expert (SME) reviews, 
improving or enhancing the M&S algorithms, 
improving M&S documentation – anything that 
improves the credibility of the M&S).   Most 
programs consider both approaches in their risk 
reduction plans. 
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Importance of DecisionLevel

Intended use addresses program objectives or analysis that is not a 
significant factor in the technical or managerial decision making 
process.

1

Intended use addresses medium or low program risk, other program 
reviews and test events, secondary test objectives and test 
article design, other system requirements and system 
performance analysis, and medium or low S/W criticality used to 
make technical or managerial decisions

2

Intended use addresses an area of significant program risk3

Intended use addresses multiple areas of significant program risk, 
key program reviews and test events, key system performance 
analysis, primary test objectives and test article design, system 
requirements definition, and/or high software criticality, used to 
make a technical or managerial decision

4
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make a technical or managerial decision

4

Reliance on M&S to Make DecisionLevel

M&S will be a supplemental method, employed with other 
non-M&S methods, and will provide supplemental data 
available through other means

1

M&S will be a secondary method, employed with other non-
M&S methods, and will provide significant data unavailable
through other means

2

M&S will be the primary method, employed with other non-
M&S methods

3
M&S will be the only method employed4 

Reliance on M&S to Make DecisionLevel

M&S will be a supplemental method, employed with other 
non-M&S methods, and will provide supplemental data 
available through other means

1

M&S will be a secondary method, employed with other non-
M&S methods, and will provide significant data unavailable
through other means

2

M&S will be the primary method, employed with other non-
M&S methods

3
M&S will be the only method employed4 
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Figure 2 - M&S Risk Reduction Strategies 

 
 

A Network Security System Case Study 
 
We have applied the M&S risk-based VV&A 
process to an example network security system 
test facility in order to demonstrate the broader 
applicability of the approach beyond M&S.  The 
example presented here is for a land-based test 
facility (LBTF) of a specific real-world Naval 
Network Security System (NNSS).  The NNSS is 
intended to enforce network security policy for 
IT systems: detect malicious code, detect 
unauthorized intrusions, and provide virus 
protection and recovery for the IT systems in 
question.  The NNSS is used as the LBTF for 
part of the operational test and evaluation 
(OT&E) of the facility. The LBTF simulates the 
naval operational environment for the network 
security system as part of the operational 
assessment (OA) of NNSS.  Guidelines for 
OT&E of information and business systems is 
provided by a Director, Operational Test and 
Evaluation (DOT&E) Memorandum (ref. 6), 
which says that, “The degree of independent 
operational testing appropriate for each software 
increment or capability can be tailored by using 
risk analysis…”.  That guidance goes on to say 
that the level of operational testing that is 

required for an IT (or business) system is a 
function of its overall risk: 
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• Level I (low risk): the assessment may 
be based on integrated (that is, non-OT&E 
dedicated) testing and information 
• Level II (moderate risk): the assessment 
must include an independent operational test 
event but can also include integrated non-
OT specific tests and information 
• Level III (high risk): an evaluation of 
the operational effectiveness, operational 
suitability, and survivability & security of 
the operational capability using the critical 
operational issues (COI) must be conducted, 
including an independent dedicated 
operational test 

  
LBTF Risk Assessment Summary 
 
Table 6 shows a summary risk assessment of 
using that facility for operational assessment of 
the NNSS system. Seven characteristics of the 
laboratory facility were examined for compliance 
with criteria we have developed as a result of 
working with a wide variety of defense systems 
and associated M&S and test facilities.  As will 
be discussed below, the overall result of this risk 
assessment was “Moderate (Yellow),” meaning 
that there are identified areas that require 
improvements or additional information to 
justify an unqualified accreditation 
recommendation to the Accreditation Authority.  
The Table provides a list of the facility 
characteristics, evaluation criteria, and ratings.   
 

Table 6 - Risk Assessment Summary  
Facility 
Characteristic 

Criteria Rating 

Intended Use The specific intended use(s) is/are clearly stated. YELLOW 
Input Data 
 

For each facility or laboratory, input data are credible and subject 
to review and revision. 

GREEN 

Facility Design The facility design produces expected results. YELLOW 
System 
Verification 
 

The laboratory or facility has been formally tested or reviewed and 
has been demonstrated to accurately represent the specific 
intended use(s) and requirements. 

YELLOW 

Results Validation 
 

The facility’s or laboratory’s responses have been compared with 
known or expected behavior from the subject it represents and has 
been demonstrated to be sufficiently accurate for the specific 
intended use(s). 

YELLOW 

Configuration 
Management 
 

For each facility or laboratory, components and their integration 
are supported by a sound Configuration Management (CM) 
Process. 

YELLOW 

User Community 
 

Each facility or laboratory is designed and developed for the level 
of competency of the users for its intended purpose. The facility is 
supported by documents such as user’s manual, technical manual, 
and/or reference guide. 

GREEN 

 
Risk assessment details 
 
The following tables and discussion describe in more 
detail the assessment of risk for each of the facility 
characteristics shown in Table 6.   In each case a 
table is provided that describes the rating scale for 
each of the seven criteria, the overall LBTF rating for 

each criterion, the justification for that rating, 
additional information that if provided could improve 
the rating, and suggestions for specific risk mitigation 
actions that should be taken to reduce the rating to 
“green”.   The rating scales have been developed and 
improved over the last several years via their use in 
support of a number of programs, M&S and 
test/laboratory facilities. 
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Intended Use:  
RATING: Yellow (program goals not yet established 
 
1. Justification for Rating: The intended use of the 
facility seems clear for this application: the Test and 
Evaluation Master Plan (TEMP) shows the 
relationships between critical operational issues 
(COI), Measures of Effectiveness (MOE), Measures 
of Suitability (MOS), planned test methodologies, 
and the decision or milestone supported.  The TEMP 
also lists some of the limitations on the test due to the 
use of the laboratory equipment, and it lists the test 
objectives in detail along with detailed requirements 
and evaluation procedures.  However, the intended 
use is not specifically stated as such, and must be 
inferred from several documents, and details are 
missing.   
 
2. Information not previously provided that may 
affect the accreditation rating assigned for the 
facility’s intended use.  (What extra information can 
the Developer or the M&S SME provide?)  Specify in 
more detail the intended use statement in the request 
for accreditation.  Currently in the V&V Plan (and 
Report) the statement of the laboratory application is: 
“The LBTF is used to conduct post-development 
integration of engineering improvements and 
configurations and to establish operational baselines. 
Lab engineers also use the LBTF to provide Tier 2 
and Tier 3 Help Desk support to the fleet.”  More 
details would be useful to better describe the intended 
use.   
 
3. Recommend any mitigation (VV&A) steps 
necessary to bring the rating up to green.  Provide a 
detailed intended use statement including how the 
laboratory facility will be used to provide specific 
OA and OT&E COI information.  
 
Input Data:  
RATING: Green (All data are valid or certified) 
 
Justification for rating:  The V&V Plan (and Report) 
lists a table of all data verification activities and 
results as well as a table of all data validation 
activities.  These were done by both the program 
V&V team and by IV&V agents, primarily via visual 
inspection of the facility equipment and the results.  
Some discrepancies were noted and 
recommendations made to ensure a successful OA.  
While most of these tests were designed to verify 
operation of the system, the IV&V agent was able to 
compare results to a real-world data set capture 
report.  The V&V and IV&V agents conducted a 
“side by side” comparison of the NNSS as-built and 

the LBTF as-built and verified that the LBTF input 
dataset is a representative build-out of the 
Operational Site. 
 
Facility Design:  
RATING: Yellow (The design requires some 
improvement to improve results credibility)  
1. Justification for rating:  Design Verification: the 
V&V Plan (and Report) contains a table with planned 
activities and results comparing the diagrams of the 
facilities with the actual hardware layout (of the 
facilities).  The V&V Plan also lists limitations and it 
lists risks and impacts, but from a programmatic 
standpoint rather than from the technical limitations 
of the lab facility.  The TEMP has a good list of the 
system’s components and their application to the 
systems capabilities.   
 
2. Information not previously provided that may 
affect the accreditation rating assigned for the 
facility design.  (What extra information can the 
Developer or the M&S SME provide?)  Provide a 
detailed comparison between the facility design and 
the actual on-shore and off-shore equipment and 
linkages.   
 
3. Recommend any mitigation (VV&A) steps 
necessary to bring the rating up to green.  Better 
document the detailed rationale behind the facility 
design.   
 
System Verification:  
RATING: Yellow (the system has been tested 
informally and represents the intended use and 
requirements)  
 
1. Justification for rating: Implementation 
Verification: the V&V Plan (and Report) contains a 
table with planned activities and results, basically 
reviews of documentation by the IV&V team and of 
tests to ensure backup and restoration capability.   
 
2. Information not previously provided that may 
affect the accreditation rating assigned for the 
system’s verification.  (What extra information can 
the Developer or the M&S SME provide?)  The 
system has been formally tested and appears to be 
operable and represent the intended use (as far as is 
has been stated).  However, most of the tests appear 
to have been primarily of operation and backup of the 
system and not specifically geared toward 
verification that the system meets the intended use.  
The documentation review likely was geared toward 
that verification, but if so the result was not clearly 
spelled out.   
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3. Recommend any mitigation (VV&A) steps 
necessary to bring the rating up to green.  Provide 
documentation of actual system verification results 
(how the laboratory setup compares with the intended 
use and requirements).  This will depend on obtaining 
a more specific and detailed definition of the 
intended use.   
 
Results Validation:  
RATING: Yellow (The results have been examined 
and are not sufficiently accurate for the intended use)  
 
1. Justification for rating: Implementation 
Validation: the V&V Plan (and Report) contains a 
table summarizing the V&V testing performed; they 
also executed backup and restore tests and validated 
the results by visual inspection.   Operational 
Concept (Conceptual Model) Validation – the V&V 
Report compares the lab setup with the desired “Tier 
3” capability – and identified some limitations and 
discrepancies.   Appendix B of the V&V Plan 
identifies a number of limitations to the test matrix, 
along with a risk assessment for each (they all were 
identified as low risk with only one exception 
regarding a backup system; two high risk faulty 
hardware issues were resolved with additional 
equipment procurements), and actions to mitigate the 
risk for those items that can be mitigated (basic lab 
limitations were not assigned a mitigation action, 
presumably because they would have been time and 
cost prohibitive).   
 
2. Information not previously provided that may 
affect the accreditation rating assigned for results 
validation.  (What extra information can the 
Developer or the M&S SME provide?)  Most of the 
testing appears to be related to ensuring proper 
operation of the system, rather than tests of how well 
the system replicates the real-world systems in 
operation.  It would be useful for the IV&V agent to 
provide an independent assessment of how the 
laboratory system compares with the actual system in 
operation.   
 
3. Recommend any mitigation (VV&A) steps 
necessary to bring the rating up to green.  Provide a 
documented independent assessment comparing real-
world results to the results of the laboratory setup.  
 
Configuration Management:  
RATING: Yellow (Some CM processes exist for all 
major upgrades)  
1. Justification for rating: There was no CM Plan 
provided; however the V&V Plan (and Report) says 
that the LBTF personnel use CMPro ™ as the 
primary configuration management (CM) tool. The 

Configuration Control Board (CCB) meets regularly 
to ensure issues are tracked accordingly.  
 
2. Information not previously provided that may 
affect the accreditation rating assigned for the 
facility’s configuration management processes.  
(What extra information can the Developer or the 
M&S SME provide?)  Need to document the CM 
process and demonstrate implementation.   
 
3. Recommend any mitigation (VV&A) steps 
necessary to bring the rating up to green. LBTF 
personnel should Develop (and demonstrate that they 
are following) a Configuration Management Plan. 
 
User Community:  
RATING: Green (User community has the ability and 
tools to fully utilize the facility)  
 
1. Justification for rating: Documents appear to be 
available describing the operation and design of the 
laboratory facility (from the list of documents 
reviewed by the IV&V agent).  In addition, only 
qualified personnel from the laboratory facility will 
be using the facility to support testing and OA of the 
NNSS system.   
 
Overall LBTF Risk Assessment 
 
The overall risk assessment for the LBTF as applied 
to operational assessment of the NNSS is illustrated 
in Figures 3 and 4.  Figure 3 is the consequence 
determination chart: the level of reliance on the 
facility was judged to be “3” based on it being the 
primary method to support the operational 
assessment; the importance of the decision was 
judged to be a “4”, since the decisions based on 
LBTF results will affect multiple areas of significant 
program risk.  The overall result as shown on the 
consequence matrix is that the resulting 
consequences of erroneous results from LBTF are 
severe (5).   
 
The likelihood of erroneous results was judged to be 
minimal (likelihood value of 2), since there has been 
extensive facility system testing, IV&V reviews of 
available results, expert users, and known (albeit 
undocumented) configuration management processes, 
along with a history of prior successful use by other 
programs.   
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Figure 3 - Consequence Determination Chart 

 
As the risk matrix in Figure 4 shows, a likelihood of 
2, and consequence of 5 yields a moderate overall 
risk of using LBTF to support the operational 
assessment of NNSS.  The result of this risk 
assessment is that the program may make use of 
existing non-dedicated OT&E test results along with 
other information, in addition to a dedicated OT&E 
test to develop the operational assessment of NNSS.   

 
Figure 4 Overall Risk Assessment 

 
Summary 

 
Cost-effective M&S VV&A programs are based on 
an assessment of the risk of using M&S results to 
support program decisions, and risk-mitigation 
actions should drive development of M&S 
Accreditation Plans.  This risk-assessment, risk-
mitigation approach to VV&A has been borrowed 
from system safety risk principles described in MIL-
STD-882 and adapted to the unique requirements of 
M&S credibility.  Application of risk principles to 
M&S VV&A is particularly appropriate in those 
cases where errors in M&S results could potentially 
affect personnel or equipment safety.   
 
We have applied the M&S VV&A Risk process to 
assessing the risk of using the land-based test facility 
in support of an operational assessment of NNSS.  
The risk assessment was carried out against specific 
facility credibility characteristics, which were then 
combined into an overall risk assessment based on 
the M&S approach.  The resulting “moderate” risk 

requires that the program conduct at least one 
dedicated OT&E test event, but it does allow for 
extensive use of existing non-dedicated test and other 
information to support the OA.   This approach was 
successful even though there were very limited funds 
and time available to carry out the risk assessment.   
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The likelihood of error is reduced by conducting 
V&V as part of the risk-mitigation process.  The 
consequence of error can only be reduced by 
lessening the dependence of the decision-making 
process on test facility or M&S results.  Ultimately 
the Accreditation Authority must decide whether the 
residual risk achieved after the completed VV&A 
tasking is acceptable for the particular intended use.  
The residual risk may also determine at what level in 
the approving organization is required of the 
accrediting authority.  That is, a high residual risk 
may require a higher authority for approval as is the 
case with system safety risk.  Ultimately, the level of 
risk that the accreditation authority is willing to 
assume drives the overall V&V effort required to 
support an accreditation decision.     
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ABSTRACT 

 

Online social media has allowed users to share more 

information than ever before in order to obtain 

various degrees of social capital.  However, this new 

level of exposure brings with it possible legal 

ramifications as attorneys take advantage of e-

discovery now available from social networking 

sites particularly in family court cases.  The 

following is a content analysis of U.S. published 

divorce and child custody court cases involving the 

utilization of either personal Facebook or MySpace 

pages as legal evidence within proceedings.  The 

findings indicate thus far, individual desire for 

online social capital has outweighed any possible 

court room consequence.   

 

Keywords: Social media, Facebook, MySpace, 

Divorce, Child custody, Law 

 

INTRODUCTION 
 

In divorce and child custody cases, the gloves come 

off with attorneys from both sides attempting to dig 

up dirt on the other’s client in order to discredit 

them in court.  As we enter a new era of multimedia 

and computer mediated communication, the modern 

day “War of the Roses” has taken on new meaning.  

The U.S. judicial system has been setting new 

precedents in regards to the admissibility of e-

discovery and electronically stored information 

(ESI).  In addition, social media mining has become 

common practice for attorneys and firms. 

 

As social media is becoming more utilized within 

civil court proceedings, particularly divorce and 

child custody cases, the motivation behind social 

media usage and its relationship to online social 

capital as well as the resulting impact on privacy are 

in need of evaluation. 

 

REVIEW OF LITERATURE 
 

Through legal journals and continuing legal 

education seminars attorneys are learning how to 

utilize and defend against electronic data discovery.  

Akin (2011) as well as several other legal journals 

(Dysart 2011)  provide tips for locating damaging 

information including cached or hidden content as 

well as how to get that information into admissible 

form for trial or pre-trial motions. Some firms are 

even using specialized software to monitor social 

networking sites (Akin 2011).   

 

The American Bar Association and the American 

Academy of Matrimonial Lawyers (AAML) have 

surveyed attorneys regarding their use of social 

media within legal proceedings.  The 2010 AAML 

study found Facebook is the, "unrivaled leader for 

online divorce evidence" with 66 percent of 

attorneys citing it as a primary source.  MySpace 

followed with 15% of attorneys utilizing the site as 

evidence.  Also, 81% of AAML members cited an 

increase in the use of evidence from social 

networking websites during the past five years.  

However, the legal utilization of e-discovery is not a 

new phenomenon (Leroux 2004). 

 

E-Discovery & Technology as Evidence 
 

Society’s information structure changed following 

World War II, but it wasn’t until the 1970’s and 

1980’s with the initiation of personal computers and 

faster processing that electronically stored and 
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created information became reality, having an 

impact on the legal and justice system (Paul & 

Nearon 2006).  Federal and state laws as well as 

international rules have been developed requiring 

companies to preserve specific data for specific 

periods of time (Paul & Copple 2005).  But it is user 

generated content that has had the greatest impact of 

late.  According to Demay (2011), social media is 

changing the way individuals, companies, and the 

government organizes, navigates and shares 

information as well as the very nature of privacy in 

society.  While electronic discovery tends to benefit 

defendants rather than plaintiffs, social media 

evidence may prove to be beneficial to plaintiffs 

(Demay 2011).  Gartner Research predicted in a 

2010 study that half of all companies will be 

required to produce social media records for e-

discovery requests by 2013 saying, ―'if it exists, it is 

discoverable‖ (Gartner 2011). 

 

Social media posts present similar admissibility 

issues as e-mails or text messages, because of the 

difficulty in authenticating the source, yet the 

practice of using such postings as evidence in 

proceedings has become frequent (Zemlicka 2010).  

Social media is most widely utilized as evidence in 

defamation (Azriel 2011), healthcare privacy (Hader 

& Brown 2010), worker’s compensation, sexual 

harassment, divorce and child custody cases.   

 

Social Capital  
 

Theorists have developed the concept of social 

capital to describe the value placed on or attributed 

to networks (Coleman 1988).  Putnam (2000) even 

went as far as to differentiate between bonding and 

bridging forms of social capital in regards to the 

strength of ties or connections created between 

people.  Leiner, Hohlfeld, & Quiring (2009) 

determined that the relevance of social media on 

social capital is really decided by whether the 

capital can be consumed and thus converted into 

cultural knowledge, social power or economic 

advantage.  Young (2011) similarly concluded that 

among adult Facebook users, the SNS is an efficient 

and convenient way to maintain relationships with a 

larger and more diverse group of acquaintances thus 

expanding one‘s social capital.  But with the 

integration of SNS, social science researchers have 

just really begun investigating the impact of offline 

interaction with online social networking and vice 

versa.  Matzat (2010) found that people are held 

more accountable for their online activity within the 

same group of people.  Additionally, Vergeer & 

Pelzer (2009) found that online networking 

augments and increases offline socializing and 

Valenzuela, Park & Kee (2008) concluded that a 

positive relationship exists between Facebook use 

and a student‘s life satisfaction, social trust, civic 

and political participation.  Although, SNS does 

provide a double-edged sword in regards to social 

capital. 

 

Researchers have determined that social networking 

has an influence on an individual's self-worth 

(Muise, Christofides & Desmarais 2009; Schouten, 

Valkenburg & Peter 2009) while others raise 

concern that it heightens emotions such as jealousy 

(Foulger, Ewbank, Kay, Popp & Carter 2009) and a 

feeling of less engagement in work and life 

(Junghyun, LaRose & Wei 2009).  In addition, the 

relationship between online social capital gained or 

lost from social networking sites and offline social 

capital is being investigated by communication 

researchers (Vergeer & Pelzer 2009). 

 

Privacy and Motivation 
 

Communication uses and gratifications theory seeks 

to understand why people become involved in one 

particular type of mediated communication or 

another and what gratifications they receive from it.  

Guosong (2009) found three reasons why people 

embrace user-generated content:  

 

1. Fulfilling their information, entertainment, and 

mood management needs.  

2. Taking advantage of user-generated sites to 

interact with the content and other human beings.  

3. Allowing self-expression and self-actualization, 

both of which may ultimately be aimed at 

constructing their own identity.   

 

Social media users often willingly give up privacy 

rights without realization that online content is 

admissible in a court of law.  The most notable case 

regarding social media privacy is Crispin v. 

Christian Audigier, Inc.  In the case, the magistrate 

judge ruled the Stored Communications Act applied 

to online social media, meaning sites like Facebook 

and MySpace are not compelled to comply with a 

subpoena for information.  However, attorneys have 

been locating loopholes around the act, such 

document discovery requests made under Federal 

Rule of Civil Procedure 34.   
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While the Federal Rules of Civil Procedure have 

been in use for decades, rules specifically pertaining 

to the discovery of electronically stored information 

(ESI), made by amending Rules 16, 26, 33, 34, 37 

and 45 and Form 35, became effective on December 

1, 2006.  ESI includes e-mail, instant messaging 

chats, documents, accounting databases, CAD/CAM 

files, Web sites, and any other electronically stored 

information that could be relevant evidence in a law 

suit.  Following the federal court, according to K & 

L Gates, an international law firm, forty-one state 

courts have also developed civil procedure rules 

pertaining to e-discovery (K&L). 

 

But the ethics involved for attorneys within social 

media mining is still being debated.  Ethics 

committees have generally agreed that attorneys 

must avoid engaging in deception when attempting 

to obtain information via social media sites from 

parties to litigation, but it is not illegal. 

The New York City Bar Association Ethics 

Committee even determined that an attorney may, 

directly or through an agent, ―friend‖ an 

unrepresented party to litigation without disclosing 

the reason for the request, but ―[r]ather than engage 

in ‗trickery,‘ lawyers can — and should — seek 

information maintained on social networking sites, 

such as Facebook, by availing themselves of 

informal discovery, such as the truthful ‗friending‘ 

of unrepresented parties, or by using formal 

discovery devices such as subpoenas directed to 

non-parties in possession of information maintained 

on an individual‘s social networking page‖ (Black 

2011)  On the other hand, other ethics committees 

such as the Philadelphia Bar Association 

Professional Guidance Committee and San Diego 

County Bar Association Legal Ethics Committee 

ruled that an attorney may ―friend‖ an unrepresented 

party only if the reason for the communication is 

disclosed (Black 2011). 

When Dwyer, Hiltz, Passerini (2007) compared 

perception of trust and privacy between Facebook 

and MySpace, Facebook users were more willing to 

share information while MySpace users considered 

themselves more experienced with social media in 

general.  Additionally, users had no problem or 

resistance to making new online relationships in a 

world of perceived weak privacy controls (Dwyer, 

Hiltz, Passerini 2007). 

 

 

METHODS 
 

As demonstrated in the review of literature SNS 

users seek social capital online, but the legal 

profession is utilizing the content offline in a court 

of law.  Thus, focusing on published court cases, the 

following research questions were addressed: 

 

RQ1: With what frequency are U.S. divorce and 

child custody cases utilizing either Facebook or 

MySpace as evidence? 

 

RQ2: How are Facebook and MySpace being 

utilized as evidence in divorce and child custody 

cases? 

 

RQ3: Which social networking site, Facebook or 

MySpace is more frequently utilized as evidence in 

divorce or child custody cases to discredit one‘s 

reputation or credibility? 

 

In order to answer the above research questions, the 

study investigated published U.S. court cases in all 

jurisdictions.  Opinions are published at the 

direction of the court if they add something to the 

current body of law. 

 

The Fastcase database was used through the West 

Virginia Bar Association‘s website to search 

published court cases from 1925 to September 12, 

2011.  However, because the social network 

MySpace was launched toward the end of 2001 and 

Facebook in 2004, the earliest published case was in 

2001.  Cases were analyzed using the following 

keywords: Facebook, MySpace, divorce, and child 

custody.  Duplicate cases were excluded from 

analysis. 

 

In total 211 cases were examined by one of the 

authors, as sole coder.  Themes were created to 

descriptively analyze the findings as means, 

frequencies and proportions. 

 

RESULTS 

 

The keyword searches of published court cases 

spanning all jurisdictions resulted in a total of 264 

cases containing either divorce and Facebook (23), 

child custody and Facebook (47), divorce and 

MySpace (53) or child custody and MySpace (141). 

 

As seen in Table 1, 2010 showed the most (36%) of 

divorce or child custody cases involving the social 
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media Facebook or MySpace.  According to 

Facebook, the site reached over 500 million active 

users in 2010 increasing by 150 million active users 

from 2009’s number while MySpace according to 

media reports dropped from around 76 million users 

in 2009 to around 64 million users in 2010. 

 
Table 1: Frequency distribution of published court 

cases by year 

 

Year Published Cases 

2011 61 (29%) 

2010 77 (36%) 

2009 48 (23%) 

2008 15 (7%) 

2007 8 (4%) 

2003 1 (.5%) 

2001 1 (.5%) 

 
As evident in Figure 1, California and New York 

saw the highest number of published divorce and 

child custody cases utilizing social media. 

 

Figure 1: Frequency distribution of published 

court cases by state 

 
 
The utilization of either Facebook or MySpace 

within divorce or child custody proceedings as 

evidence was categorized into the following 

descriptive themes: content sexual in nature, content 

to prove a claim made in court false, content to 

refute one’s credibility or tarnish their reputation, as 

a means of communication or contact, attorney use 

of social media, juror use of social media and 

reference to a legal precedent in which Facebook or 

MySpace are named.  Table 2 indicates the 

frequency of these themes within the analyzed 

cases. 

 

Table 2: Frequency distribution of published court 

cases by social media and content themes 

 
 Sexual 

Content,  

Affair 

Proving 

False 

Claims 

Credibility

/ 

Reputation 

Contact 

 
2 4 28 18 

 

29 10 91 30 

 
 Attorney 

on Social 

Media 

Juror on 

Social 

Media 

Legal 

Precedent 

 
1 2 2 

 

0 2 5 

*12 cases cited both SNS 

 
MySpace (74%) was disproportionately referenced 

more than Facebook (26%).  Additionally, cases 

involving sexual content cited MySpace (94%) more 

often than Facebook (6%).  However, both sites 

were utilized as evidence of immoral or prejudicial 

conduct making up 56% of the total content. 

 

 

DISCUSSION 

 

The content evaluated in regards to social media 

utilization as legal evidence demonstrated online 

users are frequently not taking into consideration the 

possible offline repercussions of their online 

actions.  The gratification that comes from sharing 

information has outweighed the reality that one’s 

online footprint is everlasting and admissible in a 

court of law.  Social gratification has become more 

important than abstract potential implications for 

SNS users.  The published court cases analyzed 

within the course of this study mentioned the use of 

social media to threaten, expose, and demonstrate 

lewd activity.  The very use of social media by 

children was provided by parents as leverage hoping 

to discredit the other’s parenting skills and children 

posted messages painting their parents as 

irresponsible, alcoholic, abusers.  The published 

court proceedings provided greater insight into these 

families than any of the parties involved most likely 

realized when they initially posted the content 

online.  Future research may consider whether social 

media uses by litigants were to change post 

litigation. 
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ABSTRACT 
 
This article presents a new hybrid methodology to develop 
software projects named META (MEtodología Tradicional y 
Ágil, Agile and Traditional MEtodology); which was created 
taking into account the current needs of software development 
companies in Mexico. 
 
Keywords: agile methodologies, hybrid methodologies, 
META, object-oriented methodologies, Software Engineering, 
traditional methodologies. 

1. INTRODUCTION 
 
According to the Dictionary of the Royal Spanish Academy, the 
word methodology means a set of methods that are followed in a 
scientific research or in a doctrinal exposition [1]. 
But in Software Engineering the term refers to a framework 
used to structure, plan and control the process of developing 
computer systems [2]. 
So, it is expected that by using a software development 
methodology, this can provide a set of practices and tools that 
facilitate the development process, getting a product with high 
quality, safe and meets customer expectations [3]. 
There are many different methodologies which are included in 
two major types, traditional and agile; however the hybrid 
methodologies are setting a new trend in the area of Software 
Engineering by merging the best those types of methodologies. 
So taking into account the new trend, META was designed as a 
hybrid methodology, which could be a good option for solving 
the current problems present in the software development 
companies in Mexico. Also could be applied to companies in 
other countries, just is important to know the main 
characteristics for which are ideal the use of META. 
 

 
 
 
 

2. TRADITIONAL METHODOLOGIES 
 
Traditional methodologies have two types: structured 
programming methodologies and object-oriented 
methodologies. 
With the emergence of structured programming, were born 
some methodologies for this paradigm, as the created by 
Yourdon [4], in whom the use of Data Flow Diagrams (DFD), 
Context Diagrams (CD), State Transition Diagrams (SDT) and 
Entity-Relationship diagrams [5] appeared as a constant in the 
system modeling. 
In the same way, when the paradigm of object-oriented 
programming appeared, specific methodologies emerged too for 
this new paradigm, as OMT (Object Modeling Technique) [6], 
RUP (Rational Unified Process) [7], Metric 3 [8], among others. 
This kind of methodologies positively contributed to the 
existing traditional methodologies being interactive and 
incremental. They also promoted the allocation of roles, 
facilitated the division in subsystems and promoted the reuse of 
components [9]. 
So generally, traditional methodologies considered the 
importance of system documentation, allowing understand, 
extend and maintain the software; because these methodologies 
provide well-defined structure and order [10]. 
However they also have some disadvantages, for example, 
require a high degree of discipline, there not exist a rapid 
respond to change, they generates unnecessary documentation 
and they require to invert a lot of time in the system modeling. 
Besides these methodologies have a strict project plan; therefore 
these do not consider the unpredictable that can be the analysis, 
design and construction. 
 

3. AGILE METHODOLOGIES 
 
The scheme proposed in previous methodologies has proven to 
be effective and necessary in large projects (with respect to time 
and resources). However, this approach is not the most suitable 
for many existing projects, in which the system environment is 
changing and requires, reduce development time. 
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In this scenario the agile methodologies were born, as XP 
(eXtreme Programming) [11], Crystal Clear [12] and Scrum 
[13], which have certain advantages and disadvantages. 
Some of the advantages are that they have quick and effective 
responses to change. Also, they have a flexible project plan and 
present some simplicity in the development process. 
However, agile methodologies generate little documentation 
and do not make use of formal methods. 
The main characteristics of agile with traditional methodologies 
are summarized in Table 1. 
 
Table 1: Agile vs. Traditional Methodologies 
 
Agile methodologies Traditional methodologies 
Heuristic-based from 
practices of production code 

Rules-based from followed 
standards by the development 
environment 

Less process controlled, 
whit few principles  

Much more controlled process, 
with many policies/standards. 

Few artifacts More artifacts 
Few roles More roles 
Less emphasis on software 
architecture 

The software architecture is 
essential 

Produce little documentation Produce a lot documentation 
Easy to learn and implement Difficult to learn and implement 
They do not require a lot of 
discipline 

Requires a great discipline 

Specially prepared for 
changes during the project 

Some resistance to change 

Do not have a traditional 
contract or at least is quite 
flexible 

There is a fixed contract 

 
4. HYBRID METHODOLOGIES 

 
As shown, the methodologies have evolved, as the 
programming paradigms did. An evidence of this is the new 
tendency: the hybrid methodologies. With the hybrid 
methodologies have sought take the advantages of each of the 
previous methodologies, to create a combination of the best 
practices described in each. 
It could be mentioned EssUP (Essential Unified Process) [14] as 
the pioneer of hybrid methodologies. EssUP was created by Ivar 
Jacobson, and it is based on the Unified Process (UP) [15], agile 
methods and maturity of processes. 
EssUP tries to be agile, because EssUP does not intend to 
impose a specific process, also it considers the necessity to be 
flexible and have a rapid response to changes. But it makes 
clear the necessity to documenting, as the traditional 
methodologies do, and modeling with UML [16]. However, it is 
conceptually a hybrid methodology, because in practice the 
software development team whose intends to use this 
methodology must select the lifecycle model of software 
development that best suits to the necessities. Thus presents a 
major problem if it does not have the experience and knowledge 
to choose the best practices existing in Software Engineering 
and appropriately to apply them to each software project. 
 

5. META 
 
META (MEtodología Tradicional y Ágil, Traditional and Agile 
Methodology) is a hybrid methodology for developing software 
projects. META is a methodology that combines some existing 
practices within RUP (Rational Unified Process), XP (eXtreme 
Programming) and Scrum, making it a hybrid between 
traditional and agile. 

META was created to suit the current needs of Mexican 
companies engaged in software development. It was decided to 
take Mexico as a study case, but META can be used in other 
countries, as long as it takes into account META´s 
characteristics. 
So, part of META development was to investigate the real and 
current situation regarding the usage of methodologies and 
some practices of Software Engineering in such companies. 
According to INEGI (Instituto Nacional de Estadística y 
Geografía, National Institute of Statistics and Geography) [17], 
in 2010 there were 9540 companies in Mexico dedicated to 
software development, so to calculate the size of the sample, it 
was applied a quiz to a pilot group of 20 companies, with the 
information of such evidence it was obtained that the sample 
size should be 86 companies. 
So, 86 companies were surveyed randomly selected from the list 
provided by INEGI. With the obtained data, it was performed a 
hypothesis testing for a proportion, obtaining the next result: 
 
"50% or more of the software development companies have an 
inclination towards the use a hybrid methodologies. "  
 
To corroborate the hypothesis test a confidence interval was 
performed for a confidence level of 95%. 
Once it was proved the hypothesis, some important additional 
information was obtained in the survey, it is summarized as 
follows: 
1) Most software projects developed in Mexico are Web 

Applications. 
2) Most companies have a seniority in the market between 1 

to 5 years. So, they are still very young companies.  
3) The time to develop the most of the projects is between 2 

to 6 months. 
4) 10 members form development teams at most. 
5) The companies do not apply management models and 

quality assurance in most cases. 
6) The programming paradigm most widely used is object-

oriented. 
7) The requirements acquisition technique most used is the 

brainstorm. 
8) In most companies do not exist certified people in some 

methodology. 
9) The most commonly used tests are the black box. 
10) The most widely used diagrams are the UML modeling 

and Entity-Relationship diagrams. 
11) The companies usually do not follow a project plan during 

development. 
With this information, it was designed the methodology. Thus, 
the characteristics of software projects for which is ideal 
META: 
1. Web Application development projects. 
2. Projects that can be developed between 2 to 6 months. 
3. Development teams must to be comprised of up to 10 

members (excluding the users and the client). 
Also, and to use META is enough to know the next three 
elements: 
1. The roles that should be exist. 
2. The methodological principles of META. 
3. The development process of META. 

Next, these three elements will be described in some detail. 
The development team must be conformed by seven roles 
whose features are described in Table 2. 
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Table 2:  META’s Roles 
 
Name Description 
Customer It specifies the requirements and pays 

the software project. 
Project Leader  It is responsible for finding new projects, 

gather the necessary information to 
establish requirements and negotiate 
projects, and it is the member of the 
development team that has more to do 
with the customer/users, so it must have 
facility to communicate with them. It is 
also the intermediary between the client 
and the project manager, so it should 
know how to build the software. 
It must have the ability to connect ideas, 
people and resources. And have the 
facility for making decisions. 

Project Manager It coordinates the programmers, the 
tester and documenter. It also organizes 
the meetings needed to analyze the 
requirements, the design, the project 
plan and testing. 
It must accompany the project leader in 
the meetings with the client. 

Programmers They are responsible for coding the 
design. 

Tester It is responsible for testing at any time. 
This consists on verify that activities are 
properly carried out at every stage of 
software development process. It must 
also comply with the task of ensuring 
quality by relying on the 14 Deming 
Quality Principles [10]. 

Documenter Its main function is to generate 
documents that can support and 
substantiate what is generated during 
the software process. 

End users They are the people who interact with 
the software once it is released for 
productive use. 

	  
In general, the communication flow among development team 
members can be resuming as shown in Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: communication flow between development team 
members. 

 
To properly use META it should be known the following 
methodological principles: 
 Make use of the newsprint. It is a bond paper of measures 

63.5cm x 77.47cm approx. It is used as a communication 
tool for the job applied for "face to face" because it 
facilitates the interaction and discussion. It is convenient 
to use this type of paper because it has a low cost, easy to 
transport, encourages participation in a group and the 
contents can be resumed due of the permanence of the 
message. 

 Brainstorming [18] during meetings. 
 Make use of the Deming Cycle [19] to Risk Management 

throughout the development process of META.  
 Consider the 14 Deming Quality Principles [19] 

throughout the development process META, to ensure 
product quality in the software. 

These principles shall guide the activities within the process of 
development of META. 
 
META has 4 phases or stages in its process:  
1. Approach. 
At this stage the first activity consists in establishing the 
requirements that the software must meet, through a series of 
visits to the client, in which must always be present the client, 
the project leader and project manager.  
Despite the presence of these three members of the team, the 
leader and the client are who really engage the communication, 
because the administrator should not intervene unless that it was 
necessary.  
During the meetings, the participants need to do a 
brainstorming, and the agreement should be captured in 
newsprint. The use of newsprint is convenient because it allows 
everyone involved seeing the ideas embodied in the paper. 
At this stage it should also be applied the Use Cases [16] as a 
tool to verify that the leader and the administrator understand 
what the customer expected to do the software. In this stage is 
necessary to estimate the costs in time, resources and money, as 
well as make a "mini cost-benefit analysis" that evaluates the 
convenience of buying an existing software (if any), or building 
the software from scratch; in this phase is also developing the 
contract and the negotiations required to sign the contract.  
The stage ends when the contract is signed and develops a 
comprehensive project plan, which includes all information 
obtained during this time.  
2. Preparation 
At this stage, it is necessary that the project manager, the project 
leader, the tester, documenters and programmers, meet to 
analyze requirements, identify the subsystems and modules, 
modeling through Entity-Relationship and UML Diagrams, as 
well as to assign tasks and responsibilities within the 
development team.  
So, after all this was prepared, it is necessary to put this 
information in a visible place for all members of the 
development team, for faster communication among them. 
Whereby, is very important that all the mentioned members can 
be present in the meetings, because all of them could be 
contribute with ideas and experiences to bring a better solutions. 
However, if there were the case that in the meetings, the 
members could not attained a consensus and they were wasting 
a lot of time, the project leader must make a firm decision to not 
falling into this problem. 
3. Construction 
In this stage, is it performs the coding of the design that was 
raised during the preparation phase. For this, it could be used 

Customer / 
End users 

Project 
manager 

Project 
leader 

Documenter 

Programmers 

Tester 
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pair programming [11]. In this phase is important doing 15 
minutes sessions, as Scrum proposes [13]. 
4. Implantation 
At this stage the software is installed, and it carried out final 
tests with users. So there exists a feedback from the end users 
and costumer to rest of the development team. 
The META´s process is summarized in Figure 2. 
 

 
 

 
 
 
 

 
 
 
 
 
 
 
 
Figure 2: The META´s process. 
 
One important aspect included in META is that it not imposes a 
rigorous quality standard; so it is not necessary invert a lot of 
time managing quality. 
 

6. CONCLUSIONS 
 
The methodologies to software development have provided 
some tools and practices that help in the process of 
development. They have evolved as also the programming 
paradigms did.  
Despite the evolution that they have been suffered, there is not 
exist a methodology that can be applied to all types of software 
project, so it is necessary to investigate what are the real 
necessities of the scope where it wants to implement a specific 
methodology. 
The hybrid methodologies have resolved a part of this problem, 
because they can combine some of the best practices including 
in the existing methodologies. 
This is the reason that it decided to design META as a hybrid 
methodology. META was designed for try to solve the current 
problems in the software development companies in Mexico. 
But it is not represents that it cannot be used in other countries. 
In fact, META could represent a good option for the software 
development companies existing in other countries, because its 
development proccess just have four phases, its principles could 
be apply without too much effort, also META does not impose 
a quality standard, instead, it proposes the usage of Deming 
System, which is the base model in the most of existing quality 
standards. 
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ABSTRACT 

 

An analysis of Mexican mainstream 

journals is carried out in order to identify to 

what extent peer-review is an accepted 

practice in the paper selection process as 

well as the use of ICT in such journals.  

 

Keywords: Peer-review; Mexico; 

Mainstream journals; ICT 

 

1. INTRODUCTION 

 

The peer-review system in science involves 

the systematic use of reviewers, referees, 

peers or judges to validate the acceptance of 

protocols or manuscripts submitted for 

publication [1]. The reviewer is therefore an 

example of the judge in charge of 

evaluating the quality in a social system. 

The presence of experts validating research 

results, therefore, seems essential.  

The review of manuscripts before 

publication is not recent. It has its roots in 

the 17th century when the Philosophical 

Transactions were authorized by the Royal 

Society on the following terms: "It is 

ordered that Philosophical Transactions 

made by Mr. Oldenburg, be printed on the 

first Monday of each month, if there is 

enough material for it, and that the 

publication is authorized by the Board of 

the Society, the first being reviewed by any 

member of it. . . ". In Mexico, a member of 

the editorial board of the Anales de la 

Asociación Larrey, Manuel S. Soriano,  

 

 

noted in 1875 that "the papers would be 

-6]. 

  

However, it is until recently that several 

Mexican journals are recognized as quality 

journals because their editors use a critical 

refereeing system [7], i.e. peer-review 

becomes a requirement to receive official 

funding. 

  

According to the above, we attempted to 

determine whether peer-review is an 

accepted practice in the more visible 

Mexican journals for the social sciences and 

sciences, as well as identifying the use of 

ICT in the process of reviewing articles. 

 

 

  

2. METHODS 

 

The Journal Citation Reports (JCR) of ISI 

Social Science (SSE) and Sciences (SE) 

editions will be used to identify those 

Mexican journals that are part of the 

mainstream and that are in the Index of 

Mexican Journals of Scientific Research 

and Technology of the National Council of 

Science and Technology of Mexico. Also, 

the journals online portals will be used to 

determine the use of ICT in the editorial 

process.  
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3. RESULTS AND DISCUSION 

 

JCR Social Sciences Edition includes 13 

Mexican journal titles and Sciences Edition 

JCR lists 26 titles. The inclusion of 

Mexican journals in the Thomson Reuters 

core lists of journals indexed is determined 

by several factors, peer-review is among 

them: -review process 

is another indication of journal standards 

and signifies overall quality of the research 

presented and the completeness of cited 

 [8]. 

  

Of the 13 titles in JCR Social Sciences 

Edition, one is not part of the Index of 

Mexican Journals of Scientific Research  

 

 

 

 

 

 

 

and Technology, of the 26 titles in JCR 

Science Edition, four are not included in the 

Index of Mexican Journals.  

 

Journals in the Index, financed by the 

National Council of Science and 

Technology of Mexico have supposedly 

immediate social impact [9], and must be 

subjected to a strict peer-review process.  

 

The mainstream journals are published by 

academic institutions (Table 1) located in 

the country´s capital (Table 2). Accepted 

papers are published mainly in Spanish 

language although seven journals are 

published in English cover to cover (Table 

3). 

 

 

Table  1. Typology of publishers of 

Mexican mainstream journals in JCR 

Sciences and Social Sciences Editions 

 

Typology Social 

Sciences 

Edition 

Sciences 

Edition 

Academic 5 12 

Learned 

societies 

1 7 

Private 

health 

- 1 

Public 

health 

2 1 

Public 

sector 

1 1 

Research 4 4 

 

Table  2.  Geographic distribution of 

Mexican mainstream journals  

 

 Social 

Sciences 

Edition 

Sciences 

Edition 

Country´s 

capital 

11 21 

Country´s 

states 

2 5 

 

 

 

Table  3.  Language of publication of 

mainstream journals 

 

Language SSE SE 

Only Spanish 5 2 

Only English - 7 

Spanish/English 5 15 

Spanish/English/French/ 

Portuguese 

3 2 

 

 
Almost half of the journals in JCR Social 

Sciences Edition indicate explicitly in the 

Instructions to Authors, that the 

manuscripts will be reviewed by two 

experts and, in some cases that number 

increases to three. The remaining six titles 

only state that the articles submitted for 

publication will be submitted to review 

(Table 4). Three titles specify that the 

review will be double-blind. 
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Table 4 . Number of reviewers of 

Mexican mainstream journals in the 

JCR Social Sciences  and Sciences 

Editions 

 

Edition 1  2  3  No 

indication 

SSE 0 7  0 6  

SE 0 4 2   20  

  

 
For titles in JCR Science Edition, except 

three, it is mentioned that the items will be 

reviewed prior to acceptance: one journal 

indicates that the authors may suggest 

reviewers; one has an open system of 

review. Three of the journals publish the 

referees.  

 

It is agreed that peer review is a good way 

to assess research papers [10]. However, is 

it necessary to mention how many experts 

will review a paper or the type of review 

the manuscripts should by subjected? If 

most mainstream journals specify that 

submitted papers will be evaluated without 

indication of the number of reviewers why 

Mexican journals are very punctilious about 

the number? 

 

With regards to the use of ICT, most of the 

journals in JCR Science Edition and Social 

Sciences Edition use e-mail for submitting 

manuscripts, but e-mail still coexists with 

traditional printouts sent by mail. Of the 

thirty nine JCR journals, only seven accept 

manuscripts online (Table 5). Twenty seven 

titles indicate that the files must be in 

Word, TXT or PDF (Table 6). Eleven titles 

indicate that images must be submitted in 

JPG, TIFF or EPS (Table 7). The 

availability of an editorial manager is not 

mentioned in any of the 39 mainstream 

journals as well as the use of LaTeX which 

is helpful for the publication of papers 

(LaTeX. Available: http:www.latex-

project.org/) or recommendations about the 

use of software such as iThenticate 

(iThenticate. Available: 

http://printfu.org/ithenticate) or Turnitin 

(Turnitin. Available: 

https://turnitin.com/static/index.php) to 

ensure that  authors have cited their sources 

properly and not plagiarized.  

 

 

Table   5. Via of submission of papers 

to mainstream journals  

 

Via Social 

Sciences 

Edition 

Sciences 

Edition 

e-mail 5 9 

e-mail/printout 4 8 

Online 1 2 

Printout - 1 

e-mail/online - 1 

e-mail/CD - 2 

online/e-

mail/CD 

- 2 

printout/CD - 1 

fax/e-mail 1 - 

e-

mail/printout/CD 

1 - 

online/printout 1 - 

 

 

Table 6. Document format of papers 

submitted for publication in 

mainstream journals 

 

Format Social 

Sciences 

Edition 

Sciences 

Edition 

Word 8 10 

Word/RTF 1 1 

Word/Open 

Office 

1 - 

Word/PDF 1 2 

PDF - 1 

Word/CD - 1 

Postscript/PDF - 1 

Word/TXT - 1 

No indication 2 9 
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Table  7.  Format of images of papers 

submitted to mainstream journals 

 

 

Formal SSE SE 

JPG/TIFF/EPS 2 - 

JPG 1 1 

EPS/WMF/CDR/AI  1 

TIFF/printout  1 

TIFF/JPG  2 

CD/printout  1 

TIFF  2 

PDF  1 

BMP/JPG  1 

 

 
CONCLUSION 

The results indicate rarely used practices in 

mainstream journals published abroad such 

as the indication of the type of review and 

the number of reviewers. Also, there is 

scarce mention of how ICT is applied. 
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ABSTRACT 

In this paper we propose a novel approach to solving the nearest 

neighbor search problem. We propose to build a data structure 

where the greedy search algorithm can be applied which is 

known to have logarithmic complexity in structures with 

navigable small world properties. The distinctive feature of our 

approach is that we build a non-hierarchical structure with 

possibility of local minimums which are circumvented by 

performing a series of searches starting from arbitrary elements 

of the structure. The performed simulation shows that the 

structure built using the proposed algorithms has navigable 

small world properties with logarithmic search complexity 

which is retained even for high-dimensional data. 

Keywords: Similarity Search, Small World, Distributed Data 

Structure 

1. INTRODUCTION 

We present a new approach for solving nearest neighbor search 

problem in general metric space. This problem appears when 

we need to find a closest object     from finite set of objects 

    to given query    , where   is the set of all possible 

objects (data domain). Closeness or proximity of two objects 

         is defined as distance function          . 

In general, the search problem can be described as follows:  

Let   be a domain, d a distance measure on  , and (    a 

metric space. Given a set     of    elements, preprocess or 

structure the data, so that proximity queries are answered 

efficiently.  

The nearest neighbor search problem is relevant to many 

applications such as pattern recognition and classification [1], 

content-based image retrieval [2], machine learning [3], 

Recommendation systems [4], searching similar DNA sequence 

[5], semantic document retrieval [6]. 

In a trivial case data structure   is a simple linear list. The 

complexity of addition operation is     , but searching for 

closest object for   requires evaluation of the metric function 

for every element from the set of objects  . This amounts to 

complexity     , where   is the number of objects in  . 

General way to reduce amount of distance measure calculations 

consists of building a set of equivalence classes, discarding 

some classes, and exhaustively searching the rest [7]. Authors 

also showed that two main techniques based on equivalence 

relations, namely, pivoting and compact partitions encompass 

all the existing methods. Pivot technique relies on taking   

pivots and mapping the metric space onto    using the    

distance and they can outperform a compact partitioning index 

if it has enough memory. Methods based on compact partition 

are more efficient for spaces with high dimensionality.  

However, methods from both classes generally use either data 

structures with tree topology (GNAT, GHT, SAT, BST, VT, 

MT) or, in some cases, distance matrix (ALAESA, LAESA) 

We suggest using for solving nearest neighbor problem a data 

structure with small word network topology presented by graph 

      , where every object    from   is uniquely associated 

with vertex    from   .  Thereby searching for the closest 

element to query   from the data set   will take the form of 

searching for a vertex in the graph       . 

Application of that approach is based on follows: 

 There exist algorithms for building small world 

networks that have the ability to perform nearest 

neighbor and addition of a new object to the structure 

with complexity of      [8]. 

 Small world networks have no root element.  

 All operations (addition and search) use only local 

information and can be initiated from any element 

that has been added to the structure. 

This gives opportunity for building decentralized similarity 

search oriented storage systems where physical data location 

doesn’t depend on the content because every data object can be 

placed on the arbitrary physical machine and can be connected 

with other by links like in p2p systems. Such storage systems 

can provide simultaneous access to  large numbers of users for 

performing data search and addition), have good fault tolerance 

and have unlimited scalability in terms of performance and 

capacity.  

One of the basic vertex search algorithms in graphs is greedy 

search. This algorithm has simple implementation on the 

structure that has small world network topology and can be 

initiated from every vertex. 

In order for the result of the algorithm to be the exact nearest 

element to the query, the network should contain the Delaunay 

graph as its subgraph, which is dual to the Voronoi tessellation 

[9]. 

However, the requirement of search in for the exact nearest 

neighbor can be excessive (optional) for the applications 
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described above. So the problem for finding the exact nearest 

neighbor can be substituted for the approximate nearest 

neighbor search, since we don’t need to support whole/exact 

Delaunay graph. 

For the search algorithm to be logarithmically scalable, the 

small world network should have navigation property that was 

already discussed in [8] 

In this paper we present the algorithm for data structure 

construction based on small world network topology with graph  

       which uses greedy search algorithm for finding 

approximate nearest neighbor. Graph        contains 

approximate Delaunay graph and has navigation property. 

Search algorithm has the ability to change accuracy of search 

without modification of the structure. Presented algorithms do 

not use the coordinate representation and do not presume the 

properties of linear spaces, because they are based only on the 

metric computation between objects, and therefore is applicable 

to data from general metric spaces. 

2. RELATED WORKS 

Kd-tree [10] and quadra trees [11] were among the first 

structures for solving exact nearest neighbor search problem. 

They perform well in 2-3 dimensions (search complexity is 

close to        ), but analysis of the worst case for that 

structures [12] indicates             search complexity, 

where   is dimensionality. 

Other structures which have tree topology such as variants of 

kd-trees, R-trees and structures based on space-filling curves are 

surveyed in [13]. They also have good performance when 

searching in a low-dimension (   ) metric space, but they 

quickly lose their effectiveness with increasing number of 

dimensions [14]. A more effective data structure for exact 

nearest neighbor search in    with search complexity 

          has been described in [15]. But as can be seen, 

search complexity has exponential dependence from the number 

of dimensions. 

Structures such as mvp-tree [16], vps-tree and vpsb-tree [17] use 

“vantage point” technique, but no analysis has been provided 

for search complexity in spaces with high number of 

dimensions. 

In general, presently there are no methods for effective exact 

nearest neighbor search in high-dimensionality metric space. 

The reason behind it lies in the "curse" of dimensionality [7]. 

To avoid the curse of dimensionality while retaining the 

logarithmic scaling of the number of elements, it was 

proposed to reduce the requirements for finding the nearest 

neighbor, making it approximate. 

Thus a large number of papers appeared which proposed to 

search for  nearest neighbor with ε accuracy (ε-NNS). For 

example, Arya and Mount proposed methods with search 

complexity         , but preprocessing requires       and 

algorithm was applicable only to data from Ed [18]. 

Kleinberg proposed two methods [19] for solving ε-NNS. First 

method requires             preprocessing time and query 

time polynomial in     and     . Another method with 

preprocessing polynomial in d,  ε and n, but with query time 

           . Also both methods are applicable only to data 

from Ed 

The first algorithms with search complexity polynomial in  , 

    , ε-1 and polynomial preprocessing time for fixed ε were 

proposed  by Indyk and Motwani in [20] and Kushilevitz, 

Ostrovsky and Rabani in [21]. Indyk and Motwani were the first 

ones to relax ε-ANN problem to approximate point location in 

equal balls (ε-PLEB). For the formulation of the problem in ε-

PLEB points in metric space expand to the balls with center at 

this point and radius (1+ ε)r, it is necessary to determine which 

ball belongs to the query  . Also in [20] proposed a second 

method, which uses the concept of locality-sensitive 

hashing regarding formulation of the problem ε-PLEB, with 

search time            , 

however requires near quadratic memory (for small ε). In 

addition, the first method is applicable only for   , and the 

second for the Hamming space. 

In general, the concept of locality-sensitive hashing has become 

popular in the last decade to solve the ANN problem. Other 

works using the concept of locality-sensitive hashing are [22], 

[23]. But they all have the same major drawback: each 

algorithm is focused on a narrow class of metrics such as 

Hamming distance, Jakarta or    norms for Euclidean space. 

Thus it is necessary to create digests in order to decide which 

method to choose. 

The first structure for solving ANN in Ed with topology of small 

world networks is Raynet [24]. It is an extension of earlier 

work by the same authors Voronet [25], which solved the 

problem of the exact NN in E2. Originally Voronet 

was envisioned as a p2p network, where every node has 

coordinates in E2. In Raynet every node has the coordinates in 

Ed. The system supports two levels of links  - short for correct 

work of the greedy search algorithm and long - for logarithmic 

search. Short links correspond to edges of Delaunay graph, 

i.e. each object has references to objects that are neighbors of its 

Voronoi region. The main difference of Raynet from Voronet is 

that in Raynet every object doesn’t know all of its Voronoi 

neighbors, i.e. Raynet obtains neighborhood with 

approximately using the Monte Carlo method. 

Raynet is the closest work to ours in terms of general concept.  

But unlike Raynet, we propose a structure that works with 

objects from arbitrary metric spaces. 

3. STRUCTURE OVERVIEW 

We solve the problem of approximate nearest neighbor search 

formulated as follows: given objects from domain   with 
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distance function        . For finite set               

    an effective probability search method is required to 

find      which is closest to    . Effective method means 

that search complexity must scale logarithmically with the 

number of elements in  . The exact search is not guaranteed, i.e. 

the result of the algorithm may be an element that is not 

true nearest neighbor, nevertheless structure and algorithms are 

designed to minimize the probability of this and there is a 

possibility to adjust it by varying the parameter of the search 

algorithm without changing the structure. 

The structure of   is constructed as a small world network 

described by a graph       , where the objects from the set 

  are uniquely mapped to the vertices from the set  . The set of 

edges   is determined by the structure construction 

algorithm, so as to ensure correct operation of the greedy search 

algorithm. 

Since in the proposed structure each vertex is uniquely mapped 

to an element from the set  , we will use the terms 

"vertex", "element" or "object" interchangeably. We will use the 

term “friends” for vertices that share an edge. List of 

vertices that share a common edge with the vertex    is 

called the friend list of vertex   . 

4. SEARCH ALGORITHM 

Greedy Search 

The basic search algorithm traverses the edges of the graph 

       from one vertex to another. The algorithm takes two 

parameters: query and the vertex                    which 

is the starting point of search (the entry point). Starting from the 

entry point at each vertex the algorithm computes the metric 

value from query q to each vertex from the friend list of the 

current vertex and then selects the vertex with minimal value of 

the metric. If the metric value between the query and the 

selected vertex is smaller than between the query and the 

current element, then the algorithm moves to that vertex. After 

that the algorithm repeats. The algorithm stops at the vertex 

whose friend list doesn’t contain a vertex that is closer to the 

query than the vertex itself. That vertex is a local minimum. 

Greedy_Search(q: object, venter_point: object) 

1  vcurr ← venter_point;  

2  dmin ← d(q, vcurr); vnext ← NIL; 

3  foreach vfriend   vcurr.getFriends() do 

4     if d(query, vfriend) < dmin then 

5        dmin ← d(q, vfriend); 

6        vnext ← vfriend; 

7  if vnext = Nil then return vcurr; 

8  else return Greedy_Search(q, vnext); 

The element which is a local minimum with respect 

to query q, can be either the true closest element to the query q 

from the entire set of elements of  , or a false closest..  

If every element in the structure had in their friend list all of its 

Voronoi neighbors, then this would exclude the existence 

of false local minimums. Maintaining this condition is 

equivalent to constructing Delaunay graph, which is dual to the 

Voronoi diagram. 

Because it is impossible to determine exact Delaunay graph [26] 

(excluding the variant of the complete graph) we cannot avoid 

the existence of local minimums.  

But for the problem of approximate searching as defined 

above it is not an obstacle since approximate search does not 

require the entire Delaunay graph [24]. As shown below, the 

probability of finding the true nearest element tends 

exponentially towards 1 with increase of the average number of 

edges in the approximated Delaunay graph. 

Multi Search  

In order to be able to find the true closest element in a 

network with local minimums, we propose the following 

modification of the search algorithm. We propose to use a 

series of m searches initiated from random vertices and choose 

the result element that is closest to the query from the set of 

found elements. Since the greedy search 

Greedy_Search(q, venterPoint ϵ V)is deterministic for 

each entry point venterPoint ϵ V it either results in a success -

finding the true nearest neigbor, or with a failure - finding the 

element that is not the nearest neighbor of q. 

 

Thus search of the closest element to the same query   may 

result in finding of the true nearest neighbor or a false nearest 

neigbor depending on the entry point from which the search 

algorithm started.  

Since we can choose the entry point at random,  there is a 

probability   of finding the true closest to the particular element 

q (but not to all elements). Moreover, this probability is always 

nonzero, because it is always possible to choose the exact 

nearest neighbor as the entry point, which subsequently will be 

returned by the greedy search algorithm. 

If probability to find true closest in one search attempt is p then 

probability to find the same element in   search attempts is 

        , so failure probability decreases exponentially 

with the number of search attempts. Thus, we can 

improve search precision, increasing the parameter   - number 

independent searches. 

Multi_Search(object q, integer: m) 

1  results: SET[objects]; 

2  for (i   0; i < m; i++) do 

3    enter_point   getRandomEnterPoint(); 

4    local_min   Greedy_Search(query, 

enter_point) 

5    if local_min   results then 

6       results.add(result); 

7  return results; 

185

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



If    , where   is the number of elements in the structure, 

the algorithm becomes exhaustive search. 

If the graph of the network has small-world properties, then it is 

possible tp choose a random vertex in a number of random steps 

proportional to      , which doesn’t affect overall logarithmic 

search complexity. 

Therefore the overall complexity of the search will increase no 

more than   times. 

5. DATA ADDITION ALGORITHM 

Since we build an approximation of the Delaunay graph,  there 

is much freedom in the choice of construction algorithm. For 

example in [24]  it is proposed to build approximate Delaunay 

graph which minimizes the volume of Voronoi region for a 

fixed number of edges for each vertex in the graph. In [27] it is 

proposed to connect new element with k closest objects which 

are already in the structure. It is based on the idea that 

intersection of the set of elements which are Voronoi neighbors 

and the k closest elements is large. In [27], [28] authors also 

have shown theoretically and confirmed by experimental results 

that graph which constructed by proposed algorithm has 

properties of small world network if elements arrive in random 

order.  

We propose a modified variant of this algorithm which is 

distinguished by the fact that that the search for k nearest 

elements uses a series of searches. 

The algorithm takes three parameters: the object to be added to 

the structure and two positive integers k 

and init_attempts. First, the algorithm determines a set 

of local minima, using the procedure Multi_Search, which 

produces a series of independent searches on init_attempts of 

randomly selected elements from the set of objects that already 

have been added to the structure. After that algorithm 

determines neighborhood u, which contains all neighbors of 

each found local minimums. Set u is sorted in ascending order 

by distance from the object new_object to be added. After 

that new_object is connected with the 

first K nearest elements from the set of u. 

Nearest_Neighbor_Add(object: new_object, 

integer: k, integer: init_attempts) 

1  SET[object]: localMins   

MultiAttempts_Search(new_object, 

init_attempts); 

2  SET[object]: u   ; //neighborhood; 

3  foreach object: local_min   localMins 

do 

4    u   u   local_min.getFriends(); 

6  sort the set u so to satisfy the 

condition d(u[i], new_object) < d(u[i+1], 

new_object) 

7  for (i   0; i < k; i++) do 

8    u[i].connect(new_object); 

9    new_object.connect(u[i]); 

Fig 1 shows the structure which is constructed by 

Nearest_Neighbor_Add algorithm for points from E2. 

Circles denote the elements. The numbers near 

thems correspond to the addition order. Solid lines show 

the links (edges) between elements. Dotted lines correspond to 

the borders of Voronoi tessellation. Delaunay graph edges 

between elements 0 and 10, 1 and 9 are missing. The 

structure obtained by the algorithm with parameters m = 3 

and attemptsNumber = 5. Element with  number 0 is a local 

minimum, which is not the closest to queries that fall into the 
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shaded area "A", respectively 10 for the "B", 9 for D and 1 for 

the region"C". Hatched lines show the paths of the two search 

algorithm runs for  query q in the region "B". The algorithm run 

which starts from vertex 7 stops on the element 10 which is 

local minimum, but not the closest to the query q. However, 

the algorithm run which starts from vertex 5 finds the true 

closest vertex to the query q.  

6. EXPERIMENT RESULTS 

 

We have implemented the algorithms presented above in order 

to validate our assumptions about 

the logarithmic search complexity dependence of the total 

number of elements. 

We used randomly selected points from the ED as test 

dataset.  L2 (Euclidean distance) was selected as proximity 

function 

  elements were added to the structure. We chose the number of 

search attempts m  so that the probability of finding the true 

closest element to the query was not less than 95%. The number 

of metric calculations was measured. The graph shows 

the percent of scanned elements (vertical) with an increase 

in the number of added elements in the structure (horizontal). 

The graph (Fig 2) shows that with the increase of number 

of elements in the structure, the percentage of visited elements 

decreases, and the curve becomes a straight line with angle 45 

degrees. This gives us grounds to speak 

of logarithmic complexity of the search on the number 

of scanned elements. 

The graph shows that the curve for higher 

dimensions behaves similarly. From this we can make the 

assumption that there is no exponential dependence from the 

dimension of space. But it requires more careful study. 

7. CONCLUSION 

We have proposed a method of organizing data into a small 

world topology data structure suited for approximate nearest 

neighbor search in metric space. 

We have created a modified   nearest neighbor connection 

algorithm which is one of the possible algorithms for 

construction of small world data structures with navigation 

properties.  

Simulation results confirm logarithmic dependency of search 

complexity from the number of elements in the structure. 

All proposed algorithms use only local information on each step 

and can be initiated from any vertex.  

All elements in the structure are of the same type, there is no 

central or root element.  

Thus, all mentioned structure properties are a basis for using the 

structure for building totally decentralized data storage systems. 
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ABSTRACT 

Decision-making is a cognitive mental process which selects 

certain actions among several alternatives for a specific problem. 

Human beings sometimes make intuitive decisions without 

advanced analysis and judgment. However, some problems need 

sufficient information to generate superior solutions. Group 

decision-making eases personal biases, enabling participants to 

discuss, argue and coordinate a coalition of ideas. This research 

provides a social network based group decision model which 

accounts for collective intelligence. This work considers peers 

from a user’s social network as experts in the group 

decision-making process and each peer has its own Internet 

agent. The purpose is to conduct a virtual group 

decision-making process over the Internet at anytime. Each 

agent can reason by enabling the CBR (case-based reasoning) 

approach and discuss by the proposed decision model. The 

proposed agent-based CRR approach for group decisions 

attempts to improve efficiency and effectiveness for a quality 

decision, which is extremely critical and crucial. The proposed 

approach (1) empowers collective intelligence from a social 

network, (2) enhances trustworthy group decisions of the social 

network (i.e., each level of social network has selected experts), 

(3) ensures heterogeneity of selected experts, and (4) diminishes 

the domination of certain experts. 

 

Keywords: Social network, Case-Base Reasoning, Delphi 

method, Collective intelligence, Group decision 

 

1. INTRODUCTION 

Decision-making is a cognitive mental process which 

selects certain actions among several alternatives for a specific 

problem. The output of a decision making process should 

include actions or options. Human beings sometimes make 

intuitive decisions without advanced analysis and judgment. 

However, some problems need sufficient information to generate 

superior solutions. Theoretically, a person’s decision-making 

style may cause cognitive or personal biases (e.g., information 

overload or selective perception). Group decision-making eases 

personal biases, enabling participants to discuss, argue and 

coordinate a coalition of ideas (Rohrbaugh, 1979). Laughlin et al. 

(2002) indicate that groups may be effectively superior to 

individuals in processing information. 

Certain group decision-making methods are currently 

utilized (Brockhoff, 1983); for example, the Delphi method, the 

brainstorming method, and the nominal group technique. 

Jelassiand and Foroughi (1989) indicate the significance of 

negotiation support systems (NSS) and discuss 

negotiation-structuring issues that group decision should account 

for when designing NSS. Particularly, the Delphi method is a 

systematic interactive forecasting method for obtaining forecasts 

from a panel of independent experts. The Delphi method was 

developed, over a period of years, at the Rand Corporation at the 

beginning of the cold war to forecast technology impact on 

warfare (Helmer and Rescher, 1959). The technique is a method 

of obtaining an intuitive consensus of group expert opinions 

(Wedley et al., 1979; Morgan et al., 1979). 

This research provides a social network based group 

decision model which accounts for collective intelligence (e.g., 

Wikipedia). Social network researches have been investigated 

for many years, but the concept of combining social network and 

group decision making is still lacking. This work considers peers 

from a user’s social network as experts in the group 

decision-making process and each peer has its own Internet 

agent. The purpose is to conduct a virtual group 

decision-making process over the Internet at anytime. Each 

agent can reason by enabling the CBR (case-based reasoning) 

approach and discuss by the proposed decision model. Thus, this 

research devises a system (iGD), based on the proposed 

approach to verify feasibility and validity. 

The proposed agent-based CRR approach for group 

decisions attempts to improve efficiency and effectiveness for a 

quality decision, which is extremely critical and crucial (Boje 

and Mumighan, 1982). In short, the proposed approach (1) 

empowers collective intelligence from a social network, (2) 

enhances trustworthy group decisions of the social network (i.e., 

each level of social network has selected experts), (3) ensures 

heterogeneity of selected experts, and (4) diminishes the 

domination of certain experts.  

 

2. iGD SYSTEM FRAMWORK 

2.1 Group Decision Making Concept 
This study accounts for collective intelligence power from 

a social network. This work considers that people from a user’s 

social network are valuable providing sufficient suggestions to 

the user. Consequently, this paper proposes a CBR-based 

decision concept for group decision-making based on the Delphi 

method. Equation (1) demonstrates the concept as follows. In 

Eq. (1), SN(Es) are the selected experts through the user’s social 

network. The CBR function enables each agent to reason 

through the solutions based on past experience. The TR function 

estimates the required number of solutions (ideas) as the 

threshold to ensure the width of solutions. The DP function 

furnishes the traditional Delphi method concept in terms of 

anonymity, group decision making, and systematic forecasting. 

Finally, certain decisions are the final outputs from this model. 

))()),((( EsTREsSNCBRDPGDs =        (1) 

 

2.1.1 Expert Selection Module 
The expert selection module (ES Module) is the foundation 

among other modules, selecting appropriate experts from the 

user’s social network. The current study assumes that the user 

has a pre-defined social network with a specific level as shown 

in Figure 2(a). Supposedly, the user has a social network 

including friends, relatives, and families. Persons in the first 

level are the most familiar peers for the user and considered as 

strong ties.  Persons in the second level are familiar with the 

189

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



 

 

ones from the first level and considered as weak ties. The same 

concept is expanded to the following levels. The given number 

of experts from our model generates the number of levels. The 

selected process should avoid a strong tie situation (Fig. 2(b)); 

for example, selecting user A in the first level but un-selecting 

user A’s friends in the second level. This attains heterogeneity of 

selected experts and good quality decisions. 

 

 
Figure 1 (a) pre-defined social network  

(b) concept of the expert selection 

 

To propose a heuristic model for expert selection, this work 

assumes N is the selected experts, L is the required levels of the 

social network, K is the actual numbers of friends for each level, 

n is the number of peers for each social network level, n’ is the 

modified number of experts for each social network level, and i 

and p represent the current level. N is greater than three, 

ensuring the minimum number of experts in a group decision. 

That is, 1,,2,3 ≥≥≥ ipiN . 







=

3

N
L                                        (2)                                                          

 In Eq. (2), we set the total number of levels as the ceiling 

of N divided by three. This ensures the minimum number of 

levels (L=1) if the number of experts is given as three (N=3). 

For example, if the person prefers to five experts (N=5) then the 

number of levels will be two (L=2). This also increases expert 

heterogeneity if the number of levels rises.  

This research also separates two situations for selecting 

experts from each level: (1) the required number of experts is 

always equal to or lower than the actual number of friends for all 

levels and (2) the required number of experts is greater than the 

actual number of friends for an unknown level. However, the 

given number of experts as three (N=3) might be an exception 

for the following two situations. That is, ES module selects all 

three experts from the first level.  

 

(a) if ii Kn ≤  (assume all ni is less than Ki) 

In Eq. (3), the number of selected experts for the first level 

is the floor of N divided by three. This ensures the minimum 

number of experts for the first level (n1=1) if the number of 

experts is given as four (N=4). For example, if the person 

prefers to seven experts (N=7), then the number of experts for 

the first level will be one (n1=2). 







=

3
1

N
n                                       (3)                                                           

  

Equation (4) represents the number of experts for each 

level except the first level. ni is equal to the ceiling  difference 

between the given number of experts and the number of experts 

for  previous levels ( ∑
−

=

−
1

1

i

z

znN )  divided by the remaining 

number of levels ( ∑
−

=

−
1

1

i

z

zLL ). For example, if the person 

prefers to seven experts (N=7), then the number of experts for 

the first level will be two (n1=2) and the total number of levels is 

three (L=3). Conversely, the remaining number for the other 

levels (except the first level) is three and two (i.e., n2=3, n3=2). 

Meanwhile, Eq. (5) represents that the actual number of peers 

for each level ( iK ) should be greater than the required number 

of experts ( in ). 
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ii Kn ≤                                          (5)                    

 

(b) if 
pp Kn >  (assume one level of np is greater than Kp) 

The second condition assumes a level with an insufficient 

number of peers for selection. In Eq. (6), Kp is the actual 

number of peers and np is the required number of experts for a 

specific level p. Once the required number is greater than the 

actual number ( pp Kn > ), ES module needs to select a new 

level (p+1). The required number of experts for a new level is 

the difference between the required number of experts and the 

actual number of peers for the previous level (i.e., pp Kn − ). 

)(' 1 ppp Knn −=+                               (6)                                 

We utilize the same example in the aforementioned section. 

The required number of experts for the third level is two (n3=2) 

but we assume the actual number is one (Kp=1). That is, one 

expert will be selected from level four (n4=1) owing to the 

minus of n3 and Kp. Moreover, Eq. (6) is the iterative process 

while the actual number of peers is lower than the required 

number of experts for any level. The iterative process does not 

terminate until all the required experts are selected from required 

levels. 

 

2.1.2 Case-Based Reasoning Module 
Researchers originally used Case-Based Reasoning (CBR) 

for specific or independent fields such as dynamic memory 

theory. Recent researches have used CBR in computer-based 

cognition processes. CBR applies artificial intelligence (Perner, 

2008), which reasons through possible solutions from results of 

past cases or experience. CBR includes four steps: retrieve, 

reuse, revise, and retain (Aamodt and Plaza, 1994). This work 

assumes each expert as represented by an agent. Theoretically, 

each agent selects similar problems of past case(s) from the case 

base (retrieve) and reuses the solutions of case(s) to solve 

existing problems. The provided solutions are revised 

accordingly to form appropriate solution(s). If the process 

generates new problem(s) or solution(s), the agent retains it and 

stores it back to the case base for future utilization. CBR is 

constructed from past cases and has well-defined problems 

within attributes and solution(s). 

The similarity of cases is significant as it may affect 

outcome quality. Changchien and Lin (2005) combine AHP and 

CAPM (Core Process Analysis Matrix) to apply CBR from a 

marketing perspective. They use the concept of minimum 

distance (Euclidean Distance) to estimate the similarity of two 

cases. This research utilizes the same concept to discover similar 
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cases and the equation is shown in Eq. (7). 

( )∑
=

−=
f

g

gg yxYgXgdist
1

2
),(               (7)                                             

In Eq. (7), we assume X is the new case, gx  is the set 

of attributes of case X, Y is the existing case, and gy  is the set 

of attributes of case Y. We estimate the distance by calculating 

the distance of every attribute represented by ),( YgXgdist . 

For example, we assume  a new problem X1 with four 

attributes (i.e., ( ) ( )1,1,2,2,,,1 4321 == xxxxX ) and two 

existing cases Y1 and Y2 that both have four attributes (i.e., 

( ) ( )1,2,2,2,,,1 4321 == yyyyY and ( ) ( )1,3,2,2,,,2 4321 == yyyyY ). 

The distances for X1/Y1 and X1 /Y2 are estimated by the 

concept of Euclidean distance (i.e.,  

( ) 101001,1 =+++=YXdist and ( ) 204002,1 =+++=YXdist ). 

Hence, the distance for X1/Y1 is shorter than X1/Y2, which 

means X1 is similar to Y1 and the Y1 solutions will be extracted 

to help solve the X1 problem. 

 

2.1.3 Solution Threshold Determination Module 
The solution threshold determination module (STD Module) 

is the component to estimate the minimum number of possible 

solutions. This ensures that selected experts provide sufficient 

numbers of decisions. The threshold signifies that the number of 

solutions should be large enough when the number of experts 

increases. This research proposes a solution threshold in the 

group decision model to attain better decision quality. 

We assume α  is the number of required solutions, and N 

is the given number of selected experts ( 3≥N ). In Eq. (8), if 

the required number of experts is greater than the average 

number of experts, α  should be at least two-thirds greater 

than M. Otherwise, α  should be at least greater than  half of 

M. The rationale is that ideas should increase if the number of 

required experts rises. 

If 





 +
>

2

3 N
N  then 







≥

3

2N
α ; otherwise 







≥

2

N
α   (8)                  

Using the same example, if we set the given number of 

experts as seven (N=7), the number of solutions should be at 

least greater than four ( 4≥α ). Similarly, if we replace the 

given number of experts by four (N=4), the number of solutions 

should be at least greater than two ( 2≥α ). In other words, the 

number of solutions (α ) is subject to the given number of 

experts (N). 

 

2.1.4 Decision Ranking Module 
The decision-ranking module (DR Module) is based on a 

heuristic scoring concept. The estimated number of levels is the 

DR module input. The DR module also generates scores and 

weights for different expert levels. Meanwhile, the DR module 

calculates ultimate scores for each solution automatically by 

multiplying score by weight. Conversely, the top three ranking 

recommendations are the DR module outputs. 

Theoretically, the Delphi method enables experts to 

propose and revise ideas iteratively for two rounds. In the 

proposed model, this work un-limits the number of rounds to 

gain feasible ideas for group-decision making. This work also 

proposes a decision weighting and ranking mechanism to ensure 

consensus of the selected decisions. This concept is similar to 

the Pretty Good Privacy (PGP) trust model, created primarily for 

encrypting e-mail messages using public or conventional key 

cryptography (Zimmermann, 1995). The traditional group 

decision-making approach utilizes questionnaires to attain a 

consensus. However, the approach needs a facilitator to gather 

the questionnaires and summarize the information manually (as 

shown in Fig. 3). The proposed model not only enhances 

efficiency (i.e., selects the solutions quickly) but attains 

effectiveness (i.e., selects the right solutions). 

This research assumes W is the weight, I is the weight 

interval for each level, X is the total number of proposed 

solutions (ideas), Ey represents a specific expert y, q stands for 

the level of expert y, S is the solution (idea) set, s  mean a 

specific solution, and r is  solution ranking from the expert. In 

Eq. (8), the weight interval of each level is estimated by the 

reversed total number of levels, plus one. This ensures that the 

top three solution weights are not equal to zero. The estimated 

weight interval sets the different decision weights of varied 

levels of experts in Eq. (9). The decision weight supposedly 

decreases if the expert level increases. This distinguishes the 

differences among different levels of experts. The first level of 

experts should have higher decision weight than experts in the 

second level.  

For example, if the total number of levels is three (L=3), 

the weight interval will be a quarter (
4

1
=I ). The decision 

weight for first level experts is three-quarters (
4

3
1 =W ) and the 

second level is one-second (
2

1
2 =W ). 








+
=

1

1

L
I                                       (8)                                                         

)*(1 IqW
q

−=                                (9)                                                  

 In Eq. (10), the current study considers the top three 

solutions as the priority for from each expert’s ranking list. If the 

solution is prioritized as first (r=1), the solution score will be 2X.  

This distinguishes the different scores of different solutions at 

various priorities. Hence, the final score of a solution ( rs ) is 

estimated by multiplying the score (







r

X2 ) and weight 

(
yE

qW ) of the solution. Finally, we sum and rank the solution 

scores appearing in each expert’s list in Eq. (11). 

yE

qr W
r

X
s 








=

2                              (10)                                 
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∈
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3. iGD SYSTEM EVALUATION 

This section provides two evaluating metrics to 

demonstrate iGD system performance: Accuracy and Precision. 

Accuracy is the percentage of the number of solutions the user 

selects to the number of recommended solutions. Equation (12) 

demonstrates the concept of Accuracy, where i denotes the 

ranking among recommended solutions, qi specifies whether the 

user selected the recommended solutions for i (e.g., qi =1 for 

selected and qi =0 for unselect), and system_R indicates the 

number of top-ranked solutions (e.g., system_R =3 means there 

are three top-ranked solutions). For example, if the user selects 
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the recommended solutions from the top 1 and top 2 but does 

not select from the top 3, Accuracy value will be 66.7%. 

Rystem
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 Precision is the percentage of matches between the 

system’s ranking and the user’s ranking based on the number of 

solutions selected among all the solutions. Equation (13) 

reveals the concept of Precision, where θ  denotes the number 

of selected solutions among all the solutions and ρ  indicates 

the number of ranked solutions that both the system and the user 

selects. For example, if the user selects two solutions (ranks jn 

top-1)/1 solution (ranks in top-2) and recognizes only one 

solution from the top-1 ranking as the preferred top-1 ranking, 

the value of Precision will be 33.33%. 

 

3.1 Experiment Setting 
 This section collects different social networks from three 

users and uses the experiment to verify Accuracy and Precision 

of the iGD system. The experiment collects users’ preferences 

and their social networks and uses the information to conduct 

the experiment for each user. The system generates a list of 

recommendations (top 3) for each user and requests users to 

select and rank the recommendations in order to validate their 

performance. The number of experts is determined by the 

collected social network; that is, the range is 3 to 12 for user A, 

3 to 9 for user B, and 3~12 for user C.  The experiment also 

randomly assigns a number of missing attributes in the case 

matching process (CBR). Each case includes a total of sixteen 

attributes and this research allows a range of missing attributes 

between 0 to 8 to verify accuracy of the CBR approach. Hence, 

this work simulates ninety experiments for user A (i.e., ten 

different experts and nine different missing attributes), 

sixty-three experiments for user B (i.e., seven different number 

of experts and nine different number of missing attributes), and 

ninety experiments for user C. The simulated experiments also 

automatically generate the number of rounds. The results reveal 

that the discussion is averagely determined between three and 

five rounds, confirming the research of Rowe et al. (1999) who 

specified at least two rounds to qualify for the traditional Delphi 

method. The following sub-sections provide a cross analysis for 

three experiments and the summary of the two indicator results. 

 

3.1.1 Background of three Social Networks 
The experiment collects three users’ preferences and 

social networks. The total numbers of peers for three users are 

different; for example, forty-three peers for user A, fifty-seven 

peers for user B, and thirty-five peers for user C. Structures of 

three social networks are particularly diverse. User A has the 

most peers in the 2nd level (61%), user B has the most peers in 

the 1st (39%) and 2nd levels (39%), and user C has the most peers 

in the 3rd level (40%) and 2nd level (31%). All users have few 

peers in the 4th and 5th levels and only user C has two peers in 

the 5th level. 

 
Figure 2 Collected social networks for three users 

3.1.2 Comparison of Accuracy 
 This section compares the results of three users in terms 

of average accuracy for different number of experts and average 

accuracy for different levels of selected experts. The results (see 

Fig. 11) reveal that user A and C have superior average accuracy 

to user B. User A has nearly 70%  accuracy and the accuracy 

enhances when the number of experts increases (e.g., after N=7). 

The variation of average accuracy for user A fluctuates (around 

50% to 100%). Similarly, user C has at least 60% average 

accuracy. The variation of average accuracy for user C is stable 

(around 60% to 100%).  

Conversely, user B also has at leat 60%  average 

accuracy; however, the number of experts is limited to nine due 

to the insufficient number of experts. The variation of average 

accuracy for user B is stable (around 60% to 100%). In 

particular, all users have 100%  average accuracy when the 

number of experts is three. This is because the experts are 

selected only from the  1st level and people always trust their 

friends in a strong-tie condition. That is, the average accuracy is 

extremely high in this situation. The trends for all users also 

reveal that  average accuracy will  enhance if the number of 

experts  increases. 

 
Figure 3 Average accuracy for different number of experts 

The experimental results also reveal that the average 

accuracy decreases when the level of experts increases (Fig. 12). 

Experts for user A provide the most appropriate suggestions, 

especially for the 1st level of experts (100% of accuracy). 

Average accuracy decreases to 74.07% for the 2nd level but 

increases to 79.01% for the 3rd level and 88.89% for the 4th level. 

Conversely, the average accuracy of user B is also higher than 

70% and even the 2nd and 3rd level both have 73.46% average 

accuracy. The 2nd level of user C has the lowest average 

accuracy (68.52%) in the experiment but the average accuracy is 

fair for other levels (80.25% for 3rd level and 71.61% for 4th 

level). In summary, our approach attempts to leverage 

trustworthy experts from different levels. The experimental 

results demonstrate that the number of levels affects average 

accuracy; in other words, average accuracy decreases when the 

level increases. However, average accuracy is superior for most 

experiments (i.e., higher than 70%). 
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Figure 4 Average accuracy for different levels of  

selected experts 

In short, the structures of different users may result in the 

maximum number of experts. For example, the experiment 

results reveal that the maximum number of experts for user A is 

twelve and nine experts for both user B and C. The average 

accuracy for user A is between 60% and 100% and user B and C 

are both between 60% and 80%. Average accuracy for user A is 

incremental and declines for user C. Average accuracy for user 

B fluctuates. This is because the number of experts for all users 

and existing cases for selected experts are insufficient. However, 

all average accuracies are higher than 60%, which means the 

users accepted at least one or two suggestions.  

Conversely, the number of levels also affects average 

accuracy for all users. The iGD system determines four levels 

for user A and average accuracy increases when the number of 

levels increases. The number of levels for user B is three and 

average accuracy diversity is not obvious. The average accuracy 

of the 2nd level and 4th level for user C is lower than other levels. 

Finally, the results provide evidence showing that our approach 

accurately and adequately recommends solutions (at least 60% 

of accuracy) within different social network structures. 

 

3.1.3 Comparison of Precision 
This section compares the results of three users in terms 

of average precision for different numbers of experts and 

average precision for different levels of selected experts. 

Precision is the indicator that measures if the rsolution ranks  

match the user’s ideal list. Results reveal that  average 

precision decreases for user A when the number of experts is 

between four and six (see Fig. 13). The lowest  average 

precision value for user A is 40%. However,  average precision  

increases when the number of experts increases after eight. The 

highest  average precision value is 80%, which means our 

weighting and ranking approach  attains 80%  similarity 

compared to the user’s ideal list.  

The average trend for user B  declines when the number 

of experts increases. This is because the experts for user B may 

be students and have insufficient knowledge about buying 

computers. User B may also prefer fancy shells rather than 

computer functions. The highest  average precision value is 

80% when the number of experts is three, which indicates that 

1st level  experts  recommend solutions adequately to match 

user’s ideal list. Average precision for user C also decreases 

when the number of experts is between four and seven. However, 

average precision  increases when the number of experts raises 

after seven. The highest average precision value is 100% when 

the number of experts is three, which means 1st level experts 

recommend solutions adequately to match user’s ideal list. 

 

 
Figure 5 Average precision for different numbers of experts 

The experimental results also reveal that average 

precision decreases when the level of experts increases (Fig. 14). 

In the experiments, 1st level experts recommend solutions 

adequately to match users’ ideal ranking list (e.g., 100% for user 

C, 80% for both user A and B). The average precision 

dramatically decreases (e.g., 50% for user A, 43% for user B, 

and 48% to user C), which means that 2nd level experts only 

predict 50% of ranking. The average precisions of 3rd and 4th 

levels for user A are still higher than 60% (66% for 3rd level and 

63% for 4th level). However, the average precisions of 3rd and 4th 

level for user B and C are both lower than 30%. This indicates 

that experts from the 3rd and 4th levels may provide totally 

different ranking from the users. The reasons for the user B 

result are that the background of experts is homogeneous and 

user B prefers a specific brand. In summary, different structures 

or numbers of experts may cause various results. In our 

experiments, the performance for user A is superior to user B 

and C. Yet, our approach predicts overall 53% of average 

precision for user C, 50.3% for user B, and 64.3% for user A. 

 
Figure 6 Average precision for different levels of  

selected experts 

 

4. CONCLUSION 

This study proposes a system (iGD) for supporting a 

group decision-making process which is a type of modified 

Delphi method. Anonymity is the major strength of this model; 

meanwhile, the proposed system considers the power of 

collective intelligence from a social network.  The approach 

also provides a way to prioritize and summarize ideas in a timely 

and efficient manner. Compared with the traditional group 

decision making methods (e.g., Delphi, brainstorming, and 

nominal group technique), this work combines the 

characteristics of these methods. For example, brainstorming 

enables a large number of ideas, the nominal group technique 

asserts ideas to be prioritized, and the Delphi method states the 

anonymity of participants.  

The experimental results show that our approach has 
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superior average accuracy (overall higher than 60%), which 

means the iGD system generates adequate solutions from an 

automatic group decision-making process. Results also reveal 

that the iGD system produces at least 50% average precision, 

which indicates our weighting and ranking approach is valid and 

feasible in practice. This paper empowers collective intelligence 

from social networks (i.e., agent-based collective decision 

making), leverages the decision effort of experts (i.e., each level 

has selected experts to contribute together), ensures 

heterogeneity of experts (i.e., assure different levels of experts), 

and diminishes domination (i.e., different weights and ranks for 

various levels of experts).  
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Abstract—This paper presents a practical case of study that
analyzes the behavior of a distributed storage architecture, which
was developed on a hybrid cloud computing environment. Open
source software was used for implementing this architecture. An
elastic service can be supported by virtualization technologies
that allow the architecture to increment and decrement resources
on demand. Performance and resource consumption were evalu-
ated applying different replication techniques, which offer several
levels of data availability and fault tolerance. The obtained results
help to identify the benefits and limitations that arise when a
system based on this architecture is implemented. The prototype
allows us to visualize some trade-offs when applying different
replication techniques depending on the availability, efficiency,
fault tolerance and privacy required by users.

Keywords cloud computing, scalability, virtualization, high
availability.

I. INTRODUCTION

To define the storage requirements for institutions or com-
panies of any size has become a problem with no trivial
solutions. This is mainly due to the very fast generation of
digital information which behavior is very dynamic[1].

In this context, it is common that managers of storage
resources, with the responsibility to make predictions about
the resources that will be needed in the medium term, often
face the following scenarios: a) predictions are below of real
needs, in this case, there will be a problem of resources deficit;
b) generation of an excessive expenditure on the purchase of
storage resources, producing a complex administration and
probably with resources that will not ever be used in the
medium term. This situation makes it attractive the acquisition
of storage services that implement an elastic concept, i.e.,
those having the ability to grow and being reduced on demand,
wherein the costs of acquisition and management are relatively
low.

Nowadays, this service model is called cloud computing. In
this model, storage resources are provisioned on demand and
are paid according to consumption.

Services deployment in a cloud computing environment can
be implemented in basically three ways: private, public or
hybrid. In the private option, resources belong to a company;
this implies an initial strong investment for the company,
because it is necessary to purchase a big amount of storage

resources and assume the administration costs. In the public
version, resources belonging to a third party, where costs
are a function of the resources used. These costs include
administration. Finally, hybrid version contains a mixture of
both. The cloud computing model is mainly supported by
the development of technologies such as virtualization and
service-oriented architecture.

Distributed storage services over a cloud environment pro-
vide omnipresence and make it easier their deployment. This
means that users can access their files from anywhere, while
there exists an Internet connection and without requiring the
installation of a special application (only it is needed a web
browser).

Data availability, scalability, elastic service and pay only
for consumption are very attractive characteristics found in the
cloud service model. Virtualization is playing a very important
role in the cloud computing. With this technology, it is possible
to have facilities such as multiple execution environments,
sandboxing, server consolidation, use of multiple operating
systems, ease of software migration, among others.

Besides virtualization technologies, emergent tools for cre-
ating cloud computing environments that provide dynamic
instantiation and release of virtual machines and software
migration are also supporting the elastic service offered in
this kind of computing model.

Although there are currently several proposals for cloud
storage, such as Amazon S3 [10], RackSpace[3] or Google
Storage[4], which provide high availability, fault tolerance
and services and administration at low cost, there still are
companies that do not feel confident to store their information
in a third-party-owned environment. In these cases, such
companies that would like to take advantages of cloud com-
puting, would require to implement a private cloud solution.
Unfortunately, this option often is beyond the scope of their
budgets. This dilemma makes it attractive to think about a
hybrid solution, in which companies or users in general can
store some information using a private infrastructure, e.g.
sensitive or most frequently used data, and store the rest of
the information in a public cloud.

To evaluate different alternatives of implementation that
might have this kind of companies was the main motivation of
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the architecture presented in this paper. With the development
and evaluation of a prototype of a storage service implemented
on a hybrid cloud environment based on free software, we
wanted to analyze the behavior of a service like this, taking
mainly into account the low cost of the system implementation,
the system efficiency, resource consumption and several levels
of data privacy and availability by using different techniques
of data replication.

The following list summarizes the contributions of this
paper:

1) Proposal of a distributed storage architecture imple-
mented on a hybrid cloud computing environment based
on free distribution software.

2) Results of evaluations made at different settings applied
to the infrastructure, offering several levels of data
availability, fault tolerance and privacy, by means of
implementing different replication mechanisms.

3) Proposal for an innovative replication mechanisms based
on the Information Dispersion Algorithm [2], which was
adapted to a hybrid cloud computing model.

4) A Prototype of a web distributed storage system that
is supported by the architecture presented in this paper.
This system was called DISOC (Distributed Storage on
the Cloud) and represents our proof of concept.

The rest of the paper is organized as follows; section II in-
cludes related work. Section III describes the components that
form the distributed storage architecture, which is supported by
virtualization technologies. Section IV presents an evaluation
of the tests and results obtained from the DISOC prototype
and section V offers some final comments and conclusions.

II. RELATED WORK

Nowadays Amazon S3 is considered a pioneer of cloud
storage solutions.It offers to its users different rates for storage,
according to the amount of the stored data. These rates vary
depending on the data availability required by users. Data
availability is related to the replication technique that will be
used in the Amazon infrastructure[10].

There exist also solutions that take advantages of public
cloud storage using replication techniques that were originated
in RAID, for example RACS[8], which is a proxy that is
located between multiple cloud storage providers and cus-
tomers. It is responsible for distributing data in a way that
it provides an opportunity for clients to tolerate interruptions
in a public cloud storage service or when the price for using
the services is getting high. It uses replication in order to
support those possible situations. RACS offers to its users an
interface similar to Amazon S3, allowing operations such as
PUT, GET, DELETE and LIST. Another proposal is HAIL[9],
a cryptographic distributed system that allows file servers
to provide a secure storage environment. HAIL supports the
failure of any of the servers that make up the system, adding
a degree of security to stored data using an approach based
on the Reed Soloomon error correction codes.

Currently there are public cloud storage infrastructures such
as Amazon S3[10], Rackspace[3], Google Storage[4] that

are being used by distributed file systems such as Dropbox
Dropbox[13], Wala[12], and ADrive[11], that allow users to
store and share file. A common point in these infrastructures
and applications is the use of public clouds. These services
are being very useful for users wanting to have an unlimited
storage space or to backup their data. However, the use of these
type of solutions can be a challenging decision for a business
environment. This is because some organizations have fear of
storing sensitive data in a third party infrastructure or that the
data could not be available at the time they were required. Our
approach suggests creating a hybrid cloud storage environment
(private + public), with low cost infrastructure, in which
only part of the stored data are in the public environment,
minimizing the likelihood of unauthorized access.

III. INFRASTRUCTURE DESCRIPTION

In the previous section, it was mentioned that a small and
medium businesses (SMB) could face some economical and
technical challenges when trying to obtain the benefits of
having their own cloud computing environment (private). Our
proposal is trying to help with those challenges by designing
and implementing an scalable and elastic distributed storage
architecture based on a free and well known open source
tools. This architecture is thought for combining private and
public clouds by creating a hybrid cloud environment. For
this purpose, tools such as KVM[5] and Xen[6], which are
useful for creating virtual machines (VM), were evaluated. For
managing a cloud environment is possible to use tools such
as Open Nebula[15] and Eucalyptus[16].

The hard disks (HDs) integrated into the storage infrastruc-
ture are found in commercial computers (commodities). The
use of this type of HDs makes this architecrure failure-prone.
This was the reason why, we evaluate different replication
mechanisms, which provide several levels of data availability
and fault tolerance. Figure 1 shows the core components(a)
included in the storage architecture (private cloud) and the
distributed storage web system (DISOC) that is used as a proof
of concept(b). It can be seen that the private cloud has an
interface to a public cloud allowing a hybrid environment.

The core components of the architecture are the following:

• Virtual Machine (VM): In our current private cloud
implementation, every core in a physical machine is
ideally thought for running only one virtual machine.
This situation can be changed depending on the level of
workload. The open source tools KVM[5] and Xen[6]
were evaluated to decide which one could offer a better
performance in terms of virtual machine instantiation.
Results of those tests are not included in this paper
due to space limitation. KVM showed a slightly higher
performance than XEN, reason why we chose KVM,
similar results can be found at [17]. Each VM has a
Linux operating system optimized to work in virtual
environments, which requires a minimum consumption
of disk space. The VM also includes an Apache web
server, PHP and some basic tools that were used to build
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Fig. 1. Core components in a private/public cloud storage infrastructure.

the DISOC prototype. Every VM is able to access to a
pool of disks through the DAM module.

• Virtual Machine Manager Module (VMMM). It has the
function of dynamic instantiation and de-instantiation of
virtual machine depending on the current load on the
infrastructure. We evaluated two open source tools for
managing virtual machines, Open Nebula(ONE)[15] and
Eucalyptus[16]. We chose ONE, because it offers more
simplicity in the installation/configuration and has more
support and documentation available online.

• Data Access Module (DAM). In order to improve the
speed of deployment of VMs and the storage service
scalability, it was allocated a minimal physical disk space
in every virtual machine (VM). The real disk space
used by every VM was given by a Data Access Module
Interface (DAM-I), which allows VMs to get access to
disk space by means of a Data Access Module (DAM).
The main function of DAM is to provide transparent
access to the different disks that are part of the storage
infrastructure. It allocates and retrieves individual files
stored on different file servers. In this context, each
VM has the notion of being interacting with a single
disk. DAM is implemented over NFS and includes a file
allocation algorithm that locates the whole file, or part of
it, using a Round Robin policy that follows a sequential
identification mechanism. This allocation scheme allows
DAM to find the location of a file using a minimum of
additional information (metadata). Since DAM is config-
urable, it is possible to evaluate the performance of the
storage service according to several levels of availability,
applying different replication techniques.

• Load Balancer Module (LBM ). It is designed to dis-
tribute the load among different VMs instantiated on the
physical servers that make up the private cloud. The
LBM is configurable, so it is possible to define different
balancing policies. The results presented in this paper
consider a Round-Robin policy. LBM is the main gateway
for the storage service. The NGinx web server[14] was
adapted to become LBM, because this server can work

as load balancer and has a low consumption of resources,
essential point in a virtual environment with limited
resources.

• Load Manager (LM). Basically, this module is responsi-
ble for monitoring the load that can occur in the private
cloud. In general, it keeps track of the average response
time per request in each VM. Exceeding a threshold
(configurable), the manager informs the VMMM in order
for it to deploy a new VM into the private cloud. LBM is
also informed of a new VM that has to be considered in
the load distribution. Likewise, when a low load threshold
is reached, the VMMM will shut down a VM and the
LBM will not consider it in the load balancing process
in future requests.

• Distributed Storage On the Cloud (DISOC). It is a web-
based file storage system that is used as a proof of concept
of our architecture.

A. Replication mechanisms
High availability is one of the important features offered in

a storage service deployed in the cloud. To accomplish this,
the use of replication techniques is very common. DAM is
the component that is configured to provide different levels of
data availability. It currently includes the following replication
policies: no replication, full replication, mirroring and IDA-
based replication.

• No Replication. This replication policy represents the
lowest level of data availability. With this scheme, only
the original version of a file is stored in our disk pool,
following a Round Robin allocation policy, depending
on disk availability. This allocation method prevents
files from being restricted to a single server, providing
a minimal fault tolerance. Figure 2 (a) illustrates this
allocation scheme using a pool of disks (D0...Dn).

• Mirroring. This replication technique is a simple way
to ensure higher availability, without high resource con-
sumption. In this replication, every time a file is stored in
a disk, DAM creates a copy and places it on a different
disk. As shown in Figure 2(b), the distribution of files
follows also a Round Robin policy, adding the copy of
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Fig. 2. Replication mechanisms

the file in the next available disk. The total number of
bytes stored is |F |∗2, where |F | is the size of the original
file.

• Total replication. Represents the highest data availability
approach. In this technique, a copy of the file is stored
in the total file servers available. It is also the strategy
that requires the highest consumption of resources. The
total sum of bytes stored is |F | ∗ n, where n is the total
number of file servers. As it is shown in Figure 2(c).

• IDA-based replication. In order to provide better data
availability, with less impact on the consumption of
resources, an alternative approach based on information
dispersal techniques can be used. The Information Dis-
persal Algorithm (IDA)[2] is an example of this strategy.
When it is required to store a file using IDA, a file of
size |F | is partitioned into n fragments of size |F |/m,
where m < n. These fragments are distributed in n
different disks. IDA only needs to obtain m fragments to
reconstruct the original file. Under this scheme, even if
n−m disks failed, the file would still be recovered, that is
why it is desirable that no more than n−m file servers
fail. IDA provides better fault tolerance than mirroring
without needing to totally replicate the original file. In
this prototype was evaluated IDA with n = 5 and m = 3
(this means a 60% of the original file is replicated).
IDA seems attractive for being used in a hybrid cloud
environment, since it is not necessary to save the entire
file on a single file server (disk), so it could be possible
to send k fragments of the file (where k < m) to a public
cloud storage without revealing the content of the original
file. As shown in Figure 2(d,e).

IV. RESULTS

The evaluation scenario used to test our prototype of a
infrastructure was built basically using 5 commercial PCs
(commodities), which characteristics are shown in first section

Physical machines
Cores Memory Hard disk Network

1 pc 4 4 Gb 640 Gb Ethernet
10/100

4 pc 2 2 Gb 250 Gb Ethernet
10/100

Virtual machines
5 1 1 Gb 1 Gb Virtual
1 1 128 Mb 1 Gb Virtual

TABLE I
CHARACTERISTICS OF THE PHYSICAL PCS AND VMS USED IN THE

PRIVATE CLOUD

of table 1. This private cloud is able to be connected to a public
cloud, allowing a hybrid cloud environment. The features of
the VMs (for this test, there were only 5 VMs, each using one
core) that were instantiated on the mentioned PCs are shown
in section 2 of table I.

In this evaluation, the access to a public storage cloud was
emulated by connecting our private storage cloud with an
external disk, located at a different network through a public
internet connection. For the sake of simplicity (and keeping
full control of the test) in this evaluation was not used a
connection to the Amazon S3 public storage cloud.

Results obtained from this prototype are intended for eval-
uating: a) the impact of having an elastic service and, b) the
behavior of the system when requiring several levels of data
availability, applying different replication techniques.

A. The impact of having an elastic service

As a first step, it was evaluated the impact of having
elasticity in the storage service versus a static service (with-
out elasticity). In the elastic service, a new virtual machine
is instantiated when a workload exceeds a defined thresh-
old. The evaluation uses different workloads generated by
Autobench[7]. The evaluation of the static service was useful
for defining a benchmark that allows us to recognize the
benefits obtained by an elastic service. In this context, it was
compared the behavior of a single physical machine with a
hard disk receiving an increasing workload versus applying
the same workload on a set of virtual machines that were
incrementally instantiated. For this test, the workload basically
consists of a set of requests of a dynamically generated PHP
web page. This web page emulates a processing time on the
server by running a sorting algorithm (bubble type). Trying to
emulate different levels of load on the server, it was defined a
list containing different quantities of elements that had to be
sorted. The results shown in Figure 3 represent the average
response time a customer received when the load balancer
only accessed to one physical machine (red line), and when
the balancer accessed the same physical machine with 1 to
3 (blue line). It can be seen, at the beginning of the test,
when the workload is low, how the response time offered
by the static service (running only on one physical machine)
is better, in some cases up to 4 or 5 orders of magnitude,
compared to that obtained in the execution of the service
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accessing to one virtual machine. In this test, a maximun
response time of 30s was defined as the upper treshold for
a new VM instantiation. It means that when the global system
response time reaches 30 seconds, a new virtual machine
will be instantiated and integrated into the storage service.
It can be seen that the response time in the elastic service
has some considerable falls during the test. This behavior is
not occurring at the time of a new VM instantiation, but at
time when the VM is included in the service by the load
balancer. The instantiation and activation time of the new
VM is between 60 and 90 seconds. At the time the workload
increases, it will be necessary to instantiate another VM. The
elastic service was always able to finish the workload offering
an acceptable response time, while the static service collapsed
and could not meet the total requests. Likewise, when this
descending activity will be monitored until get running only
one VM on all the infrastructure.

Fig. 3. Performance comparison between a fixed and elastic storage service

B. Data availability, evaluation of different replication poli-
cies

DAM component allows us to define the level of data
availability required in the storage service. This can be done
by applying different replication techniques. In this test, it was
defined a benchmark that shows the benefits obtained of using
a distributed storage system versus a centralized version.

For this evaluation, DAM was configurated for having
access to a single disk. This test ran the storage system into
one VM (emulating a centralized processing) with a single
storage server (emulating centralized storage). The rest of the
tests were always considered using a distributed processing (5
VMs) and distributed storage (5 disks that were distributed
on different storage servers encapsulated by DAM). Since the
replication with IDA policy is attractive to a hybrid cloud
service, we compared its behavior in cases when it is only
used on a private cloud and when it is also considering the
use of a public cloud (hybrid model).

Two main metrics were taken for these experiments: 1)
response time: it considers the time from when the user clicks
on the button to upload or download a file, until the point when
the file loading or downloading has finished, in this test, until
the TCP connection is closed down. 2) service time: the time

needed by DAM for locating a file (or part of it) and that
the file is ready to be read by the system component that is
requesting it.

The response time obtained for users during the uploading
process is very similar independently of the replication tech-
nique that was used, except for the hybrid version of IDA. It
can be seen that IDA was very affected when it involved the
access to the external infrastructure (public cloud). The impact
on hybrid IDA is given because some file fragments have to
to be sent to/retrieve from the external infrastructure through
a public internet connection. The main benefit of storing some
file fragments in the external infrastructure is the fact of
having more storage space available in the private cloud. It
is important to remember that the number of fragments that
are sent to the public infrastructure will never be greater than
or equal to m, where m is the number of pieces required to
build the original file.

As it is shown in Figure 4, the response time for down-
loading file using the hybrid version of IDA is also the most
affected. Response times in the downloading process have
similar behavior. For testing the behavior of this version of
IDA, DAM was configurated to always obtain a fragment of
a file from the the public cloud. It should be noted that this
is not the typical case, because in a real scenario, the hybrid
version of IDA only would obtain a fragment of a file from
the public cloud in the cases when it was not able for DAM to
obtain the m needed fragments from the private cloud, which
means that more than n-m disks had failed (worst case).

Service times observed in Figure 4 suggest that again the
higher consumption of time is due to the use of a public
provider. It can be seen that the service time generated mainly
by DAM is minimal compared to the total response time,
independently of the replication technique that is used. The
only exception of this is the hybrid version of IDA, which is
being forced to get access to the public cloud.

V. CONCLUSION

This paper described the design, implementation and val-
idation of a distributed storage architecture that takes into
account a hybrid cloud model. It was introduced DAM,
a simple mechanism for storage consolidation on a hybrid
cloud environment, which is able to offer different levels of
data availability based on users requirements. DAM uses a
lightweight algorithm for file allocation, reducing the amount
of metadata needed with a low resources consumption. An-
other point discussed was the real performance improvement
obtained when using an elastic (virtualized) environment,
instead of a physical environment. This will be true especially
when the system is prone to receive big workloads. Finally,
it is shown how the hybrid version of the IDA algorithm can
be a viable solution for those SMB that want to obtain the
benefits of cloud storage without exposing the content of all
of their files in a third-party infrastructure.
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Fig. 4. Average response time and service time for file uploading(FU) and downloading(FD) using different replication techniques
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ABSTRACT 

 
After the proposal of Zadeh’s “Fuzzy Set Theory”, several kinds 
of extended fuzzy set/logic models have been proposed. Some 
extended models treat any multi-dimensional fuzzy logic system. 
Typically, the models assume a pair of (t, f) for the truth-value of 
an ambiguous proposition A, while t, f ∈ [0,1]. The t means 
truthfulness and f means the falsity of the proposition A. Both 
Atanassov’s “Intuitionistic Fuzzy Set” (A-IFS) model and Oda’s 
Hyper Logic Space (HLS) model treat the two-dimensional logic 
space, but there are some differences regarding (1) the domain 
areas of definition and (2) the formulas of negation operation. For 
comparison of the two models, the authors investigated the 
following two conditions. Condition 1: Both propositions A=(ta, 
fa) and B=(tb, fb) are in the A-IFS area (t+f ≤1), and both results of 
the implication operations by the two models return to the A-IFS 
area. Here, the HLS model can use both the A-IFS area and the 
contradiction area (t+f >1) only as a calculating space. Condition 
2: Though both propositions A and B are in the A-IFS area, the 
results of the implication operations by the HLS model are no 
longer in the A-IFS area but in the contradiction area. For the 
purpose of comparing the results, the following two methods are 
applied. Method 1: The resultant points (t, f) calculated by the 
implication are converted to the corresponding Interval Valued sets 
[t, 1-f] in one dimensional numerical truth-value space V. Method 
2: As the contradicted area data is impossible to convert to the 
Interval Valued set, the resultant points from both models are 
integrated using one of Oda’s formulas named I4. Since I4 is 
symmetrical to both data areas, it is proper to apply. Analyzing the 
results of both conditions, we concluded that the HLS model, 
especially the usage of the contradiction area, is useful for 
implication operation not only for treating the HLS data but also 
for treating the A-IFS data. 
 
Keywords: Fuzzy Logic, Extended Fuzzy Logic, Intuitionistic 
Fuzzy Set, Hyper Logic Space, Fuzzy-set Concurrent Rating 
Method 
 

1. INTRODUCTION 
 

In 1965, L. A. Zadeh proposed the “Fuzzy Set Theory” for 
mathematically modeling a kind of ambiguous concept. After the 
proposal, many investigators including Zadeh himself followed 
and developed the theory from various points of view. In the early 
stage of this development, the Numerical Truth-value model was 
proposed. The Numerical Truth-value model assumes a real 
number value t, ranging from 0 to 1, as a truth-value of a fuzzy 
proposition. Nowadays, the model is recognized to be 
representative of Fuzzy Logic (FL) models. Several kinds of 

extended Fuzzy Set/Logic models have since been developed. For 
example, the Interval Valued Fuzzy Set (IVF) model (See Fig. 1) 
is a well-known extended model. According to D. Dubois & H. 
Prade [1], the IVS includes most of the extended Fuzzy Set/Logic 
models. 

    
Figure1: Interval Valued Fuzzy Set (IVS) 

 
In Bulgaria, K. Atanassov [2] proposed the Intuitionistic Fuzzy Set 
(IFS) model. IFS assumes not only the degree of membership 
function µ(x) but also the degree of non-membership function ν(x) 
of an ambiguous set. In Japan, the Hyper Logic Space (HLS) 
model was proposed by T. Oda [3]. The HLS model extended the 
numerical truth-value of the Fuzzy Logic in order to define the 
special indexes of the newly developed psychological 
measurement method namely Fuzzy-set Concurrent Rating (FCR) 
method. As HLS closely resembles IFS, the advantage of HLS 
over IFS has not been so clear, though HLS can also treat 
contradictory data sets while the IFS can not. 
Among extended Fuzzy Set/Logic theories, K. Atanassov’s IFS 
theory may be the most widely well-known model. (It is now also 
called the A-IFS, to distinguish it from another model with the 
same name proposed by G. Takeuchi and S. Chitani [4]. Takeuchi 
and Chitani’s model has been called T-IFS.)  
Apart from the European academic background, other models 
have been proposed in Japan, which assumed that t (truthfulness) 
and f (falsity) of a proposition are mutually independent as A-IFS 
assumed. One of the early models is Mukaidono and Kikuchi’s 
“Between Fuzzy Logic” (BFL) model [5], in which they extended  
“Interval Valued Fuzzy Logic” by permitting the lower limit a to 
exceed the upper limit b of the interval value [a, b]. (See Fig. 2)  
 

    
Figure 2: Between Fuzzy Logic (the case of invisible interval) 
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Against this background, the authors proposed the HLS model in 
which t and f are defined as perfectly independent, while A-IFS 
and other models have been assumed limited independencies of 
t+f ≤ 1.  
This study includes two analyses. Analysis 1 treats the condition 
that both results of the implication operations, derived by the 
models, of two points A and B in the A-IFS area return to the 
A-IFS area. In Analysis 2, another condition is investigated.  
Throughout this paper, the effort of analysis is concentrated on 
uncovering the differences of the implication operation formulas 
between ¬A∨B by HLS and ∼A∨B by IFS. 
This study is intended to show some advantages of the HLS model 
over the IFS model under the restriction of applying only A-IFS 
data sets.  
Since the resultant point of the implication ¬A∨B can appear in 
the contradiction area, while the resultant point of ∼A∨B never 
spills out from the A-IFS area, the two models cannot be compared 
directly. So, the results are indirectly compared by calculating 
their integrated values. For the integration algorithm, the authors 
adopted the Combined Scoring Method 1 (I4) developed by T.Oda.  

 
2. FCR-METHOD ,HLS MODEL AND OTHER CONCEPTS 

 
In this chapter, the compendium of the HLS model, the 
FCR-method, and related concepts used in the latter part of this 
paper are introduced. 
 
2.1 Hyper Logic Space 
Hyper Logic Space (HLS) is the two-dimension fuzzy logic space 
T × F. Here, T=[0,1] means truthfulness while F=[0,1] means 
falsity. HLS has five special points in the coordinates: 
0=(0,0) , T=(1,0) , F=(0,1) , 1=(1,1) and C=(0.5,0.5).  
The meanings of the points are as follows. 
  0: empty point (Perfectly irrelevant)  
  T: true point (“Truth” in Classical Logic.)  
  F: false point (“False” in Classical Logic.) 
  1: contradicting point (Perfectly contradicting) 
  C: center  
The points on the line t+f=1 compose the numerical truth-value 
space V of FL. The three points F, C and T appear on the line. The 
other points in HLS have not been treated in traditional FL. The 
area composed of the points t+f>1 is named “contradiction area”, 
while the area composed of the points t+f<1 is named “irrelevance 
area”. A-IFS has been treats only the area defined by t+f ≦ 1. 
The logical operations of HLS are discussed in Chapter 3. 
 
2.2 FCR-method 
In 1993, T. Oda proposed a new technique to identify the fuzzy 
membership function of a concept by using three monopole scales. 
Then, the idea was developed to the Fuzzy-set Concurrent Rating 
method (FCR method) as a new technique for general 
psychological measurement [10]. The FCR method is designed to 
measure a subject's opinions or attitudes more naturally than 
traditional bi-polar rating scale methods. Since then, various new 
concepts and related algorithms have been developed [3,6-12]. 
The two-item type FCR method uses two independent rating 
scales for each question. (See Fig. 3)  
The scales are used to measure positive and negative responses 
respectively. Thus, one question obtains a pair of responses and is 
represented as (p,n). By combining the pair, an integrated value is 
calculated. The integrated value is an alternative to a rated score 
value on a traditional bi-polar rating scale.  
 

  
Figure 3: FCR-scale (two-item type) 

 
Furthermore, possible contradictions in the responses or possible 
irrelevancies to the question can also be observed from the pair. In 
the FCR-method, the irrelevancy-contradiction index is very 
important for analyzing actual data. So, various kinds of formulas 
have been developed. But, the detailed explanations of the indexes 
are omitted here. Nowadays, C3=p+n-1 is generally used as the 
irrelevancy-contradiction index in the FCR-method because of its 
simplicity and linearity. (-C3 is identical to the “hesitation margin” 
introduced by P. Merin in her extended fuzzy logic/set model 
“Medative Fuzzy Logic” [13].) Furthermore, as a psychological 
measurement system, special instructions, that both scales should 
be independently rated, are needed when it is practically applied. 
 
2.3 Integrated Value of the FCR-method 
Assume the positive scale value p and negative scale value n of 
the FCR-scale are directly assigned to truthful t and falsity f 
respectively in HLS.  
Fig.4 is illustrating the fundamental integration algorithms of the 
FCR-method, I1, I2 and I3 has been proposed. In this figure, they 
are explained by using the projection lines pass through the 
observed point A. 
 

      
Figure 4: Fundamental integrated values illustrated in the HLS 
 

Simple scoring method (I1): By assigning the score 
value 1 for t while 0 for f, the weighted average score for the pair 
(t, f) is calculated by the following formula. 

€ 

I1 =
t

t + f
if t + f ≠ 0 othewise I1 = 0.5           (1) 

 
Reverse item averaging method (I2):  Since the 

degree of falsity n can coincide with the degree of truthful t by 
negation, one of the basic integration formulas is defined by 
averaging t and 1-n.  
In other word, the negation of the falsity (1-f) can be considered to 
be the alterative of the truthful t. 

€ 

I2 =
t +1− f
2                                   (2)

 

 
Inverse scoring method (I3): By assuming that (1-t) 
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can be the alternative of n while (1-f) can be the alternative of t, 
the weighted average of the pair ((1-f), (1-t)) when the scores 1 
and 0 are assumed respectively.  

 

€ 

I3 =
1− f
2 − t − f

if t + f ≠ 2 othewise I3 = 0.5
     (3)

 

 
By combining these integrated values, various combined scoring 
method were proposed and named I4 to I11.(See Table 1) [12] 
 

Table 1. Combined Integration algorithms 
Name of the algorithm Definition Eq. 

Combined scoring 
method 1 

I4 = I1 if  t + f ≤ 1    
otherwise  I4=I3 

(4) 

Combined scoring 
method 2 

I5 = I3 if  t + f ≤  1    
otherwise  I5=I1 

(5) 

Combined scoring 
method 3 

I6 = ( I1 + I3 ) / 2 (6) 

Combined scoring 
method 4 

I7 = 

€ 

I1 + I3  (7) 

Combined scoring 
method 5 

I8 = 2/( 1/I1 + 1/I3 ) (8) 

Combined scoring 
method 6 

I9 = ( I1+I2 + I3 ) / 3 (9) 

Combined scoring 
method 7 

I10 =

€ 

I1⋅ I2 ⋅ I33   (10) 

Combined scoring 
method 8 

I11 = 3/( 1/I1+1/I2 + 
1/I3 )  

(11) 

 
2.4 Converting principle from a point to an interval 
In this investigation, the well-known converting principle is 
introduced. According to the principle, one point of A=(ta,fa), 
which is in the two-dimensional fuzzy logic space T × F, which is  
identical to the HLS introduced here, is converted into the closed 
interval [ta, 1-fa] in the one dimensional numerical truth-value 
space V.  
 

3. COMPARING HLS MODEL AND IFS MODEL 
 
3.1 Common assumptions and definitions 
Both models are closely resembles excepting the data area and the 
negation operations. 
Assume both A and B are fuzzy propositions. The pairs of 
truth-value and false-value are referred to: 
 A = (ta, fa), B = (tb, fb) while ta, tb, fa, fb ∈ [0,1]         (12) 
The logical OR (∨) and the logical AND (∧) operations are just 
the same as follows. 
 

€ 

A∨ B = (max(ta,tb ), min( fa , fb ))                  (13) 

 

€ 

A∧ B = (min(ta,tb ), max( fa , fb ))                  (14) 
Since the fuzzy set operations are defined by the logical operations 
of the elements, the operations can be compared.  
 
3.2 Differences of data area 
Any data pair (t, f) of the A-IFS has the constraint of t + f ≦ 1 by 
the definition of the model. Meanwhile, t and f are completely 
independent with each other in HLS model. 
 
3.3 Differences of negation operation 
A negation operation in the HLS model is a natural extension of 
Zadeh’s negation, and is so-called external negation of a 
proposition. 
¬ A = (1-ta ,1-fa)                                    (15) 

Meanwhile, a negation operation in the A-IFS model is so-called 
internal negation; referred to exchange t and f. 
~ A = (fa, ta)                                       (16) 
For distinguishing the negation operations of each model, the other 
symbol ~ is used for the negation operation of A-IFS. 
The result of negation of A-IFS by (3) never protrudes out of the 
A-IFS areas. 
 
3.4 Differences of implication operator 
As a common definition for the implication operation (A → B) for 
both models, the “the negation of A or B” is adopted. But the 
definition of the negation operations are different depending the 
models, the algorithms are different. 
The operations of each model are distinguished by the symbols of 
negation operation. 
Hereafter, the hyper-logical space (i.e. [0,1]×[0,1] fuzzy logical 
space) is used for mathematical explanations and graphical 
presentations of both models. 
The implication operations for HLS and A-IFS are as follows 
respectively. 
¬A∨B={max(1-ta, tb), min(1-fa, fb)}           (17) 
~A∨B={max(fa, tb), min(ta, fb)}          (18) 
 

4. ANALYSIS 1:  
The case in which the result of HLS return to the IFS area. 

s 
In the HLS model, not only the data in the A-IFS area (t+f≤1), but 
also the data in the contradiction area (t + f> 1) can be treated 
while the A-IFS model can only treat the data in the irrelevance 
area (t+f<1) and the data in the numerical truth-value area (t+f=1). 
The authors compare the results obtained by each model to prove 
the superiority of the HLS model when the data A and B are both 
in the A-IFS area, because the A-IFS model is impossible to treat 
if a data is in the contradiction area. The constraints for A and B 
assumed here are as follows. 

ta+fa≦1, tb+fb≦1         (19) 
In this chapter, first, under the conditions of (6), the conditions are 
clarified in which the result of implication operation ¬ A ∨ B by 
the HLS model returns into the A-IFS area. Then, the properties of 
both models’ implication operators are compared.  
 
4.1 Analysis of the result of inclusion operation by HLS model 
The inclusion formula (Eq. 17) by the HLS model can be 
classified into four cases by its parameter values. 
Case 1： (1-ta≧tb) & (1-fa<fb),  

¬A∨B={1-ta, 1-fa}         (20) 
 ----- coincident with ¬A 

Case 2 :  (1-ta≧tb) & (1-fa≧fb), 
¬A∨B={1-ta, fb}         (21) 

Case 3 :  (1-ta<tb) & (1-fa<fb), 
¬A∨B={tb, 1-fa}         (22) 

Case 4 :  (1-ta<tb ) & (1-fa≧fb), 
¬A∨B={tb, fb}          (23) 
----- coincident with B 

 
        (1) About the Case 1: Since the result of this case does 
not match with prerequisite condition (6), it is not treated in this 
chapter. 
 
        (2) About the Case 2: The restriction 
(1-ta≧tb )&(1-fa≧fb) can be transformed to  
(ta≦1-tb)&(fa≦1-fb).          (24) 
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The pentagonal area with hatching in Fig. 5 is showing the 
possible existence zone of the point A in which the point 
satisfying the restriction. In this figure, the hatched area means the 
relative location of A if the location of the point B was given. 

    
Figure 5: The zone in which point A satisfies the restriction of the 
Case 1 
 
In Case 2, the condition in which the result of ¬A∨B returns to the 
A-IFS domain is 1 - ta + fb ≦ 1. It means ta ≧ fb. Then, the result 
is shown as a trapezoidal area with hatching in the Fig. 6, as a 
relative location of A when B was given. 

      
Figure 6:  The zone that the point A satisfies the restriction of 
Case 2 
 
        (3) About Case 3: The condition (1-ta<tb )&(1-fa<fb) 
can be transformed to (ta>1-tb)&(fa>1-fb). 
It is clear that the area which fulfilling the condition does not 
exist. 
Proof:  
  From the condition,  
      (ta>1-tb)&(fa>1-fb)         (25) 
  Then,  
      ta+fa>(1-tb)+(1-fb)  
      ta+fa>2-(tb+fb)          (26) 
  By the way, since B is a point in the A-IFS area,  
      tb+fb≦1            (27) 
   therefore  ta+fa>1.                            (28) 

This inequality is contradicting to the assumption that “A is    
existing in the A-IFS area”. 

Q.E.D. 

 
        (4) About Case 4: From the condition 
(ta<tb)&(1-fa≧fb), obtain 
(ta>1-tb)&(fa≦1-fb).           (29) 
As the result of the implication operation is just the same to the 
point B, it is always in the A-IFS area. In Fig. 7, the hatched 
triangle area is illustrating the possible existing zone of A 
satisfying the result of Case 4 as a relative location if B was given. 

   
Figure 7: The zone that the point A satisfies the restriction of Case 
4 
 
Both ¬ A ∨ B and B fit into the IFS area without problems. 

 
        (5) Summarize the four cases: From Case 2,  
1-fb≦ta <1-tb  therefore 
  ¬A∨B=(1-ta, fb)          (30) 
From Case 4, ta≧1-tb  therefore  
  ¬A∨B=(tb, fb)         (31) 
In these cases, any result of the implication operation A → B 
returns into the A-IFS area. 
In summary, the results of implication operation by the HLS 
model are shown as below. 
 

€ 

¬A∨ B =
(1− ta, fa ) if fb ≤ ta <1− tb
(1− tb, fb ) if ta ≥1− tb

 
 
 

        (32) 

 
4.2 Analysis of the results of implication operation by A-IFS 
model 
The result of implication operation by A-IFS model is expressed as 
below. 

€ 

~ A∨ B = max( fa,tb ),min(ta , fb ){ }             (33)  

 
Eq. (33) can be divided into four cases by the conditions. 
Case i : 

 

€ 

if fa ≥ tb and ta ≥ fb then ~ A∨ B = ( fa, fb )    (34) 

Case ii :  

€ 

if fa ≥ tb and ta < fb then ~ A∨ B = ( fa,ta )      (35) 

Case iii :  

€ 

if fa < tb and ta ≥ fb then ~ A∨ B = (tb, fb )      (36) 

Case iv :  

B
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€ 

if fa < tb and ta < fb then ~ A∨ B = (tb,ta )       (37) 

These four cases are obtained through analyzing the relative 
position of the point A to the point ~ B. (See Fig. 8)  
In these, only Case iii is special, because the result of the 
implication operation is just overlap with B. 
 

  
Figure 8: The four cases for analyzing the results of implication 
operation by the A-IFS model. The figure is showing the relative 
geometrical position of the point A to the point ~B for each case. 
 
4.3 Evaluation of the result of implication operations of each 
model 
In summary, the results of implication operations of both IFS and 
HLS models are expressed together in one figure.  

   
Figure 9: The results of implication operations by both IFS and 
HLS models 
 
The areas to be analyzed are separated into 3 parts: i.e. Area 1 to 
Area 3. 
Area 1:  ¬A∨B=(1-ta, fb) -------- Interval = [1-ta,1-fb]    (38) 
        ~A∨B=(fa, fb) --------- Interval = [fa,1-fb]      (39) 
Area 2:  ¬A∨B=(1-ta, fb) ---------Interval = [1-ta,1-fb]    (40) 
        ~A∨B=(fa, fb) ------------Interval = [fa,1-fb]     (41) 
Area 3:  ¬A∨B=(1-ta, fb) ---------Interval = [1-ta,1-fb]    (42) 
        ~A∨B=(tb, fb) ------------Interval = [tb,1-fb]     (43) 
In the area 1, the right edges of the intervals have the same value 
1-fb for both models. 
But, the left edges of the intervals have different values 1-ta and fa 
respectively. 
As the values 1-ta and fa can vary under the restrictions ta+fa≤1 
and fa≥tb. 
If and only if, the intervals are the same if 1-ta=fa. 
It is not known which model is better in this area. 
In the area 2, the right edge of the interval is the same as bellow. 
The left edge of ~ A ∨ B is a fixed value tb, ¬A∨B is 1-ta, 
because Area 2 has a range of areas fb ≦ ta ≦ 1-tb, so transform 
 ta ≦ 1-tb, obtain tb-ta ≧ tb. The interval of ¬ A ∨ B is narrow.  

If 1-ta=tb, then the range of the intervals are the same. 
In the Area3, the results of the implication operations by each 
model are just the same point B. 
 

5. ANALYSYS 2: 
The case that the result of the implication operation by the 

HLS model does not return to the A-IFS area. 
 

In this case, the results of the implication operation belong to 
different areas by models. If the result of the implication by the 
HLS model is in the contradiction area, it is out of the framework 
of the A-IFS model, because it is out of the data area of A-IFS. 
Commonly considering, it is impossible to compare them directly.  
On the other hand, from the view point of FCR-method or HLS 
model, it is not so difficult to compare, because the resultant pair 
 (t, f) will be integrated when the result is used in some inference 
system of application, since the paired data is not so easy to 
understand or use directly. 
So, in this section, the results of operations are compared in one- 
dimensional criteria by calculating the integrated values. As to 
calculate the integrated value of the resultant points, the 
“combined scoring method 1” (symbol I4) developed for the 
FCR-method is applied (Refer to Eq. 4). 
 

     
Figure 10: The areas where the results of the implication by HLS 
do not return to the A-IFS area.  
 
5.1 Comparing the integrated values of the results calculated 
by each model 
For example, when A locates at the upper left of B, substitute the 
result of ¬ A ∨ B in the formula I3, and substitute the result of ~ A 
∨ B in the formula I1, then analyze the magnitude relation of the 
integrated values. The authors illustrate the result of the analysis. 
(See Fig.11) 
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Figure 11: Summary of the results by both models 
 (The result by HLS does not return to the A-IFS area) 
 
If the point A is in one of the three zones, the result of the 
implication operation does not return to the A-IFS area. The 
integrated value I3 is equal to the value I1 if the point A is in the 
top zone, while the values I3 and I1 are not consistent in the middle 
and the bottom zone. As illustrated in the Fig. 11, I3 is greater than 
I1. As seen as that, the integrated value of ¬ A ∨ B is greater than 
~A ∨ B, so the HLS is superior to the A-IFS in this case. 
 

6. CONCLUSION 
 
The HLS model can treat both contradiction area data and the 
A-IFS area while the A-IFS model precludes the contradiction area 
data by definition. The authors assumed that even if the original 
(observed) data sets are within the A-IFS area, if it is permitted to 
use the outside area of the definition of A-IFS, the result of the 
implication operation could be better than restricting the 
calculation space. Under such assumptions, this study analyzed the 
results of the implication operations by two extended fuzzy logic 
model, A-IFS and HLS, though both their data area is different. By 
classifying various cases, it is attempted to compare the results for 
testing the superiority of the models. 
•For defining the implication equation A → B, adopt  
 (Not A) ∨ (B) .         (44) 
•For evaluating the result of implication, the same integration 
formula I4 is applied. 
(The I4 can be used both the irrelevance area and the contradiction 
area by its symmetric feature. As it is a surjective function, it can 
be used for the inverse FCR-method proposed by E.Takahagi [9].)  
Assuming that points A and B are in the A-IFS area, both of the 
resulting points appear inside and outside of A-IFS area were 
analyzed. It became clear that the result of HLS model is out of 
A-IFS area when a point A is at the left of a point B. 
By setting three patterns for the results of implication are out of 
A-IFS area, followings became clear. In one pattern, the integrated 
value I3 =I1, in the other patterns, I3 >I1. By summarizing all of 
this investigation, it can be concluded that about the implications, 
the HLS model is showing superiority to the A-IFS model in most 
cases. But, in one case, Area 1 illustrated in the Fig. 9, A-IFS 
model can be superior to the HLS model depending on the values 
of the parameters of A and B. 
According to the procedures of using the special integration 
algorithm, Analysis 2 could be seen as an attempt. But, at least 
Analysis 1 would be enough to demonstrate the usefulness of 
using the contradiction area for the logical calculation space. 

In this paper, the only model compared to the A-IFS model is HLS. 
Regarding the definitions of the logical operations, logical OR and  
logical AND operations are the same in both models, but there can 
be better operations. For example, F. Smarandache [14] introduced 
the algebraic sum and algebraic product rules for the definitions as 
the logical OR and logical AND operations of his extended 
fuzzy/set logic model named “Newtorosophic Set/Logic”. The 
definitions can be applied by using the method used in this paper. 
In the near future, such an investigation should be planned for 
exploring and constructing better fuzzy systems. 
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Abstract 

 This paper describes a feature of mobile device middleware 

which distributes content files in a peer-to-peer manner using a 

wireless interface. The middleware manages the tracking 

information of digital content. It collects the information in a 

best-effort manner from devices which are not connected to the 

Internet. It then uploads the content tracking information to a 

server which is interested in the information for its business 

purpose. The paper introduces a method of managing and 

synchronizing the content tracking information. A simulation 

study was performed for verification of the proposed method 

and also for performance evaluation. 

Keywords- mobile device peer-to-peer data transmission, 

middleware, content tracking information, synchronization 

I.  Introduction 

Many of the software for PCs used today propagate through 

the Internet. With the agreement of the user, the usage 

information of the software and the system is collected and 

uploaded to a content server (CS) [1][2]. The usage information 

shows the preferences of the user and/or the popularity of 

software, and this information is used to increase the quality of 

the software [3][4][5]. Servers that provide content for public 

welfare and/or advertising purposes may want to obtain 

information regarding, for example, how their content is being 

propagated. The data gleaned from this process is called content 

tracking information (CTI). CTI may be managed for each 

content. It shows how many users obtained a certain content 

how many times. It may also show the migration path of the 

content, i.e., how the content is transferred to other devices in a 

network.  
In some environments, the Internet is occasionally 

inaccessible for mobile devices when the surrounding wireless 
network condition becomes unreliable. Mobile devices in an area 
inaccessible to the Internet cannot download content from servers. 
Consequently, it is useful to exchange content files in a peer-to-
peer manner between devices by WiFi or Bluetooth as shown in 
Figure 1 [6]. For this purpose, neighboring mobile devices are 
able to establish a MANET (Mobile Ad-hoc Network) and join 
and leave the MANET freely. When two devices in the same 
MANET are unable to transmit data directly because they are 
outside the signal transmission range, data communications is 
still possible by other devices in between by relaying the signal 
[7]. 

 

Not many studies have been reported about the CTI 

management, especially for mobile environment. In [5], a web 

server records URL of the downloader site whenever the 

downloader copies some content from the web server. DC 

Tracker [8] uses similar approach. In [9], a tracking technology 

for protecting unauthorized access of Internet content is 

investigated. 

Device 1
Content 

Server

Device 

movement

Device 1

Device 2

Device 3

Device 4

Device 5

Internet accessible area Internet inaccessible area

Content

CTI

 Figure 1. Propagation of content in a mobile environment 

 

This paper proposes a method of collecting, generating and 

synchronizing CTI in a mobile computing environment with 

Internet inaccessible areas. By this method, content servers are 

able to collect CTI as much as possible from the devices which 

are not directly connected to the Internet. To the authors‟ 

knowledge, this is the first contribution on this subject. 

Section 2 explains the requirements for managing a CTI and 

defines the format of a CTI, and Section 3 describes the CTI 

management method. In Section 4, a simulator to verify the 

proposed method is introduced along with its simulation results. 

Overhead of the proposed method is also evaluated. Finally 

concluding remarks are given in Section 5.  

II. Content Tracking Information  

Users of mobile devices which belong to the same MANET 

may have different interests; therefore, devices have different 

categories of content. In order to identify a neighboring device 

with the same category of content, each device must have a 

profile which includes user identification information, a list of 

content and the usage information of the content. By exchanging 

these profiles among mobile devices, a device can determine if it 

must send or receive content from a counterpart device. 

Therefore, the mobile devices participating in a MANET must 

periodically discover the existence of neighboring devices and 

then exchange profiles. 

A mobile device must be able to transfer the content that it 

possesses to other devices participating in the MANET. 

Additionally, when particular content is transferred to a 

neighboring device, a new CTI must be generated and the 

generated CTI must be added to the CTI list, which is a collection 
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of CTIs. The copy of the updated CTI list is then transferred to 

the neighboring device along with the content. 

CTI synchronization must occur so that each mobile device 

acquires as many CTIs as possible. Therefore, any device which 

is able to access the Internet can upload as many CTIs to the CS 

as possible. Detailed description about the synchronization is 

given in the next section. 

A CTI represents a unit of path information that is stored with 

corresponding content to represent which device from which the 

content originated. The structure of the CTI is shown in Figure 2. 

 

1

2

1

from

to

sequence

flag f
 

Figure 2. CTI format 

 

The „from‟ field contains the identifier of the device which 

provides the content, and the „to‟ field shows the identification 

of the device which receives the content. The „sequence‟ field is 

the number of times that the „from‟ device has provided this 

content to other devices. The „flag‟ indicates whether the CTI 

has been synchronized with the CTI in the CS. 

 The current structure of a CTI contains the minimum 

information needed to track only the migration path. Additional 

fields can be added to store other usage information such as the 

number of times that the content has been used or the location 

where a content transfer has taken place. 

III. CTI MANAGEMENT 

The CTIs which were previously uploaded to the CS should 

be deleted from the device to minimize the memory used by the 

CTIs. Finally, when the device returns to an Internet-inaccessible 

area from an Internet-accessible area after transmitting the CTI to 

the CS, the device synchronizes its CTI with the CTI of 

neighboring devices so that the CTI is also deleted from the 

neighboring devices. This will avoid the continuous expansion of 

memory that would otherwise be needed to store the CTI. 

 

A. CTI generation 

A CTI is generated whenever the content is sent to a 

neighboring device. The CTIs form the CTI list and then the list 

is sent to a neighboring device along with the content. The CTI 

list exists in every device as well as in each instance of the 

content.  

 

device1 device2

1

2

1

device3

1

2

1

2

3

1

1

2

1

2

3

1
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flag f f f f f

device4

3

4

1

f

1

2

1

2

3

1

f f

3

4

1

f

 Figure 3. An example of a MANET with four devices 
 

Figure 3 shows the process through which the generated CTI 

is added to the CTI list when the same content is distributed 

through device1, device2, device3 and device4, for example. In 

the figure, all of the values of the „sequence‟ field are 1 as each 

device provided the content once. 

The „to‟ field of the CTI list of device1 in Figure 4 informs a 

user that device1 has provided this content in the order of 

device2, device4, and device6. According to the CTI list of 

device7, device7 received the content from device6, and device6 

received this content from device1. Here, the value of the 

„sequence‟ is 1 because this was the first time that device6 

transferred the content. 
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Figure 4. Device discovery and the CTI generation process 

 

B.  CTI synchronization with CS 

If a certain device is in an Internet-accessible area, the device 

connects to the CS and uploads the CTI list. The CTI list, which 

was transferred to the CS in Figure 5, shows that there are three 

different values of „from‟ (1, 4, and 6). When the transfer of the 

CTI list to the CS is complete, the corresponding device deletes 

all of the CTIs except for the CTI with the largest sequence 

value from each source (the „from‟ field) from its CTI list. The 

values of the „flag‟ of the remaining CTIs are then t (true) to 

indicate that the corresponding CTI and the CS are synchronized 

at this point.  

 

device5

① transmission of CTI list 

② CTI list after transmission

1
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1
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1
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3

6

7
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1

1

6

3

6

7

1

Content Server

tt t

f f ff f

synchronization

Figure 5. CTI synchronization with CS 

 

How to utilize the CTI list for a CS is implementation 

dependent. A server may be interested in details such as who 

received the content from whom for each content and how many 

times a content was distributed in a day when we expand the 

CTI to augment a timestamp. Or it may be simply interested in 

how many devices use the content. 

 

C. CTI synchronization between devices 

When mobile devices with the same content can connect to 

each other, they synchronize the CTI list of all content they 

possess. This is done so that each device acquires as many CTIs 

as possible and so that all devices upload as many CTIs to the 

CS as possible when they access the Internet. Synchronization 

between mobile devices will result in a superset of the CTI lists 
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of each device. Here, the CTI list is grouped based on the value 

of the „from‟ and „sequence‟ fields. 
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Figure 6. CTI synchronization between mobile devices 

 

D. CTI synchronization between devices – after 

synchronization with the CS  

When device5 in Figure 5 connects to other devices after 

synchronizing with the CS, it informs the neighboring devices 

that its CTI list has been synchronized with the CS and that the 

CTIs which have been uploaded to the CS need to be removed 

from the CTI list of the neighboring device. This procedure is 

depicted in Figure 7. Device11 checks the CTI list of device5. In 

part A in Figure 7, the value of „from‟ is 1 and that of 

„sequence‟ is 3. Additionally, the „flag‟ is true; therefore, among 

the CTI elements with a „from‟ value of 1 in the CTI list of 

device11, those with a „sequence‟ value of less than 3 are 

deleted from the list, and the CTI with a „sequence‟ value of 3 

changes the „flag‟ value to true. 

The CTIs received from device11 are also added to the CTI 

list of device5, as shown in part B in Figure 7.  
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Figure 7. CTI synchronization between mobile devices after 

synchronization with the CS 

 

With the synchronization algorithms described thus far, the 

effect of the synchronization between device5 and the CS will 

spread to neighboring devices, and other devices within the 

MANET will gain the benefits of the update without directly 

synchronizing with the CS. 

 

IV. VERIFICATION and EVALUATION 

A middleware which applies the previous method was 

implemented and tested on desktop computers. However a 

simulation was performed in order to verify logic of the 

proposed CTI management method with a reasonable number of 

mobile devices. A simulator was implemented and tests were 

carried out with a different number of mobile devices. The 

following functions can be configured in the simulator: 

 

 Magnitude of MANET (number of fields) 

 Position of the CS (Content Server) 

 Number of mobile devices 

 Printing of the CTI list of each mobile devices 

 Content list provided by the CS 

 Printing of the CTI list collected by the CS  

 

The simulator provides a graphical user interface which 

shows the parameters above and a grid section. The small 

rectangle in the grid represents an area in which a mobile device 

can communicate with other mobile devices or servers through 

its wireless communication interface. When the simulation 

begins, all the device move to an adjacent grid (area) randomly 

at each simulation step, and each device attempts to locate 

neighboring devices in the same area. The devices located in the 

same area will discover each other and begin to communicate by 

their wireless interfaces, exchanging content and CTIs. A device 

will connect to the CS when it moves to the area of CS. It will 

then uploads its CTI list and download the content, if new 

content exists.  

 

<Table 1> Example of collected CTI list 

 

Information of device[0] 

Content_0=> (4, 2, 1, false) (2, 5, 1, false) (2, 8, 2, false) (2, 

6, 3, false) (6, 1, 1, false) (1, 0, 1, false)  

Information of device[1] 

Content_0=> (4, 2, 1, false) (2, 5, 1, false) (2, 8, 2, false) (2, 

6, 3, false) (6, 1, 1, false) (1, 0, 1, false)  

Information of device[2] 

Content_0=> (4, 2, 1, false) (2, 5, 1, false) (2, 8, 2, false) (2, 

6, 3, false)  

Information of device[3] 

Content_0=> (4, 2, 1, false) (2, 5, 1, false) (2, 8, 2, false) (2, 

6, 3, false) (6, 1, 1, false) (6, 3, 2, false)  

Information of device[4] 

Content_0=> (4, 2, 1, false)  

Information of device[5] 

Content_0=> (4, 2, 1, false) (2, 5, 1, false) (5, 9, 1, false) (5, 

7, 2, false)  

Information of device[6] 

Content_0=> (4, 2, 1, false) (2, 5, 1, false) (2, 8, 2, false) (2, 

6, 3, false) (6, 1, 1, false) (6, 3, 2, false)  

Information of device[7] 

Content_0=> (4, 2, 1, false) (2, 5, 1, false) (5, 9, 1, false) (5, 

7, 2, false)  

Information of device[8] 

Content_0=> (4, 2, 1, false) (2, 5, 1, false) (2, 8, 2, false)  

Information of device[9] 

Content_0=> (4, 2, 1, false) (2, 5, 1, false) (5, 9, 1, false) 

 

The CS of the simulator collects the CTIs from mobile 

devices and keeps track of the migration path of each instance of 

content. Table 1 shows the information as collected by the CS; 
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this is comprised of the CTIs that were generated and managed 

by 10 different mobile devices. For example, the CTI list of 

device9 shows that device4 transmitted the content to device2, it 

then went from device2 to device5, and then from device5 to 

device9. Using this information, a content transfer path can be 

drawn. An example is shown in Figure 8.  

Experiments have been performed with different number of 

fields and devices and the simulation confirmed that the 

proposed CTI list management and synchronization algorithms 

operate correctly. 

 

01

2

3

4

5

6

7

8

9

Content Server

 
Figure 8. Content migration path  

 

Performance evaluation of the CTI management method was 

also carried out by the simulator. It is assumed that a CS in an 

IAA has a digital content and, after one mobile device 

downloads the content from the CS, all the remaining mobile 

devices in this experiment obtain this content from other mobile 

device in a peer-to-peer manner. Number of simulation steps 

was measured from the moment a mobile device downloads the 

digital content until the moment CS collects all the CTIs 

regarding this content. Parameters of this simulation are as 

follows:  

 

<Table 2> Simulation parameters 

No. of Contents No. of Fields No. of Devices 

1 400 5 

1 400 10 

1 400 15 

1 400 20 

 

Three different experiments were carried out. In the first one, 

labeled "CTIM", all the synchronization method explained in 

Section 3 were applied. In the second one, labeled "Test A", the 

synchronization method of Section 3 except the CTI 

synchronization between devices, CTI synchronization between 

devices after synchronization with the CS were applied. In the 

last experiment, labeled "Test B", the synchronization method of 

this paper was not applied. In Test B, each device has only one 

CTI which describes where this content is come from. CS needs 

to collect this CTI from each of the mobile devices of the 

experiment.  

Figure 9 shows the results of simulation in terms of the 

number of simulation steps taken from the moment a mobile 

device downloads the digital content until the moment CS 

collects all the CTIs regarding this content. The values are 

mathematical mean of results of 50 simulation runs.   

As the number of mobile devices increases, simulation steps 

of Test A becomes about 16 times longer than that of CTIM case. 

In Test B, it takes 10~50 times longer than CTIM case. It means 

that CS is able to collect tracking information of a digital 

content much sooner by having CTIM method, proposed in this 

paper. The reason CTIM works much faster is that any mobile 

device which moves into IAA and synchronizes with CS 

uploads tracking information as much as possible, including 

other devices‟ tracking information obtained by the method 

explained in Section 3.C. 

 

 
Figure 9. Time comparison of 3 CTI management methods 

 

It is clear that the proposed method have advantage 

regarding the time. On the other hand, there is a disadvantage. 

Overhead of this method is that mobile devices need to store 

other devices‟ tracking information, resulting in additional 

storage consumption. However, as mentioned in Section 3.D, 

this additional space is released later. Figure 10 is a part of log 

message from the simulator and shows that how the additional 

space is minimized. When a device, device9 in this figure, 

synchronizes with other device (device 5 in this figure) which 

has „flag‟ field of CTI set to 'true', it removes unnecessary CTIs 

from the CTI list. Considering that tracking information is a 

short text information, authors think this overhead is not critical 

to a modern electronic devices.    

 

<  Before synchronization : Device[5] and Device[9] > 

+device[5]'s CTI =  

  -[content_0](7, 2, 2, true)(9, 6, 5, true)(1, 0, 1, true)(2, 4, 1, 

true) => [length:4] 

  -Device Step :1090 

+device[9]'s CTI =  

  -[content_0](7, 9, 1, false)(7, 2, 2, false)(9, 1, 1, false)(9, 3, 2, 

false)(9, 8, 3, false)(9, 5, 4, false)(9, 6, 5, false)(1, 0, 1, false)(2, 

4, 1, false) => [length:9] 

  -Device Step :1353 

<   After synchronization : Device[5] and Device[9] > 

+device[5]'s CTI =  

  -[content_0](7, 2, 2, true)(9, 6, 5, true)(1, 0, 1, true)(2, 4, 1, 

true) => [length:4] 

  -Device Step :1090 

+device[9]'s CTI =  

  -[content_0](7, 2, 2, true)(9, 6, 5, true)(1, 0, 1, true)(2, 4, 1, 

true) => [length:4] 

  -Device Step :1353 

Figure 10, Reducing CTI list by the method of Section 3.D 

 

V. CONCLUSION 

In this paper, a method of generating and managing a CTI was 

proposed. Proposed CTI synchronization method was verified 

through a simulation.  
One issue of this method might be scalability, i.e., a CTI list 

may become long and consumes large amount of memory space 
of mobile device. This problem can be avoided by limiting the 
maximum length of CTI list. When a CTI list reaches the 
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maximum, then, by depending on the implementation, the 
middleware may stop increasing the list in the case A or C of 
Section 3. It does not cause any problem for mobile devices or 
the CS because the proposed method works on best-effort basis, 
i.e., this method collects CTI from devices in an Internet 
inaccessible area on behalf of CS as much as possible, not 
necessarily all of the CTI. Without this method, the CS is not able 
to obtain content tracking information at all from devices which 
are not connected to the Internet. 
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ABSTRACT

General mathematical theory of evolutionary

system developed earlier is implemented to under-

stand the unemployment in USA.

Certain ways to overcome this problem are

based on investigation of the minimization of un-

employment with regard to mathematical models of

economics development.
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1. INTRODUCTION

A general mathematical theory of development of

evolutionary systems (ES) and its various mathe-

matical models (MM) start from the works [1], [2],

and can be seen in monographs [1] - [3].

The present paper introduced additional restric-

tion on MM so that the respective ES have the prop-

erty of paying for themselves. We apply all this the-

ory to understand reasons for too much unemploy-

ment in USA and suggest certain ways to correct

that problem.

2. THE BASE MM OF ES

The basic minimal or simplest MM has the form

m(t) =

∫ t

a(t)
α(t, s)y(s)m(s)ds,

0 ≤ y ≤ 1, 0 ≤ a(t) ≤ t, α ≥ 0,

c(t) =

∫ t

a(t)
β(t, s)(1− y(s))m(s)ds, β ≥ 0,

R(t) =

∫ t

a(t)
m(s)ds,M(t) =

∫ t

0
m(s)ds,

G(t) = M(t)−R(t),

f(t) = m(t) + c(t), t ≥ t∗. (1)

where m(t) is the rate of creation of the first kind

new generalized product (resource) quantity at the

time instant t, which provides the fulfillment of the

internal functions of ES, that is, restoration of itself

and creation of the second kind product; y(t)m(t)
is a share of m(t) for fulfillment of internal func-

tions in the subsystem A of restoration and perfec-

tion of the system as a whole; (t, s) is the efficiency

index for functioning of the subsystem A along the

channel (t, s)y(s)m(s)−m(t), i.e., the number of

units of m(t) created in the unit of time starting

from the instant t per one unit of y(s)m(s); a(t) is

a special temporal bound: the new product creating

before a(t) is never used at the instant t, but created

after a(t) is used entirely; c(t) is the rate of cre-

ation of the second kind new generalized product

quantity at the instant t, which provides the realiza-

tion of the external functions of ES;[1y(s)]m(s) and

212

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



(t, s) are similar to ym and respectively but for the

subsystem B of creation of the second kind prod-

uct; R(t) is the total quantity of the first kind prod-

uct functioning at the instant t; M(t) is the total

quantity of the first kind product to be created dur-

ing the time t = 0; G(t) is the total quantity of the

obsolete product at the instant t; f(t) is the rate of

the resource inflow from the outside (m(t) and c(t)
are measured in the units of f(t); t∗ is the start-

ing point for modeling; [0, t∗] is the prehistory of

ES, for which all the functions are given (their val-

ues will be noted by the same symbols but with the

sign ”*”, e g, m(t) = m∗(t), t [0, t∗]). It is obvious

that all the relations (1) are faithful representations

by definition. In a general case, the indices and de-

pend on m, c, a, y, R, M , G, and f .

Anyone can see that (1) consists of 7 equalities

and 7 inequalities connecting 14 values, namely:

m, c, , y, ,1 − y, a, R, M , G, t, t∗, f , 0, all of

which are nonnegative. Usually, α, β, y, f , and/or

R are given, and the others are to be found. Even in

the simplified formulation, MM (1) is the system of

nonlinear functional relations, in which along with

the nonlinear integral equation of the unusual form

(the lower bound a(t) can be unknown function) we

have the system of functional inequalities.

We introduce here the additional restriction:

f(t) = m(t) + c(t) = k(t)c(t),

k(t) > 1, (2)

where k is price of the unit c, meaning that all re-

sources are obtained at the expense of the c price.

The base simplest self-organized ES has the follow-

ing MM:

α′(t) =

∫ t

a(t)
α(s)x(s)m(s)ds,

m(t) =

∫ t

a(t)
α(s)y(s)m(s)ds,

c(t) =

∫ t

a(t)
α(s)z(s)m(s)ds,

0 ≤ x, y, z ≤ 1, x+ y + z = 1,

f(t) = α′(t) +m(t) + c(t), t ≥ t∗ > 0,(3)

where xm is a share of m for creation of new tech-

nology in the subsystem of ES.

Similar to (2), we introduce the restriction:

f(t) = α′(t) +m(t) + c(t) =

k(t)c(t), k(t) > 1. (4)

3. MORE COMPLICATED MM OF ES

The n-product MM, n > 2, can be formally

written in the same form (1), where m, a, and c

are the vector functions, and α, y, β, and 1 − y

are the respective matrices (where the inequalities

for the vectors and matrices are the same inequality

for their appropriate components). The continuous

MM can be described in the same form considering

t and s as many-dimensional variables and exam-

ining the appropriate integrals as multivariate ones.

The stochastic MM can be obtained by considering

α, β, and f as functions of a random factor ω . The

discrete MM can be represented in the same form

if the integrals in (1) are understood in the sense of

Stieltjes. The MM of ES (3), (4) can be generalized

by the similar way.

4. OPTIMIZATION PROBLEMS

One of the important typical optimization problems

for ES is maximization of the functional

I(y) =

∫ t

t∗
c(t)dt =

∫ t

t∗
(

∫ t

a(t)
β(t, s)[1− y(s)]m(s)ds)dt, (5)

over y with regard to MM (1).

For the problems if ..., then ... and optimizations

by x, y, we are in a need of frequent solutions of

the Volterra-type equations considered above. In

this connection, the respective effective numerical

methods and software are very important

The first essential result on the properties of so-

lutions of the problem (5) consisted qualitatively in

that for ”small” T − t∗ the desired y(t) is mini-

mally possible, but for ”large” T − t∗ the desired

y(t)may differ from the minimally possible on the

larger initial part of the segment [t∗, T ]. Only on

the smaller final part of [t∗;T ] the desired y(t) is

minimally possible.
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The notions ”small” and ”large” depend on the

values of the functions α and β; namely, the greater

the functions in question, the closer to t∗ is the

boundary between ”small” and ”large” segments.

The result has obtained, in sequel, an important

qualitative general interpretation or a law 1:

The record of an external function for any ES

can be obtained only under the conditions of its

sufficiently comfortable guarantee, that is, under

the significant fraction of resources sent to internal

needs of ES.

As to the same problem (5) and MM of ES of

(3)- type, it was proven under certain conditions

that the The following property or the law 2 takes

place:

The record of an external function for any ES

can be obtained only under the following priority

of resource distribution: the highest priority has

the subsystem C, then the subsystem A, and then

subsystem B.

We consider here maximization of functional

R(t) =

∫ t

t∗
m(t)dt =

∫ t

t∗
(

∫ t

a(t)
α(t, s)y(s)m(s)ds)dt, (6)

over y and x, y with regard to MM (1)-(2) and (3)-

(4).

5. INVESTIGATION OF THE PROBLEM

(6), (1)-(2)

Using MM (1)-(2) and assuming y, α, β, and k are

constants, we have

m(t) = αyR(t), c(t) = β(1− y)R(t),

m(t) = (k − 1)c(t),

t ≥ t∗ > 0, 0 ≤ y ≤ 1, (7)

from where

R(t) = c(t)(β(1− y)) =
(k − 1)c(t)

αy
,

y =
(k − 1)β

α+ (k − 1)β
,

R(t) =
(k − 1)c(t)

αy
=

c(t)(α+ (k − 1)β)

αβ
,

R(t) =
c(t)k

α
, α = β. (8)

It follows from (8) that unemployment the less

the more new product with more price and less pro-

ductivity cost. So, the modern slogan more goods

and services made in USA can be corrected by

more qualitative and requisite new goods and ser-

vices (k is more) with less expenses (α is less)

made in USA.

As to general case of MM (1)-(2), considering

(6) with the replacement of m by (k−1)c, we come

actually to the problem (5), and hence for maxi-

mization of work places (WP) number, we have to

use the strategy in accordance to the law 1 above.

6. INVESTIGATION OF THE PROBLEM

(6), (3)-(4)

Using MM (3)-(4) and assuming x, y, and k are

constants, we have

α′(t) = x

∫ t

t∗
α(s)m(s)ds,

m(t) = y

∫ t

t∗
α(s)m(s)ds,

c(t) = (1− x− y)

∫ t

t∗
α(s)m(s)ds,

α′(t) +m(t) = (k − 1)c(t), t ≥ t∗ > 0,(9)

from where

R(t) =

∫ t

t∗
m(t)dt =

y

1− x− y

∫ t

t∗
c(t)dt,

x+ y

1− x− y
= k − 1, x+ y =

k − 1

k

R(t) = yk

∫ t

t∗
c(t)dt. (10)

It follows from (11) that x + y ≈ 1, since k is

rather large (it includes the prices of new WP and

new technology). So the share 1− x− y of WP in

subsystem B is small, which is consistent with the

law 2 above.

As to the general case of MM (3), (4), for maxi-

mization of the new products(5) on large period of

the time T − t∗, we have (see [3]-[5]) the following

relations:

x(t) = 1, t∗ ≤ t ≤≈ T − t∗,

y(t) = 1, T − t∗ − (T − t∗)1/2

≈≤ t ≤≈ T − t∗,

x+ y = 0, t ≈ T − t∗. (11)
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7. CONCLUSION

In conclusion, we would like to emphasize that the

main obstacles for realization of the maximization

of new WP number by the ways above in practice

can be production of namely requisite new prod-

ucts.

For ensuring this, special ES is needed to keep

up with change of products needs and to make fast

interaction with the science as ES to create respec-

tive new technology and with the education as ES

to prepare new professional in accordance with re-

spective new labor functions.
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ABSTRACT - With the nature of SIP with a text-based 

message format and its openness to the public Internet, it 

is exposed to a number of potential threats of Denial of 

Service (DoS) by flooding attacks. In this paper, we 

propose a whitelist-based SIP flooding attack detection 

schemes.1 
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1. INTRODUCTION 

Session Initiation Protocol (SIP)[1] has been widely 

adopted as the main signaling and session management 

protocol for most recent multimedia applications and 

systems such as VoIP, IP Multimedia Subsystem (IMS), 

and so on. With the nature of SIP with a text-based 

message format and its openness to the public Internet, it 

is exposed to a number of potential threats of Denial of 

Service (DoS) by flooding attacks. In SIP flooding attacks, 

attackers may generate massive malicious SIP request 

messages to a target SIP server in order to force the server 

to disconnect. 

There have been threshold-based detection methods on 

SIP flooding attacks[2][3]. Since these approaches are 

based on certain threshold-values, their decisions may fail 

when normal traffic increases in normal situations. As 
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under the ITRC support program supervised by the NIPA 

(NIPA-2011-(C1090-1121-0011)). And, it was also 

supported by the Technology Innovation Program (Grant 
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another approaches to detect SIP flooding attacks, 

whitelist-based schemes[4][5] have been proposed. For the 

whitelists, the source addresses of users who successfully 

completed SIP registration processes by using REGISTER 

messages[5] or those who made legitimate sessions 

frequently[4] are used. With the whitelists, they can detect 

the flooding attacks by checking whether the number of 

mis-matched whitelist events occurs over a certain 

threshold. They also have some limitations to be used in 

large sized VoIP users’ environments due to the heavy 

requirements to store huge whitelists and corresponding 

computational complexities to search a list. In addition, 

SIP supports various URIs, the use of only source 

addresses to construct the whitelist may be ineffective. 

In this paper, we propose a whitelist-based SIP flooding 

attack detection schemes. For the whitelist, we use a 

Bloom filter approach to reduce the memory and the 

computational complexity. To maintain SIP session 

information using Bloom filter, the proposed method 

utilizes the three parameters such as source IP address, 

caller and callee’s URIs. 

  

2. PROPOSED METHOD 

The SIP session setup is a three-way handshake with 

INVITE, 200 OK, and ACK as shown in Fig. 1. A calling 

SIP user agent (UA) transmits an INVITE request message 

to a callee UA to create a session through SIP proxy 

servers. Proxy servers receive and forward the INVITE 

message without disruption of the message. When the 

receiver UA receives the INVITE message, it sends a 200 
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OK message to accept the session request. Then, the 

sender UA confirms the session setup by sending ACK, 

and the session setup is completed. 

 

Fig. 1. Session establishment via an INVITE 

 

2.1. Whitelist Construction 

As shown in Fig. 1, the SIP server can acknowledge of a 

normal SIP session setup by monitoring the three-way 

handshake. In the proposed method, the normal session 

setup information is listed in the whitelist. For the whitelist, 

we use a Bloom filter[6] as follows. 

It is assumed that there are k independent hash 

functions, khhh ,...,, 21  and a Bloom filter vector V  of 

m bits, which is initially set to 0. We define a session 

string for each normal SIP session by three fields 

<source_IP_address, caller’s URI, callee’s URI>. Then, k 

independent hash functions are applied to the session 

string. The bit positions in vector V  corresponding to 

hash function results are set to 1.  

 

2.2. Attack Detection 

With the whitelist provided by WM, SIP flooding attack 

symptoms can be detected easily as following. It is 

assumed that time is divided into a constant period of ∆, 

then ∆ is a basic unit of attack measurement. 

Let kM  be the non-membership counter, which is the 

number of incoming messages that are not members of the 

whitelist, during k-th time period, k∆ . At the start of 

each time period, the counter is initialized to 0. The 

counter is calculated according to the procedure shown in 

Fig. 2. When an INVITE message is arrived, its session 

information string is formed, then Bloom filter 

membership test is applied to the string with the whitelist 

vector V provided by WM. )]([ bh jV  shown in Fig. 2 

means the bit position in the vector V indicated by the 

hash function result of )(bh j . If the membership test fails, 

then the counter is increased by 1. 

Let kR  be the weighted average of kM  during k-th 

time period kt . Then, we have 

kkk MRR ⋅−+⋅=
−

)1(1 αα ,k=0,1,2,… (1) 

where α  is the constant value for the weighted average 

between 0 and 1. 

 

kM =0; 

while (during k-th time period) 

  if (arrived message is INVITE) then 

    get a string b from the session information of  

the INVITE message; 

for each hash function jh  (j=1,2,…,k) 

if )]([ bh jV  != 1, then  

++kM ; 

stop for-loop; 

endif 

    endfor 

endif 

endwhile 

Fig. 2 Non-membership counter calculation 

 

In order to determine the situation in which INVITE 

flooding attacks occur, we define the three states of 

NORMAL, ALERT, and ATTACK as in [3]. In  

NORMAL state, no attack is presumed. The ALERT state 

is a state in which an attack is in question but an attack has 

not yet been completely decided.  In the ATTACK state, 

it is inferred that the SIP element is being attacked. The 

transition between those states is shown in Fig. 3. Let 

alarmTH  and attackTH  be the threshold values for the state 

detections, which are determined by an administrative 

policy of the service or network operators.  
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NORMAL 

state 
ALERT 

state 

ATTACK

state 
 

Fig. 3. Transition between states for attack detection 

Let ALERTC  and ATTACKC are threshold counter 

values to determine ALERT and ATTACK states, 

respectively. Then, the state are determined by the 

algorithm shown in Fig. 4 

 

<variables> 
count : counter for representing the degree of attack 

maxC  : maximum of count 

state : current state of the algorithm 
 

<main algorithm> 
Initially, k=0, count=0, state=NORMAL. 

At each time period k∆ ,  

- update the weighted average kR  

if (state==NORMAL) 

if ( alarmk THR > ) 

      state=ALERT 

endif 
elseif (state==ALERT) 

if ( alarmk THR > ) 

      count++; 

else 

      count --; 

endif 

if ( count ≤ ALERTC  ) 

      state=NORMAL 

elseif (count > ATTACKC  ) 

      state=ATTACK 

endif 

else 

 if ( attackk THR < ) 

      count = MIN ( maxC , count++); 

else 

      count --; 

endif 

if (count  ≤ ATTACKC  ) 

      state=ALERT; 

endif 

endif 

Fig. 4. Attack Detection Algorithm 

 

3. EXPERIMENTAL RESULTS 

For the experiments to show the effectiveness of the 

proposed scheme, we used the OPNET simulation tool[7], 

which has a module for SIP simulation. We implemented a 

normal SIP traffic generation model from legitimate users 

on the OPNET by reference to SIPp, which is a free open 

source for traffic generation of the SIP protocol. And, we 

also implemented an attack SIP traffic generator by 

reference to INVITE Flooder, which is an open source to 

generate a flurry of SIP INVITE messages to a phone or 

proxy server. 

We made a scenario to build a whitelist as follows. It is 

assumed that there are N registered UAs which can 

establish sessions through a common SIP proxy server. By 

having these all UAs established normal sessions each 

other, we obtained the whitelist, i.e. the Bloom filter 

vector V. Fig. 5. (a) shows a false-positive ratio for the 

attack detection when the Bloom filter vector size is fixed 

at 240,000 bits while the number of hash functions varies. 

And, Fig. 5. (b) also shows the false-positive ratio when 

the number of hash function is fixed at 5 while the Bloom 

filter vector size varies. From Fig. 5, to achieve the false-

positive ratio less than 0.1%, k=5 and m=240,000 can be 

chosen when N is given 20,000. Likewise, the proposed 

method can detect SIP flooding attacks well, and can 

design the Bloom filter parameters according to the result 

of Fig. 5. 

 

  

(a) varying k (m=240,000 fixed) 
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(b) varying m (k=5 fixed) 

Fig. 5 False-positive ratios  

 

Fig. 6 shows the sequence of kR , which is the 

weighted average of non-membership counter, kM , for 

the case where the bulk-style attack sequence is added to 

the normal one. The aggregate traffic sequence is shown in 

Fig. 6 (a). As we can see from Fig. 6(b), the attack 

symptom can be effectively detected with the sequence of 

kR . However, the time required for the decision whether 

there exists an attack symptom depends on the 

measurement time interval (∆) and the weighted average 

constant (α ). They can be determined in advance by an 

administrative policy of the service or network operators 

based on the analysis from the measurement of actual 

traffic flows. 

 

 

(a) taffic sequence with a bulk-attack 

 (b) weighted average sequence 

Fig. 6 kR for bulk-style attack sequence 

 

4. CONCLUSIONS 

VoIP is one of the most crucial communication services 

for human life. However, SIP-based services are exposed 

to a number of potential threats of Denial of Service (DoS) 

by flooding attacks. In this paper, we proposed the 

whitelist-based detection schemes against SIP flooding 

attacks. To build the whitelist, we use a Bloom filter 

approach to reduce the memory and the computational 

complexity. With the Bloom filter, the proposed scheme 

requires a computational complexity of O(1) to process 

each message, while other whitelist-based approaches such 

as proposed in [5] have O(N). It is shown that the 

proposed method detects SIP flooding attacks with a very 

low false-positive ratio. We expect that the proposed 

method can contribute to provide secure SIP-based 

services and applications.  
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1. INTRODUCTION 

An abundance of recommendations can be found on how to 
design effective B2C websites [12, 8, 5, 14]. However, 
most of them do not take into account consumers’ affective 
reactions to website use, even though these reactions 
influence key behaviors such as time spent on the website, 
purchasing, impulse buying, repurchasing, loyalty and 
commitment towards the website [1, 6, 11, 4, 3]. 

Based on the information systems and consumer behavior 
literature, this ongoing study explores the impact of four 
interface design features on consumers’ affective 
commitment to websites. It proposes a research model 
based on a recent empirical study [7] that found that 
website interface features such as structure information and 
navigation are key elements impacting cognitive appraisals, 
which lead to affective reactions. 

2. RESEARCH MODEL 

The research model predicts several relationships between 
the constructs (Figure 1). The first four hypotheses predict 
that a positive assessment of each interface feature will 
positively influence the evaluation level of the online 
purchasing process. The fifth hypothesis predicts that a 
favorable evaluation of the online purchasing process will 
have a positive impact on commitment to the website.  

Structure

of information

Navigation /

Orientation

Text (appearance
and arrangement)

Visual aspects

Overall evaluation

of the online

purchasing process

(Situational state)

H1

Customers’ affective

commitment

to the website

H2

H3

H4

H5

 Figure 1. Research model 

Each variable of the research model is theoretically justified 
and is measured with items identified in previous empirical 
research. The four website design features (structure of 
information, navigation/orientation, text, and visual aspects) 
come from the IBM design guidelines proposed for the 
development of high-usability websites [10] and from Hong 
and Moriai’s [9] design principles. As a specific referent for 
affective reactions, the evaluation of the online purchase 
experience variable originates in [7] adaptation of a key 
cognitive appraisal identified by the appraisal theory of 
emotions [15]. Affective commitment to the website, which 
refers to the consumer’s desire to continue the relationship 
with the website in the future, comes from Casalo et al.’s 
[2] study integrating other variables such as trust, perceived 
reputation and satisfaction. According to these authors, 
committed customers share four important characteristics: 
higher purchase intentions, better resistance to counter-
persuasion, willingness to pay premium prices, and 
eagerness to recommend the website to others. 
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3. METHODOLOGY 

A pre-test has already been conducted with 35 consumers to 
test the validity of each construct. Internal validity is 
confirmed for each variable, as the Cronbach’s alpha 
coefficients are all within the threshold (> 0.70) suggested 
by Nunnally [13]: structure of information: 0.82; 
navigation/orientation: 0.77; text appearance and 
arrangement: 0.88; visual aspects: 0.94; evaluation of the 
online purchase experience: 0.94; and affective 
commitment to the website: 0.78.  

The research model is currently being tested with data 
collected from a survey tracking purchasing experiences on 
a Canadian deal-of-the-day website that features discount 
coupons for different products and services usable at local 
or national companies. For two weeks, any consumer 
purchasing products or services on the website was 
prompted to answer an online questionnaire. The final 
results including hypotheses testing will be presented 
exclusively at the conference. 

4. CONTRIBUTIONS 

The expected contributions of this research project, both 
theoretical and practical, are numerous. First, the existence 
of an affective reaction emerging from the purchasing 
process on a B2C website should be confirmed. Second, the 
research model establishing antecedents for this affective 
reaction (website interface features and evaluation 
experience as a cognitive referent) is expected to be 
validated. Third, practitioners will be reminded of the 
importance of developing usable websites that integrate not 
only rational behavior but also customers’ affective 
commitment to the purchasing experience offered by the 
website. Fourth, a set of guidelines for website design will 
be developed, derived from the items of the four website 
interface features.  
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ABSTRACT 

We propose a human-area networking technology that uses the 

surface of the human body as a data transmission path and uses 

near-field coupling transceivers. This technology aims to 

achieve a ‘touch and connect” form of communication and a 

new concept of “touch the world” by using a quasi electrostatic 

field signal that propagates along the surface of the human body. 

This paper explains the principles underlying near-field 

coupling communication. Special attention has been paid to 

common-mode noise since our communication system is 

strongly susceptible to this. We designed and made a common-

mode choke coil and a transformer to act as common-mode 

noise filters to suppress common-mode noise. Moreover, we 

describe how we evaluated the quality of communication using 

a phantom model with the same electrical properties as the 

human body and present the experimental results for the packet 

error rate (PER) as a function of the signal to noise ratio (SNR) 

both with the common-mode choke coil or the transformer and 

without them. Finally, we found that our system achieved a 

PER of less than 10-2 in general office rooms using raised floors, 

which corresponded to the quality of communication demanded 

by communication services in ordinary office spaces. 

Keywords: near-field coupling communication, human-area 
networking, common-mode noise, quasi electrostatic field, 
packet error rate, and signal to noise ratio.

1. INTRODUCTION

Wireless body area networks around the human body are 

expected to play an important role in various areas of 

application, such as in the remote monitoring of health, sports 

training, interactive gaming, sharing of personal information, 

secure authentication, train ticket wickets, and medical 

information systems [1]. Body-channel communication (BCC) 

technologies have recently been actively reported [2]–[6]. 

However, these communication technologies are only 

composed of transceivers (TRXs) on the human body (wearable 

TRXs). We propose human-area networking based on near-field 

coupling communication (NFCC), which consists of both 

wearable TRXs and those embedded in environments or in 

equipment that broaden the areas to which BCC can be applied 

[7]–[9]. We aimed at achieving the concept of “touch the 

network”, which is a novel idea to access networks and  

exchange data by simply stepping on the floor. Typical 

examples of this concept for ticket wickets and Internet access 

systems are outlined in Fig. 1. When people carry wearable 

TRXs in their pockets, they can access networks through 

embedded TRXs by simply passing through ticket wickets. User 

IDs are then authenticated and fares are calculated and deducted. 

There is also a photograph that demonstrates our concept in Fig. 

2. The person in this scenario has a wearable TRX attached to 

his body/clothes and he is accessing his favorite Web page by 

simply stepping on an embedded electrode while he is sitting on 

a chair. As the proposed communication system using 

embedded TRXs is able to connect networks all over the world, 

this system can be applied to a wide range of applications. 

However, embedded TRXs are more strongly susceptible to 

environmental noise from earth grounding, AC power, and 

equipment connected to networks than wearable TRXs. The 

quality of reception attained by embedded TRXs is worse for 

this reason. We found that the quality of communication was 

improved by implementing common-mode noise filters in 

embedded TRXs. The embedded electrodes were floated above 

a concrete floor because there is wiring under floors in real 

offices. We measured the signal to noise ratio (SNR) by taking 

this situation into consideration and demonstrated how much 

the packet error rate (PER) could be ensured in general office 

rooms.  

Fig. 1. Scenario for practical use. 
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Fig. 2. Photograph of demonstration scenario. 

2. COMMUNICATION MODEL

The communication model for the NFCC system is shown in 

Fig. 3. The NFCC consists of two types of TRXs. The first is a 

wearable TRX that can be carried in jacket breast pockets or 

trouser pockets. The second is an embedded TRX that can be 

embedded in walls, desktop PCs, and wickets. When modulated 

signals are applied to a pair of parallel electrodes implemented 

in a wearable TRX, a quasi electrostatic field is generated near 

the electrodes. An electrical field signal is induced on the 

human body through a mechanism for near-field coupling. The 

signal loop is composed of two types of paths. The first is a 

forward path and the second is a return path. The forward path 

is a route from the electrode of the wearable TRX on the body 

side (signal electrode) to the upper electrode through the human 

body’s surface. The return path is also a route from the lower 

electrode to the electrode on the wearable TRX on the side 

opposite the body (ground electrode) through earth grounding. 

Fig. 3. Communication model for NFCC technology. 

Communication where the wearable TRX transmits a signal and 

the embedded TRX receives it is called an up link. In contrast, 

communication where the embedded TRX transmits a signal 

and the wearable TRX receives it is called a down link. 

We focused on common-mode noise as a critical factor that 

degraded the quality of transmission in NFCC systems. The 

intrusion route for noise is outlined in Fig. 4. The embedded 

TRX for the communication system is strongly coupled to earth 

grounding through an AC-power line and external network 

equipment. As a result, a common-mode noise loop is formed.  

Next, we will describe a method of improving the quality of 

communication by implementing a filter to suppress common-

mode noise and our evaluation of how the quality of 

communication varies with SNR in an ordinary office space. 

Fig. 4. Intrusion route for noise. 

3. TRX CONFIGURATION

A card-type prototype wearable TRX and an embedded TRX 

that can be installed in environments, such as doors and floors, 

are shown in Fig. 5. The prototype uses a 6.75-MHz carrier 

frequency with binary phase shift keying (BPSK) modulation, 

and achieves a transmission rate of 420 kbps. The wearable 

TRX has a pair of parallel electrodes. It can operate for 

approximately one year on a single CR3032 button-type 

lithium-ion battery. The embedded TRX has an SMA connector 

acting as the signal input or output port and an RS232C serial 

port acting as the interface with external devices. It is driven by 

AC-power. In the example of rail ticket wickets that was 

described earlier, the card-type TRX can be carried in trouser 

pockets, transmitting ID information, and achieving 

communication with the embedded TRX built into the floor. 

Fig. 5. Configuration and basic specifications for TRX. 
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4. EXPERIMENTS

Evaluation of system 
We measured the SNR for the up link as a function of the 

distance between the floor and the embedded electrodes, as 

shown in Fig. 6. As the distance between the floor acting as 

earth grounding and the embedded electrodes increases, the 

capacitance (CL) between the floor and the lower electrode 

decreases. The received signal level decreases as the lower 

electrode is away from the floor. Raised floors in general office 

rooms are used to install wired communication networks or AC-

power lines. We measured the SNR to ensure that our NFCC 

could be used on raised floors. To find what effect distance had 

on the SNR, we changed the distance with spacers made of 

foamed polystyrene. The embedded electrodes were connected 

to a spectrum analyzer and a person 1.76-m tall who wore shoes 

stood on the embedded electrodes. He wore the wearable TRX 

on his body. We measured the received signal power and the 

noise power. The distance between the person and the 

embedded electrodes was maintained. 

Fig. 6.  System for measuring SNR. 

Fig. 7 is a schematic of the experimental system. We used a 

phantom with the same electrical properties as the human body 

to ensure the experiments could be reproduced. The phantom 

was a rectangular solid filled with a gel material that absorbed 

water. Since there were spaces between the wearable TRX and 

human body in practical use, we placed an attenuator on the top 

surface of the phantom so that we could adjust the signal power. 

The wearable TRX was placed on the attenuator. The embedded 

TRX was connected to the embedded electrodes (350-mm-sq.) 

and the noise generator was connected to the noise electrodes 

(350-mm-sq.), both with a coaxial cable. We inserted the 

common-mode choke coil or the transformer between the 

embedded TRX and the embedded electrodes depending on the 

experiment. The embedded TRX was connected to a desktop 

PC with an RS232C cable. The noise electrodes were placed 

under the embedded electrodes. A rubber sheet, which was 5 x 

350 x 350 mm, was inserted between the phantom and the 

embedded electrodes and between the embedded electrodes and 

the noise electrodes. The noise generator and the embedded 

TRX were driven by AC power. We held an attenuator with a 

thickness of 200 mm in the experiments, and we measured the 

quality of communication for the up link as a function of the 

SNR using a white noise generator. 

Fig. 7.  System for measuring PER. 

Results 
The received signal and the noise power for the up link and the 

capacitance (CL) as a function of a distance between the floor 

and the embedded electrodes are plotted in Fig. 8. The noise 

power increased by 3 dB when a person stood on the embedded 

electrodes. Although the SNR changed according to the 

distance, it remained at more than 23.9 dB. When the distance 

approached 0 m, the signal power increased, the noise power 

decreased, and the SNR was maximum. This is because the 

return path was enhanced due to increase in the value of CL.

The floating capacitance (CU) between the upper electrode and 

the floor was comparable to CL when the embedded electrodes 

approached the floor. Consequently, the balance between the 

impedance for the signal line and that for the ground signal line 

with respect to the earth grounding was better. As a result, the 

normal mode noise current was suppressed. 

We designed and fabricated a common-mode choke coil and a 

transformer to suppress common-mode noise. The 

characteristics of these filters to suppress normal and common-

mode noise are plotted in Fig. 9. Because the common-mode 

choke coil had high impedance for common-mode current, 

common-mode noise current was suppressed. As the 

transformer isolated the circuit for the embedded TRX from the 

embedded electrodes, common-mode noise current was 

suppressed. 

The PER characteristics as a function of the SNR for the up link 

are plotted in Fig. 10. The total length of a packet was 22 bytes. 

Each packet consists of address, data, command, etc. We can 

see the SNR was improved by 2.5 dB at a PER of 10-2 when the 

transformer was used between the embedded TRX and the 

embedded electrodes. The SNR also improved by 5.0 dB at a 

PER of 10-2 when the common-mode choke coil was used. 

These results demonstrated that our system achieved a PER of 

less than 10-2, which corresponds to the quality of 

communication demanded by communication services in office 

rooms with an SNR of more than 23.9 dB. 
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Fig. 8. Received signal, noise power, and capacitance 

characteristics. 

Fig. 9. Characteristics of filters to suppress normal and 

common-mode noise.  

Fig. 10. PER characteristics as a function of SNR for up link. 

5. CONCLUSION

We proposed a human-area networking technology using near-

field coupling transceivers. We focused on the fact that 

embedded TRXs were strongly susceptible to common-mode 

noise in this work and made a common-mode choke coil and a 

transformer that acted as common-mode noise filters. We 

measured the PER of the up link as a function of the SNR both 

with the common-mode choke coil or the transformer and 

without them. Moreover, we measured the SNR as a function of 

the distance between the floor as earth grounding and 

embedded electrodes. As a result, our system could achieve a 

PER of less than 10-2 for the up link in general office rooms 

using a raised floor. 
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ABSTRACT 
  

The evolution of WiMAX by introducing Quality of Service 
provisioning for voice, and uplink/downlink rates in the range of 
35/75 MHz respectively, have made it a strong contender to the 
fourth generation mobile technology LTE (Long Term Evolution). 
In spite of the constant increase in multimedia traffic carried by 
mobile networks, voice remains one of the most important sources 
of revenue to provide sustainability for service providers. This 
confers great importance to the knowledge of VoIP performance 
over WiMAX. However efficient transport is hampered by the 
small size of the frames of digitized voice, and the added volume 
of WiMAX and IP system's information necessary for VoIP 
transport. In this context, in this paper, a computational module 
that provides performance figures of merit of the capability of 
WiMAX for VoIP transportation is presented.  
 
KEYWORDS: WiMAX, VoIP, 4G, Cell phone Communications. 
 

1. INTRODUCTION 
 

The demand for wireless broadband services is growing rapidly 
worldwide, in some places even beyond the capability of 
operators to provide it. According to the Federal Communications 
Commission of the United States, the use of smart phones has 
grown nearly 700% in the United States in the last four years [1]. 
Furthermore, the volume of traffic in AT&T's mobile network has 
increased by 5,000 % in the last 3 years [2]. One of the drivers of 
these digital consumption leaps is WiMAX (Worldwide 
Interoperability of Microwave Access), which is a WMAN 
(Wireless Metropolitan Area Network) type network, based on the 
family of broadband wireless access technologies IEEE 802.16. 
WiMAX is a strong contender to existing last mile access 
technologies: Cable, DSL (Digital Subscriber Line). [3], as well as 
LTE (Long Term Evolution: 4th generation UMTS cellular 
systems). 
The mobile WiMAX air interfaces use OFDMA (Orthogonal 
Frequency Division Multiple Access) to improve multi-path 
interference in NLOS (Non-Line of Sight) and LOS (Line of 
Sight) environments, with a range of up to 50 km.  
 
 
 
 
 
 

 

 
Operates with asymmetric duplex transmission of 75 Mbps on the 
downlink and 35 Mbps uplink, provides high spectral efficiency 
(up to 2 bps/Hz), multi-channeling, and advanced MIMO 
(Multiple Input-Multiple Output) antenna technology. 
To ensure worldwide application, WiMAX can use unlicensed 
and licensed spectrum, with variable bandwidth channels (12.5, 
1.5, and 1.75 MHz multiples) up to a maximum of 20 MHz. 
802.16 system access remains effective even in the presence of 
multiple connections per terminal, multiple levels of QoS (Quality 
of Service) per terminal, and a large number of users sharing the 
medium by statistical multiplexing. 
The provision of QoS for real time services has also been 
integrated (2006, Release 1.0), with the aim to make it 
competitive with LTE systems. 
As a technology for broadband provision, WiMAX is applicable 
to both: subscribers in dense urban areas, and for scattered rural 
communities, and can be used as a backhaul for Wi-Fi cellular 
clusters. 
These characteristics have induced that beginning with the first 
commercial network in Korea in 2006, until September 2010, 592 
WiMAX networks are operating in 149 countries, serving 13 
million subscribers [4], number estimated to grow to 18 million in 
2011 [5]. 
Based on the above, this work presents a computational module 
for WiMAX performance analysis in the transport of VoIP (Voice 
over IP: Voice over IP). 
 

2. MOBILE WiMAX 
WiMAX air interface technology is based on the standard IEEE 
802.16 [6]. In particular, the current Mobile WiMAX technology 
derives from the IEEE 802.16e amendment approved by the IEEE 
in December 2005, which specifies the OFDMA air interface and 
provides support for mobility [7]. 

  
2.1. Mobile WiMAX Release 1.0 

The Mobile WiMAX System Profile Release 1.0 [8] was 
developed in early 2006. It belongs to the family of WiMAX 
Forum standards, and was adopted by the ITU as the 6th air 
interface of the IMT-2000 family [9]. Support for the allocation of 
flexible bandwidth and integration of multiple types of QoS in 
WiMAX network, enables the provision of high-speed Internet 
access, VoIP, video sessions, multimedia chat and mobile 
entertainment. WiMAX issued a certification program to ensure 
interoperability of products from different manufacturers, 
achieving the first stamps of approval WiMAX Forum Certified 
for the 2.3 GHz spectrum in April 2008 and later for the 2.5 GHz 
spectrum. 

Performance Analysis of VoIP over WiMAX 
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The Mobile WiMAX Release 1.0 Profile is based on the IEEE air 
interface (Std. 802.16-2004, 802.16-2004, Cor. 1-2005, 802.16e-
2005, 802.16-2004, Cor. 2) and WiMAX Forum's network 
specifications. Figure 1 shows the five sub-profiles and their 
components. 
 

 
Figure 1.- Structure of Mobile WiMAX system profile[7]. 
 

2.2. Mobile WiMAX Release 1.5 
 
WiMAX Forum works in the short-term migration to the profile 
called Release 1.5, which includes the following improvements: 
 
FDD/HFDD efficient operation. FDD/HFDD (Half-duplex 
Frequency Division Duplex) operations optimization is based on 
dividing the 802.16 frame into partitions to be used by two 
different groups of mobiles having separate control channels, such 
as Uplinks MAPs and Downlink MAPs (downlink/uplink 
mapping), the fast feedback channel and HARQ ACK channel. 
This solution enables reuse of chipsets designed for version 1.0 
(TDD) without compromising system performance to address 
FDD markets worldwide. 
 
New bands. New classes of bands to provide a solution to the 
FDD transmission mode. 
 
Improved MIMO. Closed loop MIMO operation and 
Beamforming (BF) further enhance the performance and coverage 
beyond version 1.0, which contains only open-loop MIMO 
capacity and some BF. 
 
Improved MAC performance (specially improved VoIP capacity). 
Version 1.0 is highly optimized for data communications such as 
TCP/IP. The nature of data traffic implies transmission in 
"bursts". To adequately address this demand, Release 1.0 
technology uses the mechanism of Downlink and Uplink MAP's, 
control messages transmitted in each frame, i.e. every 5 ms. While 
this is perfect for bursty traffic, support for the flow of data (VoIP, 
video) needs further optimization.  
 
The idea of optimization is to use persistent allocation so that a 
simple MAP message provides information on the allocation of 
periodic resources matching the needs of a specific flow. 
 
 

Extended/Improved network characteristics. Most extensions are 
related to Mesh Base Stations (MBS) Multicast and Broadcast 
Service. Release 1.5 extensions provide more flexible allocation 
of MBS zones, which are suitable also for small cells (micro and 
pico). Another attractive part of Release 1.5 is the set of support 
functions to Location Based Services (LBS). 
Bluetooth coexistence in the same mobile. To provide a more 
efficient support for WiMAX terminals having additional WLAN 
(Wireless Local Area Network) interfaces and/or PAN (Personal 
Area Network), the latter based on Bluetooth [7].  

 
3. TDD, VoIP and Codecs framing 

In order to analyze VoIP handling by WiMAX in Releases 1.0 and 
1.5, the way digital information is generated in the voice codecs is 
explained, and the format in which this information is organized 
to transport Internet and WiMAX. Internet adds control 
information from the protocols Real-Time Transport Protocol 
(RTP), User Datagram Protocol (UDP) and IP, these headers are 
compressed using the Robust Header Compression (ROHC) 
scheme. The WiMAX system then performs its own formatting to 
TDD frames. 
 

3.1. Voice coding 
Mobile WiMAX does not specify a preferred or base voice 
encoder. In this paper the AMR and ITU-T G.719 voice codec 
specifications are applied to carry on the performance analysis. 
 
AMR Speech Encoder. The AMR speech codec is one of the 
standards adopted by the 3GPP for digitization of voice [10]. It is 
a variable rate encoder, which through an optimized link-
adaptation mechanism, selects the best rate according to channel 
conditions and capacity. Every 20 ms produces one of 14 possible 
modes (Table 1, 3rd column), where each mode corresponds to a 
particular bit rate. The lower bit rate is used to transmit 
background noise during speech absence periods, and is known as 
Silence Indicator (SID). 

Table 1. AMR Data Rate  

Mode Total speach bits Channel 

AMR 4.75 95 FD/HD 
AMR 5.15   103 FD/HD 
AMR 5.90    118 FD/HD 
AMR 6.70    134 FD/HD 
AMR 7.40    148 FD/HD 
AMR 7.95   159 FD/HD 
AMR 10.20  204 FD 
AMR 12.20 244 FD 

 FD.-Full Duplex                    HD.-Half Duplex 
 
In this work we use a simplified On-Off model of the AMR 
speech codec. During periods of active conversation (Figure 2), 
the highest bit rate (244 b/20 ms) is used, and during periods of 
inactivity, the SID rate is used (56 b/160 ms). 
 

Header Table of 
Contents 

AMR Voice 
Frame  

Octet + 
Alignment 

8 bits 8 bits 244 bits 4 bits 
Figure 2.-Encodec AMR voice packet fields (33 bytes) 

G.719 speech codec. ITU-T specification G.719 describes a low 
complexity audio codec based on transformation, which operates 
at a 48 KHz sampling frequency and offers a complete audio 
bandwidth from 20 Hz to 20 kHz [11].  
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The coder processes 16-bit PCM linear input signals in 20 ms. 
frames with a 40 ms average delay. G.719 allows for any rate 
between 32 Kbit/s and 88 Kbit/s in increments of 4 Kbit/s, and 88 
Kbit/s to 128 Kbit/s in 8 Kbit/s steps. One byte of the Table of 
Contents (ToC) is added at the beginning of each frame of 
compressed audio, along with the frame's length information. 
Figure 3 shows the format of the G.719 data packet @ 32 Kbps. 
 

Table of Contents G.719 Voice Frame 
1 byte 80 bytes  

Figure 3.- G.719 Packet Format on Mode 1 
 

3.2. VoIP over IP 
 
For real-time applications transport streams like Voice over IP 
(VoIP: Voice over IP) and video, packets are typically transported 
using the protocol stack RTP/UDP/IP (Real-Time Transport 
Protocol/User Datagram Protocol/Internet Protocol) [3]. Each 
protocol has an associated header, adding up 320 bits (Figure 4) or 
40 bytes. 
 

Payload 
RTP 

12 bytes 
UDP 

8 bytes 
IP 

20 bytes 
Figure 4.- IP Packet Format and the transport headers 

 
This is a huge expense compared to the VoIP packet payload. To 
reduce the burden of the protocol header, wireless systems use a 
technique known as Robust Header Compression (ROHC) [3], 
whereby the header is reduced to 32 bits (Figure 5). Thus VoIP 
packets for AMR and ITU-T G719 are reduced to two fields, as 
shown in Figures 5 and 6. 
 
 
 
 
 

 
Figure 5.- AMR IP Packet Format and its transport headers 

 

 
Figure 6.- G.719 IP Packet Format and its transport headers 

 
 

3.3. MAC Frames 
At the Medium Access Control (MAC) layer, WiMAX organizes 
information in Packet Data Units (PDU), as shown in Figure 7. 
Each MAC frame begins with a fixed length MAC header. This 
header may be followed by the load of the MAC PDU (MPDU). 
An MPDU may contain a field for Cyclic Redundancy Check 
(CRC).  

MAC  Header Payload (Optional) CRC (optional) 
6 bytes  4 bytes 

Figure 7.- MAC Frame General Format (Std. IEEE 802.16-
2004 [12]) . 

 
This way we can determine that the size of an active voice packet 
for the AMR codec is 47 bytes, and for an inactive voice packet is 
21 bytes. As for G.719 (with a rate of 32 kbps) is of 95 bytes. 
 
Frame structure and allocation of Mobile WiMAX traffic. The 
802.16e standard provides different physical layer modes and 
configurations of radio channel [13]. In the TDD mode, the data 
mapping is done in two dimensions: time and subcarriers, where 
an OFDMA frame has a duration of 5 ms subframe comprising a 
downstream (downlink: DL) subframe and an uplink (UpLink: 
UL) as shown in Figure 8 [3]. 

 

 
DL.-  DownLink                                                 UL.-  UpLink 

TTG.- Transmission Time Interval            RTG.- Receive/transmit Transition Gap 
Figure 8.- Structure of 802.16 TDD Frame

235

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



The number of PDUs that can be accommodated in these sub 
frames depends on the modulation scheme, coding rate and 
channel quality factor (G). 
 

4. COMPUTATIONAL MODULE 
 

The application was developed on the Microsoft Visual Studio 
2008 with the C # programming language [14]. The main 
assumptions adopted are as follows: 
 
 Use the OFDM WiMAX TDD frame with duration of 5 ms, 

bandwidth of 5 and 10 MHz and the PUSC permutation 
mode (Partial Usage of the subchannels). 

 Apply the operating characteristics of the voice codecs G.719 
and AMR to generate voice traffic. 

 To calculate the VoIP traffic load in both encoders applies a 
simplified On-Off model (on-off). 

 For AMR, during periods of active conversation, it uses the 
highest bit rate, this is 244 bits/20 ms, and during periods of 
inactivity, a rate of 56 bits / 160 ms. 

 For G.719, during periods of active conversation, using the 
highest bit rate, this is 160 bytes/20 ms, and during periods 
of inactivity rate 80 bytes/20 ms.   

 
Figure 9 shows the capture screen and output of the module for 
the calculation of operating parameters and efficiency in the 
transport of VoIP. 
The blank fields offer choices, these are detailed below: a) 
bandwidth (5 or 10 MHz), b) G parameter (1 / 4, 1 / 8, 1 / 16, 1 / 
32), c ) modulation schemes (BPSK, QPSK, 16QAM and 
64QAM) d) Coding rate (1 / 2 CTC, 3 / 4 CTC 2 / 3 CTC, 5 / 6 
CTC), e) Number of retransmissions (1, 2, 4), f) voice decoder 
(AMR, G.719), g) Detection of voice (detection or no detection), 
h) data rate voice packets (12.2 kbps, 10.2 kbps,7.95 kbps, 7.40 
kbps, 6.70 kbps, 5.90 kbps, 5.15 kbps, 4.75 kbps and 1.80 kbps 
for the AMR codec, 32 kbps and 64 kbps for the G.719 codec).  
Pressing the Calculate button, the module calculates: a) The 
operating parameters of WiMAX, b) length (bytes) of a package 
of WiMAX Voice, c) the number of slots and OFDM symbols 
used by the voice packet, d ) gross rate (bits / sec.) transmission of 
voice, e) the rate for IP transport, f) rate of speech (without 
header), g) percent Efficiency, h) the percentage of occupation of 
a WiMAX frame.  
 

The expressions for calculating the above data can be founded in 
[15]. 
 
 
Efficiency calculations 
 
The most important formulas from the perspective of performance 
analysis are: 
 
 Efficiency of WiMAX VoIP package is: 
Efficiency = Packet Size / Voice Packet size adapted for WiMAX  

 
 Occupation of a VoIP PDU TDD frame is: 

% Occupancy = Packet Size adapted for WiMAX / TDD Down 
Link Frame Size 

 
 Maximum number of simultaneous calls a single TDD frame 

can support is: 
No. calls per frame = 1 / Occupancy Rate 

 
Substituting the appropriate values in the above formulas, we can 
calculate the efficiency, the occupancy rate and the number of 
calls per frame for both AMR to G.719 
 
 
 

5. PERFORMANCE ANALYSIS OF VOIP OVER 
WIMAX 

Because WiMAX was originally conceived as a means of 
transporting data, WiMAX versions 1.0 and 1.5, show 
improvements in the treatment of VoIP, which is particularly 
important for several reasons: (a) The voice is a time service 
actual maximum tolerance delay of 200 msec. (b) Vocoder digital 
frames are very small (about 264 bits), compared to data services, 
leading to proportionally larger control headers compared to the 
payload.  
 
 The module "VoIP_over_WiMAX" calculates and displays the 
operating parameters according to Figure 8. To compute the 
performance of WiMAX systems for voice transportation, we 
focus on the following figures of merit. 

 

 Figure 9.-Screen to enter the operating parameters of WiMAX 

 
 

 

236

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



 Frame occupation percentage (FOP): The ratio of the number 
of bits in a PDU (VoIP packet with WiMAX headers, IP 
headers and payload) to the total number of bits of a TDD 
frame. 

 Packetization efficiency percentage (PEP): The ratio of the 
payload length (bits) to the PDU's total number of bits. 

 Net VoIP Rate (NVR ): Is the total number of voice and 
control bits sent in a one second period by the WiMAX 
system. 

 Number of calls per frame (NCPF): Maximum capacity of 
VoIP calls a a TDD-DL frame can accommodate, if it were 
to transports only VoIP traffic. Obtained by dividing the total 
capacity of a TDD-DL frame by the FOP. 

 
In the tables below FOP, PEP, NVR and NCPF calculations are 
presented according to the operational characteristics of 1.0 and 
1.5 Releases, and AMR/ G.719 voice codecs. 
Given a bandwidth of 5 MHz for TDD-DL transmission, channel 
coding rate and G parameter are fixed. Table 2 lists the total 
capacities in Mbps and the resulting FOP when the modulation 
scheme is changed.  
 
In the AMR case, it is clear that when upping the levels of 
modulation, there is a better occupancy of spectrum capacity, 
which means that the same VoIP rate adopts lower FOP figures. 
Results vary from 1.287% with BPSK to 0.214% with 64QAM. 
Similar behavior is observed for AMR in version 1.5, and G.719 
in Releases 1.0 and 1.5. 
On the other hand, the change in version 1.0 to 1.5 provides a 
slight gain by reducing the FOP in both AMR and G.719. 
Since G.719 is a full band audio encoder (up to 20 KHz), while 
AMR is a narrowband codec (up to 4 KHz), the coded frames of 
the former are longer, and therefore have a greater FOP. 
.  
 
Table 3. Percentage efficiency of bundling and VoIP Average 

Gross Rate 
 AMR G.719 
 1.0 1.5 1.0 1.5 
PEP (%) 32.35 35.04 41.414 42.68 
TBPV (bps) 11,490 10,050 23,010 21,570 
 
PEP and NVR parameters are independent of the modulation 
scheme, and are shown in Table 3 for the same conditions as in 
Table 2. 

 
 
 
The change from 1.0 to 1.5 in terms of transport efficiency is 
insignificant in both versions, as we can see comparing 32.35 vs. 
35.04 and 41.41 vs. 42.68.  

As explained above, the improvement lies in that in 1.5 the initial 
packet carries WiMAX headers that identify the flow, and is 
omitted in all successive packets. 
 
NVR values of Table 4 consider an activity/silence relationship of 
60/40. It is found that Release 1.5 decreases 1,440 bps the data 
volume transmitted by both the AMR and the G.719 encoders 
compared to Release 1.0. 
 
Maintaining the same encoding, bandwidth and G conditions, 
Tables 4 and 5 provide estimates of the number of calls per TDD 
frame for AMR and G.719 ITU-T, respectively. 
 

 
Table 4. Number of calls per TDD frame with the AMR 

encoder  
  1.0 1.5 
Modulation Data 

Rate 
(Mbps) 

% 
Occup. 

NLLM % 
Occup. 

NLLM 

BPSK 3.168 1.287 77 1.188 84 
QPSK              6.336 0.643 155 0.594 168 
16QAM 12.672 0.321 311 0.297 336 
64QAM 19.008 0.214 467 0.198 505 
 
Viewed from the perspective of call capacity, the TDD-DL frame 
could accommodate 77 simultaneous conversations in the AMR 
lower level of modulation case, up to 467 in the highest level. In 
this last comparison it is necessary to mention the fact that 
capacity is being measured in a single frame, which is not 
equivalent to the total capacity, as voice frames are generated with 
a 20 ms periodicity and TDD frames every 5 ms. 
 

Table 5. Number of calls per TDD frame with the G.719 
encoder 

  1.0 1.5 
Modulation Data 

Rate 
(Mbps) 

% 
Occup. 

NLLM % 
Occup. 

NLLM 

BPSK 3.168 2.5 40 2.425 41 
QPSK              6.336 1.25 80 1.212 82.5 
16QAM 12.672 0.625 160 0.606 165 
64QAM 19.008 0.417 239 0.404 247 
 
The increase in the number of G.719 calls is less notable than in 
the AMR case, which is attributable to the denser digital volume 
of G.719 compared to that of AMR. 
 

 
Table 2. Occupancy rate of the TDD-DL frame for a VoIP package 

    AMR1 G.7192 
    1.0 1.5 1.0 1.5 

Modulation Encoding G Data Rate 
(Mbps) 

POM (%) POM (%) POM (%) POM (%) 

BPSK ½    1/8 3.168 1.287 1.188 2.5 2.425 
QPSK              ½    1/8 6.336 0.643 0.594 1.25 1.212 
16QAM ½    1/8 12.672 0.321 0.297 0.625 0.606 
64QAM ½    1/8 19.008 0.214 0.198 0.417 0.404 

1. AMR @ 12.2 Kbps  2. G.719 @ 32 Kbps 
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6. CONCLUSIONS 
 
 The VoIP_over_WiMAX module calculates the performance 

in the transport of VoIP for any combination of settings 
(bandwidth, modulation technique, channel condition, etc.) 
considered in the WiMAX standards 1.0 and 1.5. Includes 
AMR and G.719 ITU-T coders parameters. And the 
possibility of integrating other codec formats if necessary. 

 The transport efficiency of VoIP over WiMAX 1.0 is 32.32, 
which is slightly improved by Release 1.5 to 35.04. A similar 
improvement is obtained in the case of the G.719 coder. The 
figures allow us to affirm that WiMAX is not efficient in 
terms of the relation payload to control headers. This 
situation can be improved with the addition of more voice 
frames in a single PDU, with the risk of increasing the BER 
in case of packet loss. 

 The capacity calculation of calls that can be transported 
within the same TDD-DL frame shows the enormous 
flexibility and capability of WiMAX, since its base number 
is 77 and can grow up to 467 (with conditions indicated in 
Section V). 

 Issues to consider in the improvement of this tool include the 
calculation of loading and efficiency of VoIP sessions at cell 
level. Consider the effect of VoIP packet loss and eventual 
re-transmission. 
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Scheduling Active Nodes of Clusters in WSNs to Minimize Energy

Zixiang Wang, Senlin Zhang, Meikang Qiu and Meiqin Liu

Abstract— Minimizing energy is a challenge problem
in Wireless Sensor Networks (WSNs). Aggregation Nodes
(AGNs) in the WSNs implement the preliminary data fusion
and packets relay. Since the packets are transmitted to the
closest AGNs at first, the AGNs divide the networks into
several clusters. Sensors are usually uniformly deployed in
the sensing area, and the distances between sensor nodes and
AGNs are different. Under a certain fusion performance
constraint, not all sensor nodes need to be active. In this
paper, the knowledge of energy balancing and parameter
estimation is employed to reduce energy consumption. We
propose an algorithm to schedule the active sensor nodes
for each cluster in WSNs. Both the number of active
sensor nodes and data length can be obtained through our
algorithm. Our method properly assigns the active sensors
with different distances to the AGN of a cluster, and the total
energy consumption of the cluster is reduced employing our
scheme. Experimental results demonstrate the effectiveness
of our approach.

Index Terms— WSN, energy, MSE, active nodes, proba-
bility

I. INTRODUCTION

Wireless Sensor Networks (WSNs) develop very fast
during these years. The networks consist of multiple sen-
sors are introduced to military, environment monitoring,
health, and many other areas. With the development of
digital electronics, the sensor nodes in WSNs are smaller
in size, more accurate in detection and faster in data
processing. The sensors in WSNs are embedded with
batteries. In many situations, the batteries are impossible
to be replaced. Today energy harvesting technologies [1]
that enable sensors convert ambient energy to electric
energy is emerging. But due to some external limitation,
energy harvesting cannot provide stable energy. There-
fore, minimizing energy consumption is an important
problem in the applications of WSNs.

Reducing energy consumption can be achieved in many
aspects. The authors in [2] optimized energy arrange-
ment regarding the architecture design of a sensory node
controller on the hardware. The system usually does
not require all the sensor nodes to be active. Some
researches focus on the management of sensor state while
satisfying the performance index. The schemes of the
sleeping sensor nodes of a cluster-based sensor networks
are proposed in [3], [4]. In [5], authors gave solution to
balance energy consumption in data-gathering networks.
The authors in [6], [7] worked on sensor networks with
multiple states. Based on the tradeoff between energy,

This work was supported in part by the NSFC under Grants 61071061
and 60874050, the Program for NCET in University under Grant NCET-
10-0692, the Zhejiang Provincial NSF of China under Grants R1100234
and Z1090423, the Research Project of ZPED under Grant Z200909334,
the Fundamental Research Funds for the Central Universities under
Grant 2009QNA4012, the Fund of Aeronautics Science under Grant
20102076002, and the ASFC under Grant 20102076002.

deadline and reward, tasks can be rotated to run rel-
atively critical applications while meeting energy and
time constraints [6]. By scheduling sensor nodes with
some different active modes and a sleeping mode, energy
consumption can be reduced [7]. In the work of [8],
authors discussed the energy minimization on an in-line
topology, and calculated the optimal transmission distance
between two sensor nodes.

It is known that the energy consumption in transmitting
a packet experiences a path loss [9], which is proportional
to the α-th power (α > 1) of transmission distance. The
multihop and Aggregation Nodes (AGNs) are usually
employed in WSNs to reduce total energy consumption.
In that scheme, sensor nodes transmit the data to the
nearest AGN at first. The ANGs fuse the data and relay
it to the next AGN. The covered region of an AGN can
be treated as a cluster and the AGN is the clusterhead.
The cost to transmit a certain packet to the AGNs is
different due to the sensor’s location. The approaches
proposed early [3], [5] implemented the energy balancing
in WSNs, which scheduled sensors to achieve energy
balancing and maximize the lifetime of WSNs. But these
researches with energy balancing usually did not take
reward into consideration. In the signal process of WSNs,
Mean Square Error (MSE) is the most important reward.
Approaches that minimize energy consumption in WSNs
with MSE constraint [10], [11] are proposed to obtain
optimal data length and number of active sensor nodes.
Yet the approaches did not give us the solution to schedule
sensors with different distances to the clusterhead. In a
WSN system, sensors located in different areas need to
be assigned in a balanced way. Therefore, a scheme that
minimizes energy consumption and considers sensor’s
location at the same time is significant.

In this paper, we propose an algorithm to schedule ac-
tive nodes in one cluster considering the sensor’s location.
Our target is to minimize energy consumption with both
MSE constraint and energy balancing. In long distance
transmission, the data transmitted are quantized to several
bits in order to save the transmission energy. To reach an
ideal fusion result and implement an accurate parameter
estimation, the data need to have more bits. But longer
data length increases the cost in transmission. Sometimes
that more sensor nodes provide data with less bits gives
better fusion quality. The algorithm we propose in this
paper will give us the optimal data length and number
of active nodes. We schedule the active sensor nodes
with different transmission distances. The sensors of the
same cluster will exhaust in a balance way employing our
scheme. The contributions of this paper are as the follows:

• First, we obtain the optimal transmission data length
and number of active sensor nodes with numerical
solutions.
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• Second, we schedule active sensor nodes to balance
the energy consumption of every sensor distributed
in the same cluster.

• Third, Our approach can reduce the total energy
consumption by scheduling active sensor nodes.

The paper is organized as follow: In Section II, we ad-
dress the problem to be solved. We proposed an algorithm
to obtain the optimal active sensor nodes number and data
length with MSE constraint of a simple network structure
in Section III. In Section IV, we extend the type of WSN
and schedule the active sensors. In Section V, we give the
experimental results. The conclusion is shown in Section
VI.

II. BASIC CONCEPTS AND MODELS

The problem we discuss in this article should satisfy
the following assumptions:

• All the sensors in the WSN are homogeneous.
They have same detection probability, process speed,
memory size, and consume equal energy in the same
mode.

• The constants included in this paper are always the
same.

• In the process of data acquisition, the actual value
is corrupted by additive noise. The noises are zero
mean, and with same variance σ2.

• The packets relay is implemented by the AGNs, so
the sensor nodes will send packets directly to the
AGNs.

There are two main parts energy consumption in WSNs:
circuit energy and transmission energy. Circuit energy is
the energy used to sustain the normal function of a sensor.
The energy cost in data transmission is the transmission
energy. In our work, we assume the sensor nodes have
two modes: active and sleeping. The energy dissipation
of sensor nodes in sleeping mode is quite little. Therefore,
we neglect the energy consumption in sleeping mode.
The functions a sensor needs to accomplish are detection,
quantization and transmission if active.

With the observed value zk, the fusion center in WSN
needs to make an accurate estimation on the parameter θ
we are curious about. As we assumed, all the sensors
have the same detection probability, then more active
sensor nodes gives better fusion result in the fusion center
[12]. According to the accuracy requirement, the observed
value should be quantized to more bits data [10]. Assume
the time slot T is the time transmitting a packet and one
packet contains L bits quantized data. If the observed
value of sensor Sk is quantized to Lk bits, the energy
consumption Ek every time slot T can be presented as
follow [13]

Ek = cak(2
Lk − 1)+Ea, (1)

where ak = dα
k , c is constant during transmission, Ea

denotes the circuit energy, dk is the distance between two
hops, and α is the path loss exponent. The total energy
consumption per time slot is

Etotal = ∑
Sk∈Sr

Ek = ∑
Sk∈Sr

(cak(2
Lk − 1)+Ea), (2)

where Sr represents the sensor set whose sensor elements
are required in the data fusion.

From Eq. (2), we know both elements in Sr and trans-
mission data length L have influence on the total energy
Etotal . Hence, the problem is that under the fusion quality
constraint, the data length and active nodes number should
be obtained in order to achieve minimum cost. The energy
discrepancy due to the transmission distance cause the
imbalance of sensor nodes’ lifetime. So we also need
to determine the number of active nodes with different
transmission distance to balance energy dissipation.

III. SCHEDULING FOR THE CIRCLE-BASED CLUSTER

In this section, we consider a special kind of cluster,
whose distance between sensor nodes and the clusterhead
(AGN) are the same. All sensors are on a circle of a
certain radius R centered on the AGN as shown in Fig.
1. We call it circle-based cluster. From Eq. (2), we know

R

*

*

*

*

**

*
Sensor Node

AGN

Fig. 1. This is a very simple WSN, the distances between all sensors
and fusion center are same.

energy dissipation of all active sensor nodes is same in
the circle-based cluster.

Raw observed value is impractical to store in the local
memory of sensor nodes, and directly transmit observed
data is high energy cost. Quantization is required to
prolong the WSN’s lifetime and improve the system’s
performance. Suppose the observed value zk is bounded
to [-W, W], and we uniformly divide [-W, W] into 2Lk

intervals. Then zk is round to the nearest endpoint of
the 2Lk intervals. Constraint by the embedded chip in
sensors, the data length cannot be too long. The number of
quantization bits has an upper bound. Quantization brings
quantization error, so the quantization bits of each node
should not be too small. Then there is a range of the
quantization bits: Lmin ≤ Lk ≤ Lmax. We employ quasi-
BLUE estimator [10] to obtain an estimated value θ̂ in
the fusion center. The MSE of quasi-BLUE estimator is

E(θ̂ −θ )2 = ( ∑
Sk∈Sr

1

σ2 + δ 2
k

)−1, (3)

where δ 2
k = W2

(2Lk−1)2
.

Suppose Dr is the MSE required, i.e.,

( ∑
Sk∈Sr

1

σ2 + δ 2
k

)−1 = Dr. (4)

Then we have

L = log2(
W

√

naDr −σ2
+ 1), (5)
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na ≥
σ2

Dr

, (6)

where L denotes the data length (L bits), na denotes the
number of active sensor nodes. Insert Eq. (5) into Eq. (2),
the energy dissipation is

EDr
total =

cdα naW
√

naDr −σ2
+ naEa. (7)

naopt = arg
n∈N+

min[EDr

total ]. (8)

Thus, Lopt = log2(
W√

naoptDr−σ2
+ 1).

Lemma 1: The function E
Dr

total =
naW√

naDr−σ 2
+ naEa has

only one extreme point.
Proof:

E
Dr

total =
cRα naW

√

naDr −σ2
+ naEa

=
cRαW

√

− 1
n2

a
σ2 + 1

na
Dr

+ naEa (9)

Obviously, cRαW
√

− 1

n2
a

σ 2+ 1
na

Dr

(n ∈ N+) has only one extreme

point. naEa is a monotonic increasing linear function.

Therefore, E
Dr

total has only one extreme point.
Because the active sensor node number na is discrete, we
cannot calculate naopt through derivation. From Lemma

1, we know there exists an extreme point of E
Dr

total . So
we design an algorithm to search the optimal value naopt

in a loop way. The total energy E
Dr

total is depended on
the active nodes number na and data length L. There

is a linear relationship between EDr
total and na. While

the relationship between E
Dr

total and L is exponential. To
accelerate the searching process, we choose L as our
variable. The algorithm is shown in Algorithm 1. We

Algorithm 1 Optimal Data Length Algorithm

Require: Observed value bound W , MSE constraint Dr

and noise variance σ2;
Ensure: Optimal data length Lopt and optimal number of

active nodes naopt;
1: Initialize L = 1;

2: n = ⌊
σ 2+ W2

(2L−1)2

Dr
⌋; % function ⌊*⌋ represents the near-

est interger

3: Calculate EDr
total with Eq. (7);

4: do;
5: E

Dr

total0 = E
Dr

total ;
6: L = L+ 1;
7: Calculate E

Dr

total ;

8: while (EDr
total < EDr

total0);
9: Lopt = L− 1;

10: if Lopt < Lmin;
11: Lopt = Lmin;
12: else if Lopt > Lmax;
13: Lopt = Lmax;

14: naopt = ⌊
σ2+ W2

(2L
opt−1)2

Dr
⌋;

15: Output results Lopt and naopt .

set the initial value L = 1. The corresponding energy

*

*

*

* *

*

*
*

* **

* * Sensor Node

*

* **

*
*

r
AGN

Fig. 2. The Multiple-Corona Structure Cluster

can be calculated with Eq. (7). We gradually increase L

and calculate the corresponding E
Dr

total until the energy
consumption is larger than the last time. Then we find
the optimal data length Lopt . The corresponding optimal
active nodes naopt can be obtained with Lopt .

IV. ACTIVE SENSOR ASSIGNMENT FOR DIFFERENT

DISTANCES

The cluster type discussed in Section III is a very
special topology which is not common in our daily life.
The sensor nodes usually are randomly deployed over
an area. Although the shapes of different clusters are
different, their structure can be represented as multiple-
corona type as shown in Fig. 2. We reckon sensor nodes in
coronas with same width centered at the AGN no matter
what cluster shape of a WSN is. The energy dissipation
of one sensor Ek = cak(2

Lopt −1)+Ea is influenced by the
distance between sensor node and AGN. To maintain the
coverage of WSNs, we need to balance the energy con-
sumption of sensors. If active sensor nodes are randomly
assigned, the outside sensors will exhaust more quickly.
The scheme that make every sensor in the same cluster
exhaust almost at the same time is the optimal. In Section
III, we find the optimal solution of naopt . In this section,
we assign naopt sensors to different coronas. Assume the
sensor nodes are uniformly distributed on the coverage
area, hence, the node density of the cluster is

ρ =
N

πR2
, (10)

where N is the number of sensor nodes, R is the radius of
circle and ρ is the node density. We divide the cluster into
many coronas as shown in Fig. 2. We define the sensors
in the corona with inner radius r centered on the AGN
belong to the set Sr, Sr ⊆ S, where S is the set comprising
all sensor nodes. The width of each corona is a small
value ∆. We denote rmin the inner radius of the innermost
corona. The number of sensor sets is ns =

R−rmin

∆ . Our
target is to determine the active sensor node number nr

of each Sr. The number NSr of sensor nodes of Sr is

NSr = ρ
∫∫

rdθdr = 2πρ
∫ r+∆

r rdr

= πρ(∆2 + 2r∆). (11)
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The energy when all sensors in Sr are active is
Er = ρ

∫∫

[crα(2Lr − 1)r+Ear]dθdr

= 2πρ [ 1
α+2

c(2Lr − 1)rα+2 + 1
2
Ear2]|r+∆

r

= 2πρ{ξ [(r+∆)α+2− rα+2]+Ea(∆
2 + 2r∆)}, (12)

where ξ = 1
α+2

c(2Lr − 1). Then, the average energy
consumption of each sensor in Sr is

Ēr = Er/NSr

=
2{ξ [(r+∆)α+2−rα+2]+Ea(∆

2+2r∆)}
∆2+2r∆

. (13)

We assume the total energy of the battery embedded in
a sensor is Ē . Therefore, the total energy of the sensor
set Sr is ĒNSr . That means the sensors of Sr can provide

energy of transmitting
ĒNSr

Ēr
packets. Suppose there are

two sensor sets Sr1 and Sr2 . If the lifetime of two sets is
almost the same, then the following equation is satisfied

1

Nr1

ĒNSr1

Ēr1

=
1

Nr2

ĒNSr2

Ēr2

, (14)

where Nr1 is the packets transmitted from Sr1 per unit
time, Nr2 is packets transmitted from Sr2 per unit time.
We call Nr (r = r1,r2,r3, ...) the packet transmission rate.
There is a relationship between two packet transmission
rates of sensor sets in a cluster. The ratio can be calculated
by Eq. (15). For simplification, We define β = Nrmin ,
Nβ = NSr |r=rmin

, Eβ = Ēr|r=rmin
. Thus, the general form

of packet transmission rate can be denoted as

Nr =
NSr

Nβ

Eβ

Ēr

β . (15)

By scheduling the active sensor nodes, we can balance
the energy of sensors with different distances to the AGN.
The active sensor nodes proportion allotted to different
sensor sets can be obtained based on Nr.

Lemma 2: If we denote naopt |d=r the optimal active
nodes number as the distance d between the nodes and
the AGN is r, then ∀r > 0, ∃∆> 0, the following equation
satisfies

naopt |d=r = naopt |d=r+∆.
Proof: Assume the MSE constraint is Dr, when d =

r,
naopt |d=r = sol{minEDr

total |d=r} (16)
∀ε > 0, ∃∆1 > 0,

| naopt |d=r+∆1
− naopt|d=r |= 1, (17)

| naopt |d=r+∆1−ε − naopt|d=r |= 0. (18)
Thus, ∃∆ ∈ (0,∆1),

naopt |d=r = naopt |d=r+∆. (19)

Lemma 2 shows naopt and Lopt are same for all sensors
in a sensor set if we choose proper ∆. In general , small
∆ will be suitable. The maximum valid ∆ can be obtained
by Algorithm 2.

If we want to balance the sensor energy dissipation of
different area, the active sensor nodes should be scheduled
in a special probability way rather than random scheme.
The probability PSr a sensor set be chosen by the AGN is

PSr =

NSr Eβ

ĒrNβ
β

∑Srk∈S

N
S

rk Eβ
¯Erk

Nβ
β

=

NSr Eβ

ĒrNβ

∑Srk∈S

N
S

rk Eβ
¯Erk

Nβ

. (20)

We call PSr the activation probability.
Different sensor sets have different naopt and Lopt .

naopt and Lopt are depended on the internal radius of a
sensor set. With the given parameter W,σ and the MSE

Algorithm 2 ∆ Acquisition Algorithm

Require: Minimum radius rmin and maximum radius
rmax;

Ensure: Corona width ∆;
1: Initialize ∆ = 1;
2: Calculate number of total coronas, ncorona =

rmax−rmin
∆ + 1;

3: Calculate Lopt of every inner radius with Algorithm
1;

4: for (n = 0,n < ncorona,n++)
5: if (Lopt |rmin+n∆ −Lopt |rmin+(n+1)∆ > 1);
6: ∆ = ∆− d, d is a small positive number;
7: Jump to Step 2;
8: Output ∆.

constraint Dr, we can calculate the naopt and Lopt of each
sensor set. We denote naopt(S

r) the naopt of sensor set Sr,
Lopt(S

r) the Lopt of sensor set Sr. With the activation
probability PSr , we can schedule all the sensors in a
cluster, and assign the active nodes to each sensor set
properly. The sensor activation of the same sensor set is
random. We propose the Active Nodes Scheduling (ANS)
algorithm to schedule the overall sensors for a cluster.
The ANS algorithm is shown in Algorithm 3.

Algorithm 3 Active Nodes Scheduling (ANS) Algorithm

Require: Observed value bound W , MSE constraint Dr

and noise variance σ2;
Minimum radius rmin and maximum radius rmax.

Ensure: Optimal active nodes assignment;
1: Calculate ∆ employing Algorithm 2;
2: Divide all sensors into ⌊ rmax−rmin

∆ ⌋+ 1 sensor sets;
3: Obtain naopt and Lopt of each sensor set by Algorithm

1;
4: Calculate PSr ;
5: Determine the active sensors proportion of each sen-

sor set with PSr .

V. EXPERIMENTAL RESULTS

In this section, we present the experimental results for
the algorithm proposed in the paper. In all simulations, we
set the path loss exponent α = 2 and the circuit energy
Ea = 1 unit every time slot. First, we simulate the solution
to find the optimal data length of Circle-Based cluster,
then we show the result after the scheduling active sensor
nodes of each corona with ANS algorithm.

A. Simulation for Circle-Based Cluster

According to Eq. (7), the number of active sensor
nodes depends on the observed value bounds W , MSE
constraints Dr, noise variance σ2 and the transmission
distance R. In all the following simulations, we set the
transmission distance R = 2. We simulate our algorithm
with different observed value bounds W , different MSE
constraints Dr and noise variance σ2. Our target is
searching optimal data length and number of active sensor
nodes.
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We set Dr = 0.5, σ = 1 and W = 4,8,16, and 32. The
optimal data length Lopt obtained by our algorithm are 2,
3, 4, and 5 respectively. The energy consumption is shown
in Fig. 3. We set W = 16, σ = 1 and Dr = 0.1,0.2,0.5, and
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Fig. 3. The Energy Consumption of Different bounds W

1. The optimal data length Lopt obtained by our algorithm
are 4, 4, 4, and 4. The energy consumption is shown
in Fig. 4. We set W = 16, Dr = 10 and σ = 0.5,1,2,

1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

2

2.5

3
x 10

5

E
n
e
rg

y
 C

o
n
s
u
m

p
ti
o
n

Number of Bits

Dr=0.1

Dr=0.2

Dr=0.5

Dr=1

Fig. 4. The Energy Consumption of Different MSE Constraints Dr

and 5. The optimal data length Lopt obtained by our
algorithm are 5, 4, 3, and 2. The energy consumption is
shown in Fig. 5. The experimental results demonstrate our
algorithm is effective in obtaining the optimal solution of
data length L. The corresponding number of active nodes
can be calculated by Eq. (4).

B. Simulation for Active Nodes Assignment

We divide a cluster into five coronas S1, S2, S3, S4

and S5 from inside to outside. Assume the internal radius
of the corona closest to the AGN rmin = 1. Through our
algorithm, the corona width ∆ = 1 is obtained.

Assume there are 110 sensors in the WSN. If the
sensors are uniformly distributed in the coverage of the
WSN, there are about 10 sensors in S1, 16 sensors in
S2, 22 sensors in S3, 28 sensors in S4 and 34 sensors in
S5. Assume battery embedded sensor can provide 10000
units energy. We assume Dr = 0.5, W = 16, σ = 1. The
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Fig. 5. The Energy Consumption of Different Noise Variance σ2

optimal data length Lopt obtained by our algorithm is 4
bits.

If we employ random scheme to schedule the active
sensor nodes, the total energy consumption is more and
active nodes will be assigned in an imbalance way.
Assume the AGN activates sensor nodes 10, 100, 500,
and 1000 times, respectively, and the number of rest
sensors is given in Table I. We can find more sensors

TABLE I

REST SENSORS

Activated 10 times
Sensor Set S1 S2 S3 S4 S5 Sum

Random Scheme 9 16 22 28 34 109
ANS Algorithm 9 16 22 28 34 109

Activated 100 times
Sensor Set S1 S2 S3 S4 S5 Sum

Random Scheme 9 16 22 28 26 101
ANS Algorithm 9 16 22 27 34 108

Activated 500 times
Sensor Set S1 S2 S3 S4 S5 Sum

Random Scheme 9 15 17 6 4 51
ANS Algorithm 6 14 19 21 29 89

Activated 1000 times
Sensor Set S1 S2 S3 S4 S5 Sum

Random Scheme 9 13 3 0 0 25
ANS Algorithm 4 4 3 7 7 32

alive employing our algorithm with the same condition,
and our approach can help prolong the lifetime of sensors.
We record the energy consumption every 10 time slots,
and plot the their value each moments. The energy con-
sumption of our algorithm and random scheme is shown
in Fig. 6. If we schedule active nodes with our approach,
the total energy consumption will be less.

In the Table I, there are more sensors rest in the outside
sensor sets employing ANS algorithm. This is important
to balance the energy consumption for each cluster in the
WSN. Because outside corona is larger than the inside,
a good schedule need to maintain more sensors in the
outside sets. The contrast can be seen in Fig. 7 and Figure
8. We assume the AGN activates sensors randomly from
the five sensor sets for 1000 times and repeat the process
50 times. The rest sensors distribution is shown in Fig.
7. From Fig. 7, we can clearly discover that the sensors
outside are sparser than that of the inside. We repeat the
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Fig. 6. The blue line is the energy consumption of random scheme,
while the green line is the energy consumption of our algorithm.
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Fig. 7. The blue star in the circle means the sensors alive after the
AGN randomly activated sensors in the WSN for 1000 times.

simulation with the algorithm we proposed, the result
is shown in Fig. 8. The sensors still alive are almost
uniformly distributed in the sensing area, and we can
see the sensors remain in the WSN are more in quantity
compared to that in Fig. 7.

VI. CONCLUSION

In this paper, we focused on the energy-saving problem
for every cluster in WSNs. Our goal was to minimize
the total energy with a given MSE constraint. For the
networks whose sensors were uniformly distributed, the
imbalance of energy dissipation caused by the transmis-
sion distance was considered. We proposed an algorithm
to obtain the optimal number of active sensor nodes and
transmission data length in the circle-based cluster. To
the more general clusters, we gave a solution to schedule
the active sensors with different distances to the AGNs.
Our approach balanced the energy consumption compared
to the conventional random scheme. The algorithm we
proposed to schedule sensors can assign the sensors in
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Fig. 8. The blue star in the circle means the sensors alive after the
AGN activated sensors in the WSN with our scheme for 1000 times.

a near-optimal way. The experimental results proved that
our algorithm was efficient.
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ABSTRACT 

 
This paper presents a case study of a new instructor’s research 
on learning how to teach in a new domain. Two components are 
identified as essential to good teaching. They are a good 
teaching methodology, and a good standard on the materials to 
be taught. With the goal to stimulate exploration rather than 
unidirectional information transfer, a teaching methodology that 
encourages collaborative learning is drafted out. This 
methodology is implemented on a 200-level computer 
organization course to test for its effectiveness. The course 
materials are then evaluated with reference to existing courses 
on the same subject.  
 
Keywords: teaching method, collaborative learning 
 
 

1. INTRODUCTION 
 
When an instructor is teaching in a field of her own expertise, 
she has a large pool of knowledge to draw from. Typically, such 
an instructor knows the subject in far greater depth and breadth 
than her students do. This wide gap, together with her general 
skills in discovering and reasoning about such knowledge, 
allows the instructor to define a clear scope for the students to 
explore. Therefore, the students develop a sense of security. 
They believe that the instructor is able to guide them during 
their exploration. Perhaps more implicitly, they also believe that 
the instructor is able to address most of their questions 
regarding the subject. In other words, the instructor serves not 
only as a facilitator of learning, but also as a handy source of 
expert knowledge. 
 
This is not the case when the instructor is newly introduced to 
the field herself. In this situation, this knowledge gap between 
the instructor and the students may only be marginal. The 
instructor and the students may often find themselves 
navigating together in territories that are uncharted to the both 
of them.  
 
With this being an inevitable situation for anyone who ventures 
into a new field, the challenge is then: How to make good use of 
this situation? More specifically, the challenge for the instructor 
is how to make good use of the “I-don’t-knows” while keeping 
the students engaged in class and guaranteeing that the students’ 
learning outcomes meet an objective standard. It is worth noting 
that while this situation is only a transitional experience for 
educators, it is an everyday experience for researchers. 
Therefore, some skills that a researcher possesses to manage her 
day-to-day navigation in the uncharted territories of knowledge 
may be useful for a new educator. 
 

This paper presents a systematic attempt to meet this challenge. 
The instructor has identified two important components in the 
making of a good course. The first is the effectiveness of the 
teaching methodology. The second is the quality of the 
materials being taught. Both components will be examined in 
this paper in the context of a 200-level computer organization 
course with a given syllabus. The remainder of this paper is 
organized as follows. Section 2 outlines the methodology used 
to design the specific course. Section 3 reports the outcomes of 
a one-semester experiment of applying this methodology to the 
course. Section 4 discusses the effectiveness of this 
methodology based on the findings of the experiment. Section 5 
examines the quality of course with reference to a survey of 21 
existing courses on the same subject. Section 6 concludes this 
work with a discussion of its implications.  
 
 

2. METHODOLOGY 
 
The fundamentals 
 
In brainstorming an approach to learn collaboratively, the 
following points are found to be important: 
 
• The need for a minimal set of clearly defined knowledge 
• Encouragement on brainstorming and technical reading 
• A constant refinement of the subject roadmap 
• The ability to address the difficult questions raised by the 

students 
Each of these points is elaborated below. 
 

The need for a minimal set of clearly defined knowledge: 
The quality of the students’ education is important. It is 
necessary to define a minimal set of knowledge that the students 
must master. This set of knowledge must be specific and 
measurable, instead of general and un-testable. For example, “to 
know the fetch-decode-execute cycle” is general. “To describe 
the fetch-decode-execute cycle through a trace of how the data 
is moved among the registers during the execution of one 
instruction” is specific. The students are expected to acquire this 
set of basic knowledge either through classroom instruction, or 
through self-reading.  Towards this ends, it is helpful for an 
instructor new to a subject to select a textbook. 
 

Encouragement on brainstorming and technical reading: 
Brainstorming is the process, in which a problem is explored in 
multiple perspectives, ideas are proposed, and alternative 
solutions are examined. While this process is easy to conduct in 
a small group discussion, to conduct effective brainstorming in 
a class size of 20 to 25 requires some careful preparation.  One 
useful technique for increasing the depth of class preparation is 
to assign students with an open-ended, challenge 
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problem in a homework which is due before the class 
discussion.  Additionally, class preparation may include the 
assignment of a scholarly or technical paper for the students to 
read and comment on.  Such a reading exercise not only 
sharpens the focus of an in-class discussion, but also develops 
the technical reading skills of the students. 
 

Constant refinement of the subject roadmap: Coursework 
requires a well-defined scope.  No matter how exciting a topic 
may be, a class simply does not have the liberty to run wild on 
its discussion at the expense of other topics. Therefore, it is 
important for the instructor to help the students develop a 
roadmap on the subject. The purpose of this subject roadmap is 
to put topics into perspectives and to establish connections 
among them. As the class makes progress in its exploration of 
the subject, this map needs to be constantly refined. 
 

Ability to address the difficult questions raised by the 
students: It has been observed that students are stimulated to 
pursue a subject with greater fervor, when their questions, 
especially the challenging ones, are taken seriously by the 
instructor and appropriately addressed.  This may require extra 
reading, thinking, and writing for the instructor, but this 
approach has been shown to be worthwhile and to result in 
students that are more engaged in their study.  This in turn 
suggests that the student is more concerned about being 
respected, taken seriously, and commended for his diligence 
than being “spoon fed” a default answer, or worse yet, ignored. 
 
Design of the course 
 
This section presents a discussion on how the fundamental ideas 
are being implemented into the course structure. The subject 
matter is first divided into different levels of difficulty. The 
educational instruments are then applied to expound knowledge 
at each level of difficulty. 
 
Levels of difficulty defined 
 
For course design purpose, the instructor classifies the 
knowledge of computer organization into three levels of 
difficulty: basic, advanced, and research. 
 
Basic knowledge refers to materials that are so essential to the 
field that any person educated in this field is expected to know 
in depth. Examples of basic knowledge include data 
representations, the instruction execution cycle, and the 
mechanism of multi-level memory access. 
 
Knowledge at the advanced level is the ability to reason, 
analyze, and invent using the basic knowledge. A specific 
example of advanced knowledge would be the ability to 
calculate how a change to the length of the exponent field may 
affect the range and/or the precision of a floating point 
representation. The ability to propose a design that expands the 
function of an instruction set architecture is another example of 
advanced knowledge. 
 
The research level covers all areas beyond the advanced level. 
Topics in the research level are characterized by open-
endedness. 
 
Educational instruments 
 

The course consists of weekly lectures, weekly homework 
assignments, tests, and projects. This structure has been given 
to the instructor as a guideline. Within this framework, the 
instructor is to define the purposes of each of these educational 
instruments and to design each instrument accordingly. 
 
Lectures 
 
Lectures are the primary means to communicate all the 
knowledge at the basic level, and to stimulate thinking at the 
advanced level. In addition, lectures are places to build the 
subject roadmap. To prevent dryness and boredom, students are 
invited to work out the details of the basic knowledge in class. 
Advanced topics are introduced during lectures, and are to be 
investigated in depth in the homework assignments. Latest hot 
topics, such as Watson the supercomputer, are also covered 
during lectures.  
 
Homework assignments 
 
Homework assignments serve three purposes: first, to reinforce 
basic knowledge through practice, second, to promote self-
learning through guided investigations of difficult problems, 
and lastly, to give pointers for further research. Problems at the 
basic level are typically straightforward. Problems at the 
advanced level are essentially the instructor’s formulation of a 
difficult problem in such a way that a constructive and 
definitive conclusion can be drawn. The design of problems at 
the advanced level requires the most effort on the side of the 
instructor. It begins with an open problem that intrigues the 
instructor. The investigation process may involve breaking 
down the problem into sub-problems and considering 
alternative approaches. When a satisfactory conclusion can be 
drawn to close the problem, the instructor may then transform 
her own investigation process into a collection of questions, 
hints, and additional resources for the students to consider when 
they examine the problem themselves. Research problems are 
open questions, which have yet to be formulated. Students are 
expected to develop their own outline of the problem based on 
resources such as technical and scholarly papers. Homework 
assignment questions at the basic level and the advanced level 
are mandatory, while research problems are optional. Students 
receive bonus credits for their contributions of any non-trivial 
findings on the research problems. 
 
Projects 
 
Projects are large-scale problems that need more than one week 
of effort on the side of the students. A mandatory project 
requires students to solve a non-trivial problem using a simple 
assembly language. At the basic level, the student is expected to 
be able to think at the machine level. At the advanced level, the 
student is expected to explore the limitations of such a low-
level language and to consider ways to overcome them. 
 
Students are offered an optional opportunity to perform 
independent research on a topic of their own interest. The goal 
is to expose them to professional and scholarly activities early 
in their college education.  The research project involves a 
review of between 10 and 30 pieces of scholarly literature, a 
written proposal of the research topic based on this review, a 
formal report, a presentation, and a peer evaluation. The 
students are given the guidelines and the expectations on 
various types of research (such as surveys, innovative 
proposals, in-depth analyses, and implementations). The formal 
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report of the project is to comply with a format adopted by such 
communities as the IEEE or the ACM. 
 
Tests 
 
Tests serve both as an evaluation tool and as a means to 
reinforce students’ understanding of the subject matter. Test 
questions cover both the basic and the advanced levels and are 
meant to test students’ command of the subject under an 
extremely tight time constraint. Students may use any books, 
devices, and internet resources available to them, but are 
forbidden from communicating with other humans. 
 
 

3. RESULTS AND ANALYSIS 
 
This section reports students’ performance of a 200-level 
computer organization class that is taught based on the 
methodology outlined in this paper. 
 
All students enrolled in this course are expected to have already 
received the equivalent of two semesters of computer science 
education covering programming techniques, data structures, 
algorithm analysis and calculus. Prior knowledge on computer 
hardware, assembly language programming or operating 
systems is not required. However, it has been observed that 
such prior knowledge greatly affects how much the students 
respond to the intellectual stimuli presented to them.  Therefore, 
students’ experience is a key factor to consider in this analysis. 
The students are placed into one of three categories: computer 
science majors (CS), non computer science majors (non-CS), 
and working professionals (PRO). A person is considered as a 
working professional if he/she has over 10 years of work 
experience in the computer science, information technology, or 
engineering field. 
 
The class size is 23, composing of 16 CS majors, 4 non-CS 
majors, and 3 professionals. The average performance of each 
group over a scale of 100 is shown in Table 1. 
 

Experience Performance 
over 100 points CS Non-CS PRO 

Class 
average 

Total score 82.25 70.69 97.70 82.25 
Table 1: Average score over the whole course 

 
The students’ performance is analyzed for their knowledge at 
each level of difficulty. On a scale of 100 points, 55 points are 
allocated for basic knowledge, and 45 points are for advanced 
knowledge. Research level work is given bonus credits on top 
of the 100 points. The 50-point passing mark corresponds to 
90.9% (=50/55) of the set of basic knowledge that a person 
educated in computer organization ought to have. At the basic 
level, the class average of 48.97 is very close to the 50-point 
mark. Both CS majors and professionals perform within just 1 
point of the 50-point mark. Non-CS majors’ average score at 
this level is 45.95, which is 4 points below the 50-point mark.  
 
At the advanced level, the class average score is 26.55 out of 45 
points. The difference in performance is noticeable. As a group, 
the professionals’ average is 10 points (~38%) above the class 
average, while the non-CS majors’ average is 5 points (~19%) 
below.  
 
At the research level, the differences among the three groups 
are even wider. The class average bonus score for homework is 

5.89. The professionals’ average is 4 points (~70%) above the 
class average. The non-CS majors’ average is about 3 points 
(~47%) below the class average. The details of these data are 
reported in Chart 1. (Note: The sum of each group’s basic, 
advanced and research level homework average shown in Chart 
1, is equal to the group’s average shown in Table 1, subtracted 
by the group’s optional research project average. The optional 
research project scores are excluded from this calculation 
because only 2 students have taken up such projects.)  
 

 
Chart 1: Performance at three levels of difficulty 

 
The performance of the class is further analyzed based on each 
type of evaluation tool, namely, homework assignments, 
projects, and tests. These data are summarized in Tables 2 to 4. 
The analysis, which follows, provides some insights into the 
learning patterns of each group of students.   
 

Experience Homework 
performance CS Non-CS PRO 

Class 
average 

Basic level score 20.98 16.95 20.98 20.28 
Advanced level 
score 

16.13 9.54 17.92 15.22 

Research level 
bonus score  

5.81 3.13 10.00 5.89 

Table 2: Homework performance at three levels of 
difficulty 

 
Based on the data in Table 2, it can be observed that the average 
homework scores of professionals and CS-majors are 
comparable at both the basic and the advanced levels of 
difficulty. Non-CS majors fare lower for homework problems. 
This could be because homework assignments tend to require 
details, such as the working out of the mechanism of the 
instruction execution cycle. Non-CS majors often forego such 
questions because they are very time-consuming.  
 

Experience Project 
performance CS Non-CS PRO 

Class 
average 

Basic level score 3.94 3.75 3.33 3.83 
Advanced level 
score 

1.00 0.00 3.33 1.13 

Number of 
research project 
attempts 

2 0 0 Total: 
2 

Table 3: Project performance at three levels of difficulty 
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The data of Table 3 show that the performance of all groups of 
students is similar on the basic level project problem. Non-CS 
majors simply do not attempt the project problem at the 
advanced level. The professionals perform significantly better 
than CS majors on the project problem at the advanced level, 
but not at the basic level. The basic level average score of the 
professional group is lowered by some individuals in the group 
that have decided not to attempt the projects at all. It is worth 
noting that, while the professionals regularly attempt the 
optional bonus homework questions, they do not participate in 
the optional independent research projects. The two research 
projects completed at the end of this course are attempted by CS 
majors. This is likely because the homework challenges are 
short enough to be completed on a weekly basis. In contrast, an 
independent research project is too time consuming for them. 
 

Experience Test 
performance CS Non-CS PRO 

Class 
average 

Basic level score 24.43 25.25 26.70 24.87 
Advanced level 
score 

8.75 12.08 15.43 10.20 

Table 4: Test performance at two levels of difficulty 
 
Tests are made intentionally challenging. Students are told to 
attempt all the test questions, which add up to a total of 75 
points. Realistically, they are only expected to be able to 
complete 45 points worth of the questions within the tight time 
constraint. The remaining 30 points are counted as bonus 
credits (which no one has managed to receive.) Test 
performance is summarized in Table 4. It can be seen that all 
three groups of students perform well on test questions that are 
at the basic level of difficulty. A surprising phenomenon is that 
the non-CS majors fare much better than the CS majors on the 
test questions at the advanced level. A careful review on the 
students’ works and track records reveals the following 
behavioral patterns: 
 
1. Non-CS majors, who under-perform on weekly homework 

assignments, use tests as a means to catch up on their 
grades, while CS majors who have performed well may 
forego challenging problems towards the end of the course 
so as to redirect their time to other subjects. 

2. Non-CS majors are often majors in mathematics or 
physics. They tend to have an advantage over CS majors, 
on short mathematically challenging problems that involve 
system analysis. 

3. CS majors, who regularly perform well on homework 
assignments, get bogged down by complex test problems 
which the non-CS majors simply avoid because of the tight 
time constraint. 

 
 

4. DISCUSSIONS 
 
The effectiveness of the methodology is evaluated by three 
criteria. First, do the students meet the requirement of mastering 
the basic set of knowledge of the subject? Second, do the 
students demonstrate an advanced level of understanding of the 
subject? Such understanding is characterized by the ability to 
reason. Third, are the students motivated to explore unknown 
territories of the subject, beyond the comfort zone of basic 
knowledge? We now investigate each of these criteria.  
 

The average score on basic knowledge is close to the 50-point 
marker, which corresponds to knowing 90.9% of basic 
knowledge. The sub-group with the lowest average score for 
basic knowledge is only 4 points off. Therefore, it can be safely 
concluded that the first criterion is nearly met. The student 
performance on advanced knowledge varies based on the 
students’ interest and prior knowledge of the subject. This is 
expected. Non-CS students have significantly lower 
performance than the other two groups on the advanced level. It 
remains to be investigated how to improve the performance of 
this category in the future. To various degrees, students from all 
three categories respond positively to the optional research 
questions in homework. As effort in this level is optional, a 
positive response can indicate that, either students are interested 
in the topic and the topic is manageable within their ability, or 
students need to make up for their grades and are seizing every 
opportunity available to them, or a mixture of both reasons. 
Overall, the study shows that the methodology by itself seems 
to be effective. 
 
 

5.  EXISTING COURSES  
 
In previous sections, we have discussed a teaching methodology 
that has shown to be effective when practiced on a 200-level 
computer organization course. This section evaluates the quality 
of the course. In the absence of a universal test, we use the 
choice of textbook as a gauge of difficulty, with the assumption 
that students passing a course are expected to be able to solve 
the basic level problems provided by the course’s textbooks. 
The amount of knowledge that a student may gain from a 
course has to be built upon whatever prior knowledge the 
student already has. Therefore, the course prerequisites are a 
second factor to consider in evaluating its level of difficulty. 
 
A survey is done on the courses of computer organization and 
computer architecture, offered by universities and colleges in 
the US between 2009 and 2011. The purpose of this survey is 
two-fold. First, it helps the new instructor set objective and 
realistic standards on the minimal set of knowledge that the 
students are expected to master at their level. Second, it gives 
the instructor some perspective on the trends in the field.  
 
The 21 courses selected for this study satisfy at least two of the 
three criteria listed below: 
• Either “computer organization” or “computer architecture” 

appears in the course title; 
• The course materials, including syllabus, schedule, lecture 

notes, assignments and references, are fully available on the 
internet and require no restricted access; 

• The course description, level, syllabus and prerequisites are 
comparable to our course. 

 
These 21 courses (sorted by the names of the institutions) are: 
CSCI140: Assembly Language & Computer Organization, at 

Clark University (ClarkU) 
CS251: Computer Organization, at Dickinson College 

(Dickinson) 
CS465: Computer Systems Architecture, at George Mason 

University (GMU) 
CS314: Computer Organization, at Mississippi College (MC) 
CSC234: Computer Organization & Assembly Language, at 

North Carolina State University (NCSU) 
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CS200: Computer Organization, at Northern Arizona 
University (NAU) 

CS147: Computer Architecture, at San Jose State University 
(SJSU) 

SE320:  Computer Organization & Architecture, at Stony Brook 
University (Sunysb) 

ISE390: Introduction to Computer Organization, at Stony 
Brook University (Sunysb) 

CSCI305: Computer Organization & Programming, at The 
Citadel (Citadel) 

CS61C: Machine Structures, at University of California 
Berkeley (Berkeley) 

CS152: Computer Architecture and Engineering, at University 
of California Berkeley (Berkeley) 

CSE141: Introduction to Computer Architecture, at University 
of California San Diego (UCSD) 

CMSC313: Assembly Language & Computer Organization, at 
University of Maryland Baltimore College (UMBC) 

CMSC411: Computer Architecture, at University of Maryland 
Baltimore College (UMBC) 

CMSC611: Advanced Computer Architecture, at University of 
Maryland Baltimore College (UMBC) 

CMSC411: Computer Systems Architecture, at University of 
Maryland College Park (UMD) 

ITCS3182: Computer Organization & Architecture, at 
University of North Carolina Charlotte (UNCC) 

ESE534: Computer Organization, at University of Pennsylvania 
(UPenn) 

EE382N: Microarchitecture, at University of Texas at Austin 
(UTexas) 

ITCS6810: Computer Architecture, at University of Utah (Utah) 
 
The course codes generally reflect the academic departments 
and the levels of the courses, with the exception of CS61C, 
which is a lower-division undergraduate level course offered at 
Berkeley. For this study, we consider it as 100-level. For course 
codes with 4 digits, the most significant digit is an indicator of 
the course level. 
 
Choices of Textbooks 
 
Seven institutions offer a computer organization or architecture 
course as an introductory course (that is, at levels 100-200) in 
their curriculums. These courses may or may not be followed 
up at a higher level. Out of these seven courses, three adopt [7] 
as their main textbook. Two of the remaining four courses use 
[8], one uses [9], and one uses the instructor’s own notes. 
Additionally, of the seven introductory level courses, three 
cover microcontrollers, assembly languages or systems 
internals. They use [1],[5] or [6] as their second textbook. 
 
In the sample set, there are eight courses at the 300 level. The 
most popular textbook for them is [8], adopted by three courses. 
One course uses [3], one uses [4], one uses [7]. One uses the 
instructor’s own notes. Some courses at this level cover 
primarily assembly languages or systems internals. They use 
[2], [5] or [6], either solely or in conjunction with [8]. 
 
Three courses are offered at the 400 level. Two of them use [8] 
while one uses [4]. Three of the courses are graduate level (500-
600) courses, and all of them use [4] as their main textbook.  
 
The choices of textbooks used by a course provide some good 
estimate on the difficulty of the course materials. The three 

most popular textbooks in computer organization and 
architecture are [7]  for levels 100-200, [8] for levels 300-400, 
and [4] for levels 500 and above.  
 
Null and Lobur’s [7] has 14 chapters and it provides a broad 
introduction at an easily understandable manner. The notable 
contribution of this textbook is the MARIE instruction set 
architecture, which consists of 13 instructions, and is defined on 
an accumulator-based CPU. The MARIE assembly language is 
sufficiently complex to handle non-trivial integer arithmetic 
problems such as fibonacci number computation. The 
limitations of the MARIE architecture include the lack of 
support for recursive function and instruction-level pipelining. 
The courses we surveyed that adopt [7] use mainly the first 7 
chapters. Our course also adopts this book as the textbook and 
covers the same chapters. 
 
Patterson and Hennessy’s [8] gives a full coverage of the field 
based on the MIPS system developed by one of the authors. The 
book examines a fully functional academic version of the MIPS 
machine and its assembly language. The MIPS is a RISC 
architecture and is designed for efficient support of a 5-stage 
pipeline. The authors offer free access to their lecture notes that 
illustrate the functions of MIPS and the 5-stage pipeline. These 
presentations are in such great details that many educators 
simply use these slides without any modifications. The book 
consists of 7 main chapters and 5 chapters of appendices. In this 
survey, all of the courses that adopt this book cover at least 6 of 
the main chapters to various degrees of details. Our course 
adopts this book as a reference text.  
 
Hennessy and Patterson’s [4] investigates performance issues of 
systems. The materials of [4] are built upon the foundation of 
[8], It starts with Amdahl’s law as the key measure of system 
performance. Various architectural issues are examined, 
including instruction-level parallelism and thread-level 
parallelism. The book also covers memory hierarchy and GPU. 
This book is suitable for use at an advanced level.  
 
Stalling’s [9] was a classic textbook during the time when the 
x86 was the state-of-the-art architecture. In many ways, Null 
and Lobur’s [7] seems to have come out of the philosophy of 
[9]. However, with RISC gradually phasing out CISC, Patterson 
and Hennessy’s [8] has taken over the academic leadership of 
the field in the past 5 years. 
 
Significance of Background Knowledge 
 
All of the 100- and 200-level courses surveyed require at least 
some basic knowledge of computer science, and a programming 
language, such as Java. Three of the courses at this level also 
require, as a prerequisite, one semester of training in discrete 
mathematics, digital logic, C/C++ or assembly language such as 
MIPS. Those courses that do not have such prerequisites cover 
some of these topics within their syllabi. Our course fits into 
this latter category. Students are required to have two semesters 
of computing education as their background knowledge. They 
learn digital circuit design and assembly language programming 
as a part of our course. 
 
All the 300-level courses assume that students have at least the 
equivalent of 200-level data structure knowledge (for CS 
students) or electrical engineering knowledge (for EE students). 
In addition, familiarity with C/C++, assembly languages, and/or 
some basic computer organization knowledge, is a requirement.  
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Courses at level 400 require students to have prior knowledge 
in very specific subjects, such as programming language 
organization, or systems programming at level 300. Graduate 
level courses all require students to have background 
experience that is equivalent to a 400-level computer 
organization course.  
 
The following table reports a count of the number of courses at 
level-x that require background knowledge of subject y, where x 
is the column entry and y the row entry of the table.  
 

Level 
Experience  
(as prerequisites) 

1 
0 
0 

2 
0 
0 

3 
0 
0 

4 
0 
0 

5 
0 
0 

6 
0 
0 

Java or Computing 1 1 2     
Computing 2 1 2     
Data structure 2   3    
Discrete mathematics 1  1    
C/C++   3    
Assembly language 1  1 1   
Digital logic 1  1 1   
Circuit design   2 1   
Basic computer organization   1 1 1  
Programming language 
 organization 

   1   

Systems programming    1   
300-level Electrical engineering   1 1 1  
400-level computer organization      2 

Table 5: Prerequisites required by computer 
organization or architecture courses at various levels 

 
 
Observations of Special Interest 
 
Berkeley introduces the C language, the MIPS assembly 
language, and the 5-stage pipeline among other essential 
architectural concepts in CS61C. One main objective of this 
course is to get the freshmen familiarized with the concept of 
machine parallelism at multiple levels. CS61C then provides 
students with a strong background for CS152 and a few other 
upper-division systems courses including Operating Systems, 
Programming Languages and Compilers, and Computer 
Security. 
 
UMBC offers computer organization and architecture courses 
only at an advanced level, beginning at CMSC313, which 
introduces architectural concepts through an in-depth 
investigation of the internals of C and assembly language. This 
course is followed up by CMSC411 and CMSC611. 
 
The EE382N course offered at UTexas provides an interesting 
electrical engineering perspective on computer organization. 
The course explains some of the shortcomings of the multi-core 
processors. 
 
This survey reveals that there is no standard syllabus for this 
subject. Each institution offers some courses that cover this 
subject to various degrees of breadth and depth based on the 
institution’s curriculum. In reading this survey, the reader is 
reminded to avoid the fallacy of measuring the quality of a 
course solely by its level of difficulty. A truly successful 
education is one that takes into consideration the individuals’ 
backgrounds, and stimulates the individuals to achieve learning 

objectives that are challenging but reachable.  In this context, 
our course has met the standard expectations at its level.  
 
 

6. CONCLUSION AND FUTURE WORK 
 
We conclude this paper with a discussion on the implications of 
the findings in this preliminary teaching experiment. The 
students in this study generally respond well to a teaching 
method that provides them with a basic set of knowledge and 
stimulates them to make further explorations by themselves. 
This teaching method works exceptionally well for a beginner 
instructor who is actively engaged in the same learning process 
with the students. As an instructor grows in her own 
knowledge, the gap between what the instructor knows and 
what the students know will widen. An experienced instructor 
may need to take more conscious effort to stimulate the students 
towards discovery-based deep learning, instead of reducing her 
teaching to a one-directional information transfer. More insights 
may be obtained to compare this methodology with those 
adopted by experienced educators, in order to learn how they 
have achieved this goal. And this is a worthy endeavor for an 
instructor, especially of this age. For many have observed that 
ours is an age of information explosion, in which “greater 
access to knowledge is not equivalent to greater knowledge; an 
ever-increasing plethora of facts and data is not the same as 
wisdom; breadth of knowledge is not the same as depth of 
knowledge; and multitasking is not the same as 
complexity.”[10]  
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Abstract— This paper presents a toolbox we have developed in 

order to help analog designers for image sensors simulations. 

Such matrix structures, composed of millions of pixels are too 

difficult to handle manually, especially in terms of input 

generation and output analysis. A graphical toolbox has been 

developed in Cadence Analog Design Environment (ADE) to 

overcome these problems. That toolbox has been completely 

written in Cadence SKILL language. It permits to manipulate 

images as input, and to automatically generate images at 

output, in order to check the quality of electronic design. Low 

level aspects can also be analyzed at system (image) level. 

Image sensor, electronic design, APS, simulation, Cadence, 

Analog Design Environment. 

1. INTRODUCTION 

Image sensors in standard CMOS technology are now a 
well established alternative to the CCD image sensors 
technology. Indeed, process maturation, integration 
possibilities and low power consumption make CMOS 
image sensor widespread. Moreover, recent 3D technologies 
focused researchers and industry on new image sensor 
architectures and 3D floorplanning [1] [2]. 

CMOS image sensors are electronic systems that are 
composed of analog blocks (mainly a pixel matrix and a 
noise reduction block –CDS: Correlated Double Sampling-), 
digital blocks (such as controller and decoders), and mixed 
blocks (ADC: Analog to Digital Converter) [3]. Fig. 1 
details a basic CMOS image sensor floorplan. 

2. PROBLEMS IN IMAGE SENSOR SIMULATIONS AND 

STATE OF ART

A major problem in these matrix structures is density: it 
is difficult to make system-level analysis because of the 
multiplicity of inputs and outputs.  Indeed, in a classical 
pixel, a 3-transistors active pixel, also called 3-T APS [3], 
shown in Fig.2, 3 inputs are necessary. A "reset" signal –for 
initialization-, a "select" signal –for reading- and luminosity 
are required. The two digital control signals, "reset" and 
"select", have precise timings. These signals are common for 
each line, and have to respect an interlaced sequence. In a m 
x n matrix, M lines have to be considered to generate these 
signals. The major problem comes in fact from the third 
input: m x n luminosity inputs have to be considered. 

Out
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Figure 1. classical CMOS image sensor floorplan 

Figure 2. classical CMOS 3-T Active Pixel Sensor (APS) 

Luminosity is often set as a constant value, because 
anyway classical pixels integrate current over an exposure 
time (also called integration time). Depending on the 
photodiode model, the luminosity is set with a current source 
that emulates the photocurrent if a simple equivalent 
schematic is drawn, or luminosity can be processed if model 
is of upper level (for example in Verilog-A or VHDL-AMS 
language [4]). Of course, it is mandatory to simulate 
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different values on pixel to realistically simulate the sensor 
characteristics. The problem is how to set easily thousands 
or millions of design variables. The same problem exists at 
sensor output: it is difficult to manage and analyze millions 
of analog values. In classical CMOS image sensors, outputs 
are voltages, sometimes ADC output.  

As a consequence, designers rarely simulate full imagers 
at a time. Blocks are validated separately, and small 
matrixes are used to validate a global simulation. Test-chips 
(ASICs) are also required to properly characterize pixels 
characteristics. This toolbox is proposed to help designers 
running image sensor – level simulations. 

Available image sensor simulators are TCAD and focus 
on physical and FDTD simulations [5] [6]. On the other 
hand, image processing toolbox exist [7]. ECAD image 
sensor simulators are also missing. 

Some high-level models –for example VHDL-AMS or 
MATLAB- have been developed [5], but it appears that the 
gap between a real analog structure and a high-level model 
make it uneasy to use within an optimization work. 
Experience showed that analog designers trust better in a 
level 53 spice model than in a third-party high-level model, 
and it is a drawback to use several simulation platforms. 
Moreover, computer power calculation has rapidly increased 
past ten years, and computer clusterization is now a 
widespread solution, so simulation time can be lowered. 
Moreover, designers cannot do without post-layout 
simulations that are easily accessible in the classical micro-
electronic design flow.  

To answer the above mentioned problems, we propose in 
this paper a graphical toolbox that is dedicated to electronic 
designers, as it is integrated in Cadence Analog Design 
Environment (ADE). Novelty is to propose an easy way to 
manage many (millions) parameters, This toolbox is a first 
step of a new kind of image simulator that is briefly 
presented in conclusion. 

Paragraph II details the input-output mechanism we have 
developed, and paragraph III details the graphical user 
interface, and test-case results. 

3. INPUT AND OUTPUT PROCESS

In order to handle all the input and output signals, a high-
level mechanism has been set. It permits to read an image as 
input, and generates an image as output. As Fig. 3 shows, 
several steps are required.  

We consider an image that has the same resolution as the 
image sensor. In that way, a pixel in the input image will be 
converted into luminosity or a photocurrent value. Then, that 
input value is set to the pixel input. A first skill processing 
function converts image values into lux, watts or amperes, 
and then a second one assigns each value to each pixel. 
Design variables in ADE are used to make that mapping. 
Before assignment, an automatic creation of thousands or 
millions of design variables is done. Names are also fixed by 
software, for example lum_0_0 for the first pixel, 

lum_3_200 for 201th pixel of fourth line. Then, the 
simulation that was configured in ADE is run. Classical 
ADE output, for a classical CMOS 3T pixel, is shown in Fig. 
4. 

Iph00 Iph01 Iph02 Iph03 Iph04 Iph05

Iph10 Iph11 Iph12 Iph13 Iph14 Iph15

Iph20 Iph21 Iph22 Iph23 Iph24 Iph25

Iph30 Iph31 Iph32 Iph33 Iph34 Iph35

Iph40 Iph41 Iph42 Iph43 Iph44 Iph45

Iph50 Iph51 Iph52 Iph53 Iph54 Iph55

Iph60 Iph61 Iph62 Iph63 Iph64 Iph65

Matrix of photocurrents

Matrix of pixels

Input image

Output image

Figure 3. Image design flow detail 

Figure 4. classical output voltage of a CMOS 3T APS 

During a "select" window, the analog voltage at 
photodiode is followed to the pixel output, with a well-
known voltage drop due to pixel area minimization 
constraints (all transistors are N-type like the photodiode to 
avoid P-Well to N-Diff distance rule). During that window, 
the analog voltage is read by blocks that are located out of 
the matrix: noise reduction blocks (CDS: Correlated Double 
Sampling), then ADC. CDS block is a noise reduction block. 
To cancel temporal noise, it samples the pixel output voltage 
twice: once during the reset state to measure the maximal 
and starting voltage, and once at select time. Sampling times 
–times that are used to read and store values- are 
automatically calculated, according to generators properties 
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in schematic. Circuit simulation is also different if we 
consider a matrix of pixel or a complete or almost complete 
image sensor (pixels matrix, CDS, ADC). 

If desired, via a checkbox, the simulation tool can also 
automatically make the double sampling to give more 
accurate results in a pixel matrix simulation. In that case, 
two simulations are configured and run: a first one measures 
the maximal pixel output voltage at reset, and a second is 
exactly the one configured by designer in ADE.  

As a result, pixel output voltage can be a raw voltage 
value or a simulated double sampled one, as illustrated in 
Fig. 5. In case of automatic double measurement, two 
simulations are run. The original netlist is modified in order 
to turn on the select transistor, so Voh can be read at reset 
state. It is effectively sampled 1µs before reset signal falling 
edge. Considering classical timings in such circuits, pixel 
output voltage will have a stable and final value. This timing 
is a parameter that can be changed though "setup" function. 
Then, the user-defined simulation is run, and Vos signal is 
sampled at the middle time of select window. 

Vpix_out

t

reset

select

Vrst

Pixel output 

voltage

Vos

Figure 5. Automatic timing to read voltages values at pixel output: on 

user request, simulator can output Vos or (Vrst – Vos) based data. 

At end of simulation, Cadence Spectre output files are 
processed in order to display results. It is mandatory to detail 
a classical output simulation to best explain the internal 
result processing. The output voltage, computed with one of 
the two previously explained manners, is converted in grey 
level. Three solutions can also be configured: raw, absolute 
or relative coding. 

- Raw coding is a basic reading of Vos output signal 
voltage and supply voltage Vcc is set as maximal digital 
code (255 in 8-bit or 1023 in 10-bit). Equation 1 gives a 
calculation example for 8-bit resolution. This solution can be 
used as a debug mode for designer, in order to check the raw 
simulation output compared to classical (manual) 
simulation. 

Raw grey-value = 255 x 
cc

os

V

V
                             (1) 

- Absolute coding consists in setting the maximal pixel 
output (Vrst) as maximal digital code. Saturation, ie 0v, is 
set as the minimal value. Equation 2 gives the equivalent 
calculation for 8-bit resolution. This calculation gives an 
equivalent result as a classical CDS block would do. 

Absolute coding grey-value = 255 x  
rst

os

V

V
                     (2) 

- Relative coding consists in finding maximal and 
minimal pixel output voltages (respectively Vmax and 
Vmin) in the matrix, and to set them to maximal and 
minimal codes. Equation 3 gives the equivalent calculation 
for 8-bit resolution. It is what an image signal processor 
would do to optimize dynamic range. 

Relative coding grey-value = 255 x  
minmax

os

V-V

V
       (3) 

These three solutions permit to optimize hardware and 
software in image sensor: hardware blocks such as CDS and 
ADC, and software for image signal processor at output. 
Hardware block that can be hierarchically optimized are at 
pixel, matrix, matrix and CDS, and matrix and CDS and 
ADC levels. 

4. USER INTERFACE, TEST-CASE RESULTS

The graphical user interface is showed in Fig. 6. It is 
opened via an "imager" menu in ADE. 

Figure 6. Toolbox graphical user interface 

User can select the input image (in uncompressed BMP 
or PGM formats). Clicking the read-in button imports image 
and converts color or grey pixels values into light 
information (light power or photocurrent according to the 
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photodiode model that is used). This conversion is done by 
considering silicon sensitivity to light.  

As analysis setup is launched from a single pixel 
schematic, it is possible to select a single pixel simulation 
(sim-Pixel), or a matrix simulation (sim-Matrix). For a 
single pixel simulation, coordinates of pixel within the 
matrix (pixel at location 100, 100 in Fig. 6) are selected. For 
a m x n matrix simulation, the same pixel is simulated m x n 
times with respective m x n stimuli. As a matter of fact, 
output node of the pixel (vout) as to be defined. Vout is set 
as "pixel" value in Fig. 6. It is to notice that many pixel 
structures can be simulated, since simulation and toolbox 
can run on any schematic. Moreover, this toolbox could be 
used for any matrix simulation, like memories. 

As test example, we have considered an input image, a 
classical 3T pixel, and several configurations. As we can 
observe, from an input image, Fig. 7, it is possible to 
automatically set the matrix data (light) input that is applied 
on electronic structure, to simulate electronic circuit with 
Cadence Spectre, and then to monitor output images 
according to the chosen reading mode configuration (Fig. 8 
to Fig. 10). Raw or absolute coding will be used to 
characterize low level characteristics of pixels matrix, or to 
study a system composed of matrix and Correlated Double 
Sampling block, eventually with Analog to Digital 
Converter (ADC). 

Figure 7. Input image and histogram 

  

Figure 8. Raw output image and histogram, Wfollower = 1 µm 

  

Figure 9. Absolute coding output image and histogram, Wfollower = 1 

µm 
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Figure 10. Relative coding output image and histogram, Wfollower = 1 

µm 

  

Figure 11. Relative coding output image and histogram, Wfollower = 15 

µm 

As double sampling is done in CDS block, it is indeed 
useless to simulate an image sensor that comprises such a 
block with the relative coding option. Relative coding is 
useful to characterize a standalone pixels matrix, or specific 
smart image [8] sensors that don't embed CDS. Following 
blocks parameters, such as amplifiers, CDS and ADC, can 
also be studied and dimensioned. We can observe that 
contrast and mean values differ from input to output images, 
and it is more visible on histograms. Histograms, that 
present grey values versus number of pixels, clearly show 
that transfer function of sensor is not linear.  Moreover, Fig. 
11 shows the transistor size impact on output image quality.  

Electronic impact on image sensor quality can also be 
clearly studied. 

5. CONCLUSION

This paper presented a new toolbox for CMOS image 
sensor simulations in Cadence Analog Design Environment. 
It is written in SKILL language, and it permits to input 
automatically an input image, fitting each image pixel on 
each pixel of the electronic sensor under study. Light stimuli 
is calculated and applied on each. Output images permit to 
check the quality of analog design in the pixel. Low level 
aspects of the sensor can be analyzed at system (image) 
level. This toolbox is the first point of a dedicated fast 
simulator we are developing. It will enable several mega-
pixels simulation within a few minutes, by studying a single 
pixel in a parametrical way, and by projecting result on the 
matrix. Variability analysis on this simulator will also be 
available in order to support the matrix aspect, and in order 
to monitor low-level (physical) impacts on output image. 
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ABSTRACT
The purpose of this paper is to examine theoretical grounds of 

modeling and service innovation, and to provide propositions for 
using modeling in service innovation. This conceptual article is 
based on an extensive literature analysis on modeling and service 
innovation. First, this article discusses the general principles of 
the  modeling  of  business  processes  and  systems.  Then,  it  
discusses service blueprinting, which is a specific type of a 
business process modeling tool developed for services. After that, 
it explains the special characteristics of innovation management in 

services. Next, as research implication, it provides ten 
propositions for using modeling in service innovation. Then, it 
draws the final conclusions. The ten propositions for using 
modeling in service innovation relate to identifying the problem to 
be modeled, the psychology of individuals and organizations, 
avoiding pitfalls, taking advantage of value co-creation, modeling 
experience, designing and modeling all elements of service 
experience, basing the model development in deep customer 

understanding, fostering creativity, thinking different and 
radically new service business models, and establishing 
collaborative networks. 

Keywords: Modeling, Business model, Business process 
modeling, Innovation management, Service design 

1. MODELING BUSINESS PROCESSES 

AND SYSTEMS 
This section discusses the principles of modeling at general level 
in organizations and problem solving. Modeling has a long history 
and a large number of applications. It has been widely used, for 
example, in the area of organizational and business process 
development, as well as in information systems and services 
design [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. Kettinger, Teng and Kuha, 
for example, conducted a study in which they examined altogether 
25 methodologies, 72 techniques, and 102 tools in business 

process reengineering [12] 

A model is an external and explicit representation of part of 
reality as seen by the people wish to use that model to understand, 
to change, to manage, and to control that part of reality in some 
way  or  other  [13].  Model  is  a  statement  of  a  problem,  
characterized by a set of inputs, a set of outputs, and relations 
between them [14]. Models are used for exploring possible 
consequences of actions before they take them, which can be 

called “reflection before action” [15].  

According to Pidd, (p. 119) “..a model is a convenient world 
in which one can attempt things without the possible dire 

consequences of action in the real world. In this sense models 
become tools for thinking. This thinking might relate to one-time 
events.. Or thinking might concern occasional events.. 
Alternatively, the thinking might concern routine events.. We also 
use models as tools for thinking when we try to understand a 

complex system, even if we contemplate no immediate 
action.”[16]  

A business process is a collection of activities that takes one 
or more kinds of input and creates an output that is of a value to 
the  customer  [17].  It  is  defined  as  structured,  measured  sets  of  
activities designed to produce a specified output for a particular 
customer or market [18]. It refers to a set of related tasks 
performed to achieve a defined business outcome [19]. It is 

network of activities and buffers through which the flow units 
have to pass in order to be transformed from inputs to outputs 
[20]. 

Denna, Perry, and Jasperson brought forward three basic 
types of business processes: (1) acquisition/payment, (2) 
conversation, and (3) sales/collection [21]. The 
acquisition/payment process includes the activities of acquiring 
goods and services needed by the organization to perform its 

functions. The conversion process refers to activities of 
transforming goods or services from raw material to finished 
products. The sales/collection process includes activities of 
attracting customers, delivering goods or services, and collecting 
payments for delivered goods and services.  

Curtis, Kellner, and Over identified four most common 
perspectives to process models: functional, behavioral, 
organizational, and informational [22]. The functional perspective 
illustrates a process by showing what activities are being 

performed  and  which  data  flows  are  needed  to  link  these  
activities. The behavioral perspective illustrates a process in terms 
of when activities are being performed and how they are 
performed. It uses, for example feedback loops, iterations and 
triggers. The organizational perspective illustrates a process by 
showing where and by whom activities are being performed. The 
informational perspective illustrates a process by showing the 
entities being produced or manipulated by the process. Entities 

refer to documents, data, or products. 

Lue and Tung proposed a framework for selecting business 
process modeling methods [23]. Their framework is described is 
the following. The framework consists of modeling objectives, 
perspectives of modeling methods, and characteristics of 
modeling methods, as follows. (1) Objectives of process modeling
include three alternatives: communication, analysis, and control. 
(a) Communication. The primary objective of modeling may be 
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facilitating communication related to modeling. Process designers 
need to describe existing and improved processes. They have to 
agree upon a common representation among themselves. The need 
to share their knowledge of business processes with other 
employees. Simplicity and clarity may be the most desired 
features of a modeling for the communication purpose. (b) 
Analysis. Another objective of modeling may be analyzing and 
improving existing processes. Identifying the best process requires 
generating alternative representations, simulating process 
behaviors, and measuring process performance. (c) Control.
Managing and monitoring a business process may also be the 
objective of modeling. Since there are several interrelated 
processes in the organization, there is need to control process 

operations, manage process relationships, and audit performance. 
Modeling methods of automated procedures, multi-level process 
descriptions, and other sophisticated modeling tools can used to 
achieve this objective. The second main element in Lue and 
Tung’s (ibid.) framework relates to perspectives of modeling. (2) 
Perspectives of modeling methods consist of the object 
perspective, activity perspective, and role perspective. (a) Object 
perspective. This perspective emphasizes what is being done. The 

objects that are being manipulated in the process are followed in 
the modeling. These objects can data, documents, or physical 
goods. Data flow diagram (DFD) is an example of the object 
perspective approach. (b) Activity perspective. This perspective is 
about how things are done. The modeling methods focus on 
representation on the activities being performed and relationships 
between activities. Integrated definition of function modeling 
IDEF0 (see e.g. Kim and Jang [24]) is an example the activity 

perspective. (c) Role perspective. The role perspective focuses on 
who does what. A business process is modeled by representing 
roles and relationships between roles. The role activity diagrams 
(RAD  )  are  an  example  of  role  perspective  methods.  The  third  
main element in Lue and Tung’s (ibid.) framework relates to 
characteristics of modeling methods. (3) Characteristics of 
modeling methods include formality, scalability, enactability, and 
ease of use. (a) Formality. This refers to question: how formal or 
precise are the languages and notations of the modeling method? 
Some methods have a set of well defined notations and require 
formal semantics to be strictly followed, while others only have a 
set of guidelines. Formal methods may be well positioned to 
provide a more precise representation of a process and have the 
benefits of well-developed properties for advanced analysis. 
However, they may also be less flexible in terms of modeling 
ambiguous processes and human involvement. (b) Scalability.
This  relates  to  question:  how  large  and  complex  a  business  

process can the modeling method represent? Some methods can 
handle large processes and offer mechanisms that support multi-
level representations, while others are best suited for modeling 
processes that are relatively small in size. (c) Enactability. This 
relates to the question: does the modeling method support 
automated enaction and process manipulation? Some modeling 
methods only allow process designers to depict a process in a 
static state, while others also provide automated tools for process 

simulation and analysis. (d ) Ease of use. This relates to question: 
how difficult is the modeling method for process designers and 
other non-technical employees to understand and use? Some 
methods use simple and easy-to-understand notations such as 
arrows and boxes, while others utilize more complicated 
mathematical symbols and formulae.[25] According to Martin and 
McClure, a good model should provide a good basis for 

communication, be capable of subdivision, and have a consistent 
notation [26].  

Willemain examined professional modelers and reported on 
following findings related to models, modeling process, and 
modelers [27].The qualities of an effective model, in decreasing 

order importance, are (1) validity, (2) usability, (3) value to client, 
(4) feasibility, and (5) aptness for client’s problem. The relevant 
qualities of an effective modeling process are (1) problem context, 
for example discovering the real problem, (2) model assessment, 
for example validation and verification, (3) model structure, for 
example selection of key variables and elaboration of submodels, 
(4) model realization, for example prototyping and data collection. 
The important qualities of a modeler include: (1) the modeler’s 
mindset, for example creativity, sensitivity to client, and 
persistence, (2) nontechnical expertise, for example 
communication and teamwork skills, (3) OR/MS (Operations 
Research/Management Sciences) expertise, and (4) subject matter 
expertise.  

Pidd put forward six simple principles of modeling [28]. (1) 
Model simple, think complicated. Models are simple 
representations of a complex world. Models should be easy to 

understand, at least in outline form, and should be easy to 
manipulate and control. Relatively simple model can support 
complicated analysis. However, a simple model does not have to 
be a small model. (2) Be parsimonious, start small, and add. It is 
impossible to know in advance how complicated the model should 
be. The principle of parsimony in modeling means that one should 
develop models gradually, starting with simple assumptions and 
adding complications only if necessary. Rather than attempting to 
build a final model from scratch in one effort, one can make initial 
assumptions  that  are  known  to  be  too  simple,  but  allow  
proceeding in the modeling. Then, one will refine the initial far-
too-simple model over time until it is good enough and fits for its 
intended purpose. One should deliberately develop a series of 
models, each more complex than its processors. The modeler 
build models that are too simple and, when their limitations 
become too obvious, throws them away and builds another to 
overcome some of the limitations. Through a series of prototypes, 

the modeler gradually ends up to a model that fits the original 
purpose. (3) Divide and conquer, avoid megamodels. Developing 
a  set  of  small  (interrelated)  models  id  often  most  useful  when  a  
large  model  is  needed.  According  to  Raiffa  (p.  7),  “Beware  of  
general purpose, grandiose models that try to incorporate 
practically everything. Such models are difficult to validate, to 
interpret, to calibrate statistically, and, most importantly to 
explain. You may be better off not with one big model but with a 

set of simpler models” [29]. (4) Use metaphors, analogies, and 
similarities. Modelers can seek an analogy with some other 
system or an association with some earlier work. The modeler 
relies on his own or somebody else’s previous experience. The 
idea is to search for previous well-developed logical structures 
similar to the problem at hand. Analogies are most useful in the 
early stages of modeling. (5) Do not fall in love with data. Some 
people assume, that because a model is a representation of some 

system, examination of data from that system will reveal all they 
need to construct the model. Such an assumption may be a 
mistake, even though exploratory data analysis is useful. The 
availability of user-friendly software packages for data analysis 
may also make people to imagine that modeling is primarily data 
analysis, preferably with lots of data. However, modeling should 
drive data collection, not the other way round. One should first 
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think about the type of model that might be needed before 
attempting large-scale data collection. (6) Modeling may feel like 
muddling through. Model building is not a linear process which 
moves from step 1  to  step 2  to  step 3  and so on.  A pretence that  
model building is a rational process may create various problems, 
particularly for beginners.[30]  

Willemain suggested four ways for teaching and improving 
modeling capability. Firstly, don’t forget craft skills. “Soft” 
qualities in modeling were emphasized more than “hard” 
qualities. “Soft” qualities include creativity, teamwork, and 
communication skills, while “hard” qualities cover technical 
knowledge, subject matter knowledge, and OR/MS knowledge. 
Secondly, don’t forget model assessment. Effective models are 
valid and usable. Thirdly, don’t forget the client. Working and 
interacting with the clients is important in order to understand the 
context of modeling problem and to assess the model. Fourthly, 
don’t forget wisdom. In addition to understand equations and 
algorithms, it is very important to open up discussion about 
important issues of less technical nature, and to do less talking and 
more listening.[31]  

2. SERVICE BLUEPRINT 
This section discusses service blueprinting, which is a 

specific type of business process modeling approach developed 
for services. As referred earlier, there a large number of methods 
for modeling systems and business processes. From all available 
concepts, services blueprint, introduced by Shostack [32], is 
perhaps the most well known and popular in the service design 
context [33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45]. 
Compared to other to other process-oriented design techniques 
and tools, service blueprints are first and foremost customer-
focused approach, allowing firms to visualize the service 
processes from their customers’ perspective [46].  

Service blueprinting is a mapping technique for visualizing 
service systems. It is a holistic method of seeing in snapshot all 
relevant resources, actors, and activities involved in the service 
delivery process, which is essentially a dynamic and living 
phenomenon. A service blueprint documents all process steps and 
point of divergence in a specific service. This documentation is 
carried to whatever level of detail that is needed to distinguish 
between any two competing services.[47, 48] A service blueprint 
is  a  map  or  picture  that  portrays  the  service  system  so  that  the  
different people involved in providing it can understand and deal 
with it objectively, regardless of their roles or their individual 

points of view. It visually displays the service by simultaneously 
representing the process of delivery, the points of customer 
contact, the roles of customers and employees, and the visible 
elements of the service. A service blueprint visually breaks a 
service down into its logical components and depicts the steps and 
tasks in the process, the methods by which the tasks are executed, 
and the evidence of the service as the customer experiences it. 
Blueprinting is a particularly powerful technique in the services 

context, since services are essentially customer experiences rather 
than objects or technologies.[49]  

Service blueprinting offers several benefits. A service blueprint 
shows time in diagrammatic form, all the main functions of the 
service, all possible fail points and processes to correct those, and 
the relationships between the front and back offices [50]. The 
advantages of service blueprints also relate to providing a 
platform of innovation; recognizing roles and interdependencies 

among functions, people, and organizations; facilitating both 
strategic and tactical innovations; transferring and storing 
innovation and service knowledge; designing customer interaction 
from the customer’s point of view; suggesting critical points for 
measurement and feedback in the service process; clarifying 
competitive positioning; understanding the ideal customer 
experience; and education of service design [51, 52, 53]. 

The main elements of a service blueprint are customer actions, 
onstage contact employee actions (actions visible to the 
customer), backstage contact employee actions (actions invisible 
to the customer), support processes, and physical evidence.
Service blueprint also includes the line of interaction, line of 
visibility, and line of internal interaction. These lines dive the map 
into different zones where the actions of customers, contact 
employees, and support personnel are placed. [54, 55, 56, 57, 58] 

The process of building a service blueprint includes the following 
steps: (1) identify the service process to be blueprinted, (2) 
identify the customer or customer segment experiencing the 
service, (3) map the service process from the customer’s point of 
view, (4) map contact employee actions and/or technology 
actions, (5) link contact activities to needed support functions, and 

(6) add physical evidence of service at each customer action 
step.[59, 60] 

3. SPECIAL CHRACTERISTICS OF 

SERVICE INNOVATION 
Goods and services have four basic differences. Services are 
intangible, heterogeneous, perishable, and they are produced and 
consumed simultaneously. These distinctive characteristics have 
various implications to services management.[61]  

The characteristics that distinguish goods and services have 
several implications for service innovation. De Brentani [62, 
p.102] summarized these implication drawing on several sources 
[63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75] as follows. 

Intangibility. Intangibility often requires successful use of tangible 
evidence to help explain or portray the service. It can simplify and 
shorten the new product development process for services. 
Intangibility often allows for quick reactions to changed customer 

needs. However, it also risks haphazardness in service design. 
Due to intangibility sustainable advantage and a proprietary 
position are difficult to achieve in service business, for example 
through patent. This results in a proliferation of similar services 
and diminished incentive for the innovator to invest time and 
resources in truly pioneering efforts in service development. 

Simultaneous production and consumption. Services are often 
produced and consumed in the presence of customers. 
Consequently, for new services, production and delivery are 
central facets of what customers purchase, and thus the successful 
service design is likely to require involvement from many 
different functional specialties within the firm. 

Heterogeneity. Production and delivery depend on company 
personnel. Consequently, consumption can vary at each purchase 

occasion. On the one hand, this offers opportunities to better 
satisfy client needs through service customization. On the other, 
this  can  also  be  viewed  as  a  lack  of  consistency  in  the  service  
product, in other words, poor service quality, perceptions of 
unreliability and heightened customer risk.  

Perishability. Services cannot be preproduced and inventoried. 
Thus, opportunities to produce and sell the service are irrevocably 
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lost  when  demand  is  either  above  or  below  the  firm’s  capacity.  
Service firms can incur high costs when facilities and staff are idle 
during low demand periods, and lost revenue during peak demand 
periods. The challenge for new service development is in 
designing alternate service level offerings. The challenge is to 
design alternate service level offerings, for example “full” versus 
“limited” service offerings for low and peak demand periods. 
Indeed, developing a countercyclical line of services may also be 
the objective of service innovation.[76 , p.102] 

The models describing the innovation process in the services 
context typically suggest that the innovation process is a sequence 
of phases during which the initial ideas for a new service are 
refined into a deliverable service in the market place. Ojasalo [77] 
proposed the following general phases for an innovation process 
of services: (a) strategy development related to the new service, 
(b) generating and screening of ideas and selecting one for 

development, (c) business analysis; including markets, internal 
conditions, and profitability, (d) development of service concept, 
(e) testing, (f) launch, and monitoring and modifying the service.  

4. 10 PROPOSITIONS FOR USING 

MODELLING IN SERVICE INNOVATION 
Based on the earlier literature review 10 propositions for using 
modeling in management of service innovation are presented next. 

1. Identify the problem to be modeled.  A  problem  can  be  
understood as a gap between existing and desired 
condition. A problem has certain basic dimensions, 
which should be examined: content, location, owner, 
absolute and relative magnitude, and time perspective. 
For example, in which part of the service process does 
the problem exist? In which department or customer 
segment of the services company does the problem 
exist? Is this problem perceived by the front line 
employees or top executives of the service company? 
Who resist solving and modeling the problem? How 
much revenue do we lose due to the problem, measured 
in absolutely in dollars and relative of the total sales? 
When did the problem appear the first time? How often 

does  the  problem  appear?  Is  there  a  trend  with  its  
development? [78] 

2. Consider the psychology of individuals and 
organizations. Different individuals and organizations 
may be involved in the problem in hand, and its 
modeling. They may have the very different interest or 
perceptions of the situation. Different backgrounds, 
experience, knowledge, skills, attitudes, and motives of 

people involved affect both the modeling process and 
outcome. For example, if potential customers of the new 
services being developed and modeled are competitors, 
then  it  may  be  reasonable  not  to  involve  them  in  the  
process at the same time. The modeler’s former 
experience in modeling may often be an advantage. On 
the other hand, it may sometimes make the modeling 
effort biased. Moreover, the organizational culture, 

political issues, power games, and potential tendency to 
turn  a  blind  eye  to  problems  may  all  affect  the  
modeling.[79]  

3. Avoid pitfalls. Modelers should try to avoid certain 
basic pitfalls. One should not mix symptoms and the 
root cause of the problem. The root cause of the 
problem may cause a variety of symptoms. Symptoms 

disappear only by identifying and solving the 
underlying root cause problem. Also, the modeler 
should not have too strong an opinion of the nature of 
the problem in advance. Moreover, one should not make 
modeling effort just from one perspective, like for 
example from the perspective of the middle 
management. In addition, one should not forget that the 
problem is perceived differently among different 
stakeholders. Customers of the services company may 
have totally different opinion from the view of the top 
management. Moreover, the modeler should make sure 
that the modeling project does not fall by the wayside. 
Sometimes there is big risk for this, since time, money, 

personnel, information, and other resources needed in 
the modeling are scarce. Finally, one should not make a 
careless objective setting at the beginning of the project 
since this will cause a great waste of resources in the 
later phases of the modeling.[80] 

4. Take advantage of value co-creation. The meaning of 
value and the value creation process are rapidly shifting 
from a supplier company-centric view to customer 

experiences and joint value co-creation. In value co-
creation, customers engage in the process of both 
defining and creating value [81]. When value is co-
created, the supplier contribution is a value proposition 
that can support customer’s value creation processes, 
and the customer contribution is the value 
actualization.[82] Co-creation means joint creation of 
value by the provider and the customer.[83] Value is co-

created in learning together, and dialog operates as an 
active interactive process of learning. Customers are in 
a proactive role. They are involved at every stage of 
service development. An active dialog improves 
identifying customers’ latent needs and wants. 
Customers may also be directly involved to develop 
new value propositions, i.e. co-design is one form of co-
creation.[84] In value co-creation, new levels of access 
and transparency are needed. Focus of quality is on 
customer-company interactions and co-creation 
experiences.[85] 

5. Model experience. Many models focus on mapping and 
displaying visible and observable reality. This approach 
functions well in the context of technical systems and 
machines. However, when modeling human and social 
systems, such as organizations, this is clearly not 
enough. In the case of service organizations, it is 

paramount to focus on subjective experience of 
individuals. To the large extent, services are produced 
by humans, not by machines. The production of services 
does not take place in isolation of customers, but instead 
in interaction with them. Thus, the subjective total 
experience of both service customers and front line 
employees is essential. Modeling activities, materials 
and data flows, organizational structures, etc. is 

important, but the experience of paying customers is the 
most important. The criteria for good customer 
experience should always come from the customers 
themselves. When a physical good, such as a camera, 
does not function, it can easily be observed and 
measured by the quality control. However, subjective 
customer experience is much more difficult to see and 
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observe. It requires specific techniques and deep 
customer understanding. 

6. Design and model all elements of service experience. If 
customer experience is the central element of modeling 
in the context of services innovation, what is driving it? 
What is customer’s service experience composed of? 
The following design principles are useful to 
remember.[86] (a) All features of design must share a 
common purpose. The fulfillment of each design aspect 
is essential for the design to be considered total. (b) 
Every design component and the overall design have a 
viable lifespan beyond which it will be rendered 
obsolete. (c) The value attributed to the design of a 

service is influenced by experience and is concerned 
with characteristics which the customer determines 
important. (d) The design process is depending on the 
identification, evaluation, prioritisation and selection of 
resources with regard to materials, time, labour, 
expertise and creativity. (e) The design outcome is the 
result of the synthesis among knowledge, resources and 
creativity. (f) The design process is ongoing in nature 

and has to be constantly improved. (g) A design strategy 
serves to manage change and to encourage it. (h) The 
success of design depends on its ability to relate to those 
responsible for its management, i.e. design must reflect 
the strategic position of a service provider. (i) Sound 
management is needed to integrate design within the 
business function. (j) Service design has to satisfy 
everybody, not just those for whom it is directly 

intended. 
7. Base the model development in a deep customer 

understanding. In order to develop successful service 
business models, a deep customer understanding is 
needed. The traditional methods, such as surveys and 
personal interviews are not enough anymore. The 
modeler has to go beyond explicit knowledge and 
observable reality. It is vital to get access to tacit 
knowledge and understand customers’ latent needs. Of 
course, the modeler needs to know what the customers 
of his business model say and think. But, in addition, 
more importantly, he or she needs to know what 
customers feel, imagine, and dream. This can be done 
with the help of new methods that stimulate and enable 
customers and users to construct in their minds and in 
their imagination the kind of world, the kind of service 
they would like to have. Such new methods have been 

developed in the recent years. They are typically 
different kinds of emotional tools, including various 
visual, playful, storytelling techniques that reveal 
dreams, fear, and excitement. With such methods users 
and customers are seen as creators rather than just 
informants. The assumption is that the modeler does not 
know in advance what he will get. The idea is to 
stimulate the customer to reveal his/her latent needs, 

and elaborate them further. 
8. Foster creativity. Analytical, objective, logical, and 

systematic methods and skills are important for 
innovating new service models. In addition to skills, 
creativity has a crucial role in developing new 
breakthrough service models. The main characteristics 
of a creative culture are: (a) leadership by visionary, 
enthusiastic champions of change, (b) top management 

support and encouragement of creativity, both financial 
and psychological, (c) an effective communication 
system. Leaders share the business vision with their 
staff  and  empower  them  to  optimize  their  potential  in  
achieving the business goals, (d) flexibility towards new 
thinking and new behavior patterns; the creative 
organization readily adapts to change and proactively 
searches for new opportunities, (e) customer focus — 
the satisfaction of all customers, both internal and 
external — is the dominant prevailing ethos in 
innovative companies, (f) desire to look for ideas among 
competitors, customers, academe, suppliers, and even 
industries with a different focus, and (g) desire to 

exploit the talent of the entire organization, stressing the 
point that “a good idea does not care who has it”.[87] 

9. Think different and radically new service business 
models. The nature of service business is constantly 
changing. This requires the modeler to think outside the 
box.  Increasingly,  he  or  she has  to  imagine totally  new 
business models. The following strategies can be useful 
in developing radically new business models in services. 

(a) Focusing on redefining certain core attributes of 
existing products in ways that fundamentally shift the 
financial  model  away  from  goods  to  services.  (b)  
Focusing on leveraging data, information and 
knowledge gathered automatically or through customer 
interactions that reinforce existing products or services, 
or create new revenue-generating services. (c) Focusing 
on transforming existing products or services of creating 

entirely new value through internet or mobile delivery 
and experience. (d) Focusing on expanding the value of 
existing products or services by adding services that 
meet a broader set of customer needs or by introducing 
complementary service offerings.[88] 

10. Establish collaborative networks. The meaning of 
collaborative networks is increasingly important in 
almost any type organization and function.[89, 90] 
Networking has great potential in innovation 
management as well.[91] The fundamental advantage of 
collaborative networks to modelers is that they enable 
fast and dynamic access to external resources needed in 
the model development effort. Growing all vital 
competences in-house is, in many cases, simply too 
expensive and time consuming. This is particularly true 
if the model development is takes place in a smaller 
company. By utilizing case specific expertise, 

information, and other resources from the network the 
modeler  is  able  to  conduct  his  or  her  task  more  
efficiently and effectively. 

5. CONCLUSIONS 
This paper examined theoretical grounds of modeling and service 
innovation, and provided propositions for using modeling in 
service innovation. This article was based on an extensive 
literature analysis. It reviewed the literature on the general 
principles of the modeling of business processes and systems, 
service blueprinting, and special characteristics of service 
innovation. This conceptual article contributed to the literature by 
making ten propositions for using modeling in service innovation. 
These propositions related to identifying the problem to be 

modeled, the psychology of individuals and organizations, 
avoiding pitfalls, taking advantage of value co-creation, modeling 
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experience, designing and modeling all elements of service 
experience, basing the model development in deep customer 
understanding, fostering creativity, thinking different and 

radically new service business models, and establishing 
collaborative networks. 
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ABSTRACT 

In this paper, optimum designs of a contact spring used in an 
electrical connector are achieved using a sequential 
metamodeling approach, with the objective function of the 
optimization problem being defined as the maximum von Mises 
stress in the contact spring. In order to ease the computational 
burden of the optimization process, the procedure is split into 
two stages, each with four design variables. This two-stepped 
scheme utilizes the Face-centered central composite 
experimental design concept, performs non-linear contact finite 
element analysis on every design point, builds response surface 
models with regression analysis, and uses the quadratic 
programming technique to optimize the approximated models. 

Keywords: Electrical Connector, Contact Spring, Optimum 
Design, Metamodeling and Response Surface.  

1. INTRODUCTION 

With ever increasing demands for portable electronic devices, 
the reliability of their rechargeable power systems has become 
an important issue. A portable device connects to a battery or an 
electronic charger through an electrical connector. An electrical 
connector serves to couple two circuit devices in an electronic 
system. A basic electrical connector consists of four elements 
[1]: contact interface, contact finish, contact spring and 
connector housing. The contact interface can be categorized into 
two groups, i.e., the separable interfaces and permanent 
interfaces, while the contact spring performs three functions in a 
connector: supplying an electrical path between two subsystems, 
producing the normal contact force that establishes and 
maintains the separable interfaces, and permitting the formation 
of the permanent connections. A separable-interface connector 
may have many varieties and different shapes and sizes 
depending on a given set of requirements for a particular 
application. Figure 1 shows a common cell phone battery, 
several types of electrical connectors, and a connector 
embedded in a cell phone.  

One of the most important factors affecting the reliability of a 
high-cycle electronic connector is their mechanical performance, 
which includes contact forces, deformation and stresses, etc., in 
the contact springs. Localized damage to the Au plating of a 
connector caused by a simple, manual coupling operation could 
lead to a high rate of functional failure [2]. Due to growing 
demands for smaller connectors with higher mechanical 
performance, a proper design of the contact spring to achieve 
the required mechanical performance is increasingly difficult. 
Weight et al. [3] modeled and optimized the contact spring of a 
constant force electrical connector (CFEC) used in a personal 
digital assistant docking station, with the ratio of the minimum 

force to maximum force calculated over the mechanism 
displacement as the objective function, which provides a good 
measure about how invariable the contact force of the 
mechanism truly is. Hsu et al. [4] parameterized the geometry 
of a contact spring pair of a board-to-board connector, and 
minimized the insertion force while kept the contact normal 
force and resulting stress within specified ranges. The mating of 
a contact pair usually involves nonlinear contact force and large 
deformation, and even plastic theories. Manninen et al. [5] and 
Deshpande and Subbarayan [6] studied the press-fit connector 
of a printed circuit board and a land grid array (LGA) connector, 
respectively, using nonlinear finite element (FE) analysis with 
plastic deformation consideration. 

In this paper, the shape and size of a contact spring used in an 
electrical connector (a separable-interface connector) are 
analyzed to meet a particular set of constraints using the finite 
element method with a non-linear contact model and large 
deformation theories. Further, structural optimization on the 
contact spring is attained using a two-stepped, sequential 
metamodeling approach to simplify the optimization procedure. 
The structural optimization problem for the contact spring is 
solved to minimize the maximum von Mises stress occurred 
when the contact spring is engaged with the contact plate. The 
two-stepped procedure integrates the experimental design 
concept with a faced-center central composite design, non-
linear contact finite element analysis on every design point, 
regression analysis for building response surface model, and 
optimization on the approximated model using the quadratic 
programming technique. Meanwhile, during the optimization 
procedure, design space reduction scheme is adopted to improve 
the accuracy. Finally, simulation of a contact plate approaching 
to and then moving away from the contact spring is rendered to 
examine the relation between the normal contact force in the 
contact spring and the traveling distance of the rigid contact 
plate. 

 
Fig. 1. Cell phone battery and electrical connectors 
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2. RESPONSE SURFACE APPROXIMATION 

The response surface methodology [7], which was originally 
intended as an empirical modeling approach, is a collection of 
procedures including design of experiments (DOE), model 
selection and fitting, and optimization on the fitted model. The 
methodology has long been expanded to include simulation 
modeling and approximations. In particular, RSM has been 
employed by many authors, e.g. [8-11], to solve design 
optimization problems, especially in the area of 
multidisciplinary design optimization. A response surface 
approximation (RSA), usually in the form of a simple 
polynomial function, can be built from DOE (with numerically 
simulated experiments) and model fitting. Once a polynomial 
RSA is created, the optimization on the function can be easily 
accomplished by most optimization techniques. The most 
attractive features of RSA are less number of repeated response 
evaluations and optimization without needing the sensitivity 
information. In recent years, applications of RSA or RSM-based 
design optimization in microelectronics have increased quite 
dramatically. In the present work, with the help of RSA, a 
minimum stress design, which minimizes the von Mises stress 
in the contact spring after connection, will be presented. The 
optimum design maximizes the reliability of the contact springs, 
as far as reducing the stress is concerned. 

Response surface approximation plays a crucial role in RSM. A 
response surface is a functional expression for a relationship 
between a response and a set of dependent variables. A complex 
function (or a response) y can be approximated by a response 
surface approximation ŷ with k independent variables (or 
factors) x1, x2, …, xk as 

( ) ε+= kxxxyy ,,,ˆ 21                            (1) 

where ε is the error between the approximated and the exact 
values of y. The approximating function ŷ usually takes on the 
form of a polynomial whose coefficients can be determined by 
the least squares method using data from a chosen set (decided 
by design of experiments) of the independent variables and the 
resulting responses. For a second order polynomial expression, 
the approximating function y has the form 
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where the βs are the regression coefficients to be determined, 
and there are (k+1)(k+2)/2 such coefficients.  

A successful application of RSA is greatly dictated by a proper 
choice of sampling points in design space, i.e., design of 
experiments. A face-centered central composite design (FCCD) 
with its independent variables confined within certain upper and 
lower bounds belongs to a family of central composite designs, 
which are the most popular second-order designs. An FCCD 
consists of 2k factorial points, 2k face-centered configurations, 
and one center point, for a total of 2k+2k+1 design points. 
Figure 2 demonstrates two FCCDs with k=2 and k=3. When 
performing RSM-based design optimization, response surface 
approximations are often repeatedly executed, and since a good 
RSA result may only be valid within certain distance around the 
center design point, the design space can be reduced after each 
iteration. In general, either increasing the number of 
experimental trials (design points) or downsizing the design 
space can effectively enhance the accuracy of RSA. However, 
the added number of experimental runs can also significantly 

raise the experimental or computational cost. Therefore, the 
design space reduction method seems to be a preferable choice, 
and this technique is done by introducing a pair of move limits 
on every design variable. After each iteration, both limits in 
every pair are moved closer to the other by the same ratio, 
resulting in a much smaller design space centering at the 
optimizer obtained from the previous iteration. Then a new 
response surface is subsequently constructed and a new 
optimum sought. If some portion of a new design space exceeds 
the boundary of the previous one, the portion is excluded before 
performing DOE and RSA. 

 
Fig. 2. Face-centered central composite designs 

Following the construction of an RSA, the quality of the 
approximation can be assessed by some statistical testing 
functions. The coefficient of multiple determination R2 is a 
measure of the amount of predictability for the response y by 
the approximating function ŷ , and the coefficient is defined as  
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where Sr, Se and St are called the sum of squares due to 
regression, sum of squares due to residual and total sum of 
squares, respectively; yi is the ith observation, y the average 
value of all observations, iŷ the response surface approximation 
evaluated at the ith set of independent variables, and N the total 
number of observations. R2 takes on a value between 0 and 1. A 
larger value of R2 does not necessarily indicate a closer fit of the 
approximation to the response since adding a variable will 
always raise the value of R2. The adjusted coefficient of 
multiple determination, which will not increase if an added 
variable is not statistically significant and therefore is a better 
indicator than R2, is defined as [7] 
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where p denotes the number of the regression coefficients. 

3. PROBLEM DEFINITION AND FORMULATION 

The contact spring of an electrical connector under study is 
shown in Fig. 2. Most part of the contact spring, except the 
contact head, is enclosed in the connector housing. During a 
connection process, a contact pad from the other subsystem 
moves in to touch the contact head and complete an electrical 
path between the two subsystems. As the contact pad continues 
to move in further, the spring is furthermore compressed, 
producing an increasing contact normal force. A greater contact 
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force has positive effects on contact electrical resistance and the 
mechanical stability of the interface, an increasing normal force 
leading to a decreasing contact resistance and to a better ability 
to withstand disturbances. However, countering these positive 
effects is the effect of rising contact force on the stresses in the 
spring. Higher stresses inevitably reduce the fatigue life of the 
contact spring, and even produce excessive plastic deformation 
that could result in a reliability problem on the connector. One 
of the objectives of this study is to minimize the von Mises 
stress in a shape design of the spring after the connector is 
mated. The contact spring is assumed to be made of beryllium 
copper, whose properties are listed in Table 1. A plastic 
hardening relation for the material, adopted from [6], is also 
assumed and given in Table 1. 

 
Fig. 2. Contact spring of an electrical connector 

Table 1. Properties of beryllium copper 

Plastic hardening Young’s 
modulus (GPa) 

Poisson’s ratio 
Plastic strain Stress (MPa)

0.0 621 
113.85 0.3 

0.09454 759 

The structural shape optimization of the contact spring requires 
repeated nonlinear elastic-plastic contact analysis, which could 
lead to a prohibitively high computation cost and a convergence 
difficulty if a conventional first-order mathematical 
programming technique is used to solve the 3-dimentional finite 
element model in this research. To ease the computational 
burden and reduce the risk of no convergence, a metamodeling 
scheme, the response surface methodology, is adopted to solve 
the problem. 

Design Variables and Constants 
Before commencing a finite element analysis, the structural 
model of the contact spring is parameterized. The geometrical 
parameters, shown in Figs. 3 and 4, establish the shape and size 
of the structure and are employed as inputs, i.e. design variables 
and constants, to the analysis and optimization. Figure 3 
illustrates the geometrical parameters on the x-y plane for the 
contact spring, including design variables r1-r4 and d1-d3, 
constants Cd1-Cd6, Cr1-Cr2 and t, and geometrical constraints Hh, 
Vh, Vt and Hg. Figure 4 shows the parameters on the z axis, 
which are the beam width parameters (in z axis) at various 
locations, consisting of design variables w1-w4 and constants 
Cw1-Cw4. The beam thickness t is set constant in consideration 
of manufacturability, and geometrical constraints Hh, Vh, Vt and 
Hg are required to satisfy either assembly or functionality 
restraints. The rest of the constants are set due to their less 
significant influence on the analysis results. Every cross section 

perpendicular to the centroidal axis of the bended and curved 
beam is assumed to have a rectangular shape. The z dimensions 
of the solid model are formed by linearly (in z) connecting 
adjacent beam width parameters. In order to reduce the 
complexity of the optimization process, the procedure is split 
into two stages. The first stage treats only r1-r4 and d3 as the 
design variables and the rest as constants. By considering the 
geometrical constraints Hh, Vh and Vt, the parameters r4, d1 and 
d2 may be linked to the other design variables, cutting down the 
total number independent variables in this stage to four (r1-r3 
and d3). When the first-round optimization is completed, the 
second stage will begin, based on the results obtained from the 
former, by setting four new design variables w1-w4 and the rest 
constant. The initial values of the design parameters and the 
constants are given in Table 2. The invariant Cd5 may be 
regarded as a function of other constants by noticing the 
constraint Hg, and therefore it is removed from Table 2. 

 
Fig. 3. Geometrical parameters on x-y plane for the contact 

spring 

 
Fig. 4. Geometrical parameters on z axis for the contact spring 

Table 2. Initial values for the geometrical parameters of the 
contact spring (all units in mm) 

r1 r2 r3 r4 d1 d2 d3 
0.45 1.07 1.03 0.45 0.2 0.4 2.22

t Hh Vh Vt Hg Cd1 Cd2 
0.15 3.57 1.8 4.91 0.4 0.3 2.0 
Cd3 Cd4 Cd6 Cr1 Cr2 w1 w2 
0.6 0.2 2.2 0.45 0.3 0.7 1 
w3 w4 Cw1 Cw2 Cw3 Cw4  
1 1 0.7 1 1.2 0.7  
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Parameterized Finite Element Models 
Finite element software ANSYS is used for computational 
modeling of the contact spring. Following a preliminary 
convergence analysis, the finite element mesh shown in Fig. 5 is 
proven satisfactory. The finite element model is consisted of 
10,638 three dimensional elements, mostly bricks and a few 
tetrahedron elements. In addition, a finite element contact pair 
is also defined over portions of the contact pad and spring 
surfaces that may potentially engage contact, and a friction 
coefficient of 0.1 between the contact pair is assumed in the 
analysis. The contact pad, whose contacting surface is assumed 
to be rigid, has an initial position of 0.075 mm (half of the beam 
thickness) from above the contact head. Downward 
compression distances of 1 mm and 1.5 mm on the contact head 
are realized and studied by moving down the contact pad 1.075 
mm and 1.575 mm, respectively. 

 
Fig. 5. Finite element mesh of the contact spring model 

Optimization Problem Formulation 
In this study, the objective function of the optimization problem 
is the maximum von Mises stress in the contact spring during 
the entire coupling and decoupling processes between the 
contact spring and contact pad. And this maximum stress is 
minimized in an attempt to increase the reliability of the spring 
and therefore the connector. Mathematically, the optimum 
shape design problem can be written as 

( ) maxσ=xfMinimize                                 (8) 
Subject to  

kixi ,,2,1, =≤≤ UL
ii xx                         (9) 

where σmax denotes the maximum von Mises stress, xi are the 
design variables, and the superscripts U and L represent the 
upper and lower bounds, respectively. Also, the total number of 
the design variables is symbolized by k, which is equal to four 
in both stage one and two. For stage one, the lower and upper 
bounds for the design variables are: (0.3, 0.5) for r1, (0.5, 1.2) 
for r2, (0.5, 1.2) for r3, and (1.5, 2.5) for d3, and for stage two, 
they are: (0.5, 1.2) for w1-w4. The selections of the bounds are 
based on manufacturability and engineering judgment. 

To approximate objective function σmax by RSA, repeated finite 
element analyses are performed on all design configurations, 
after which a explicit functional relation, also known as the 
response surface, of σmax with respect to the design variables is 
created by least squares curve fitting to a polynomial model. 
The minimization of the multi-variable polynomial function 
subjected to side constraints can be easily carried out by 
common optimization routines.  

4. RESULTS AND DISCUSSION 

A typical run of the nonlinear elastic-plastic contact analysis 
using ANSYS takes approximately 950 CPU seconds on a PC. 
In either stage of the optimization process, there are 
N=2k+2k+1=25 sets (k=4) of design points and, therefore, 25 
different analyses need to be performed to constitute one 
iteration. With the help of shrinking design space boundaries, it 
usually takes several iterations to achieve convergence. For a 
comparison purpose, FE analyses using the initial values given 
in Table 2 yield σmax=685.524 MPa for the case of 1 mm 
downward compression and σmax=741.917 MPa for 1.5 mm 
downward compression. The following subsections will present 
the optimization results of 1 mm and 1.5 mm downward 
compression on the contact head for both stages and also the 
analyses of contact normal forces during the contact 
engagement process. 

Optimum Design after Stage One 
For the case of 1 mm downward compression on the contact 
head, finite element analyses are executed repeatedly using 25 
sets of input parameters for the first iteration in stage one, then 
a quadratic model is fitted. Statistical testing is performed on 
the fitted model, and gives an R2 value of 0.992 and an adjusted 
R2 value of 0.982, which represent a very good fit of the 
approximations to the responses. After 6 iterations, 
convergences are apparent. The final optimized result is 
checked by another ANSYS verification run, and it produces 
σmax=577.055 MPa at r1=0.5 mm, r2=1.2 mm, r3=1.199 mm and 
d3=1.5 mm. This optimum design has its parameters located 
either at their upper or lower bounds.  Figure 6 shows the von 
Mises stress distribution of this optimum model for the case of 
1 mm downward compression on the contact head after stage 
one optimization. 

For the case of 1.5 mm downward compression, larger stresses 
and even permanent deformations are expected. The same 
procedure as for the 1 mm case but with a downward 
compression of 1.5 mm on the contact head is executed. The 
optimization process converges within 10 iterations. The 
verification run gives σmax=652.563 MPa at r1=0.351 mm, 
r2=0.825 mm, r3=0.951 mm and d3=1.921 mm, and the von 
Mises stress distribution of this optimum model is shown in Fig. 
7. 

 
Fig. 6. Stress distribution of the optimum model for the 1 mm 

compression case after stage one optimization 

267

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



 
Fig. 7. Stress distribution of the optimum model for the 1.5 mm 

compression case after stage one optimization 

Optimum Design after Stage Two 
Based on the optimal parameters acquired from stage one, new 
design variables, w1-w4, are introduced to perform optimization 
in stage two. Again, a multi-variable quadratic function is 
matched using the stress data from FE analyses. The fitted 
model is then tested for its adequacy, and the testing reveals a 
satisfactory outcome for both 1 mm and 1.5 mm compression 
cases: adjusted R2 values of 0.966 and 0.919 for the 1 mm case 
and the 1.5 mm case, respectively. Within 10 iterations, both 
cases are converged. The optimum model for the 1 mm case, 
situating at w1=0.516 mm, w2=1.196 mm, w3=1.192 mm and 
w4=0.502 mm, yields σmax=511.156 MPa, shown in Fig. 8. 
Similarly, the optimum model for the 1.5 mm case, positioning 
at w1=0.728 mm, w2=0.500 mm, w3=0.937 mm and w4=0.815 
mm, generates σmax=628.926 MPa, shown in Fig. 9. These 
optimized responses represent significant improvements over 
those of the initial models (σmax=685.524 MPa and 741.917 
MPa). Notice that only one of the design parameters attains its 
optimal value at the boundary for the 1.5 mm case. 

Contact Normal Force vs. Displacement 
Beside the stresses in the contact spring, the contact normal 
force is another important factor dictating the performance of a 
spring. Figures 10 and 11 show the contact normal forces 
experienced by the optimum designs of the spring after stage 
one and stage two optimizations, respectively. When the contact 
head is compressed downward by approximately 1 mm, the 
force reaches the maximum at 663.83 mN for the stage-one 
optimum model, and at 718.50 mN for the stage-two optimum 
model. A further examination reveals that the spring suffers no 
plastic strain and undergoes no plastic deformation. If the 
contact pad is moved back to the initial position, the spring will 
recover completely to its original shape. When the compressing 
distance of the spring is extended to 1.5 mm, plastic 
deformations are clearly visible. Figures 12 and 13 display the 
force vs. displacement curves as the contact pad travels 
downward and back. The maximum forces are observed at 
1459.29 mN for the stage-one optimum model and at 909.44 
mN for the stage-two optimum model, both occurring near the 
1.2 mm mark of distance traveled by the contact pad. When the 
contact pad further moves down, the yielding strength of the 
spring is exceeded and the normal force drops. As the contact 
pad continues to press downward to the farthest distance mark 
of 1.575 mm and then returns to its initial position, the spring 
endures a maximum plastic strain at the location coincident to 
that of the maximum stress. The plastic strains lead to a 
permanent deformation of -0.41 mm (downward) for the stage-

one optimum model and -0.43 mm (downward) for the stage-
two optimum model, at the tip of the contact head after the 
contact pad disengages the spring. These irreversible 
deformations may be significant enough to cause a reliability 
problem. One possibility to resolve the dilemma is to conduct a 
new optimization practice that seeks to minimize both the 
maximum stress and the maximum equivalent plastic strain 
simultaneously.  
 

 
Fig. 8. Stress distribution of the optimum model for the 1 mm 

compression case after stage two optimization 
 

 
Fig. 9. Stress distribution of the optimum model for the 1.5 mm 

compression case after stage two optimization 

5. CONCLUSIONS 

Optimum designs of a contact spring used in an electrical 
connector have been achieved using a sequential metamodeling 
approach, with the objective function of the optimization 
problem being defined as the maximum von Mises stress in the 
contact spring. In order to ease the computational burden of the 
optimization process, the procedure was split into two stages, 
each with four design variables. This two-stepped scheme 
utilized the FCCD experimental design concept, performed non-
linear contact finite element analysis on every design point, 
built response surface models with regression analysis, and used 
the quadratic programming technique to optimize the 
approximated models. Two cases were studied, one with the 
contact head of the spring pressed downward 1 mm, the other 
1.5 mm. Both cases showed that the responses of the optimum 
models represented significant improvements over those of the 
initial models. However, simulation results revealed that 
significant permanent deformations were observed for the 1.5 
mm case.  
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Fig. 10. Contact normal force experienced by the optimum model 

for the 1 mm case after stage one optimization 

 
Fig. 11. Contact normal force experienced by the optimum model 

for the 1 mm case after stage two optimization 

 
Fig. 12. Contact normal force experienced by the optimum model 

for the 1.5 mm case after stage one optimization 

 
Fig. 13. Contact normal force experienced by the optimum model 

for the 1.5 mm case after stage two optimization 
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ABSTRACT 

 

The time domain modeling of a coplanar wave guide (CPW) fed 

band-notched antenna for UWB applications is presented. The 

annular ring antenna has a dimension of 36x36 mm2 when printed 

on a substrate of dielectric constant 4.4 and thickness 1.6 mm. 

The uniplanar nature and compact structure of the antenna make 

it apt for modular design. The crescent shaped slot provides a 

notch in the 5.2-5.8 GHz frequency band to avoid interference 

with WLAN. The pulse distortion is insignificant in the operating 

band and is verified by the measured antenna performance with 

high signal fidelity and virtually steady group delay. 

 

Keywords: Ultra wideband, UWB antenna, monopole antenna, 

and wireless communications. 

                             

1. INTRODUCTION 

 

High data rate and excellent immunity to multi-path 

interference make Ultra-wideband (UWB) technology one 

of the most promising solutions for future short-range 

high-data wireless communication applications. The 

allocation of the frequency band from 3.1 to 10.6 GHz by 

FCC [1] with a –10 dB bandwidth greater than 500 MHz 

and a maximum equivalent isotropic radiated power 

spectral density of – 41.3 dBm/MHz for UWB radio 

applications presents an exciting opportunity to antenna 

designers. UWB reaps benefits of broad spectrum in terms 

of the bit rates it can handle. By Shannon's theorem, the 

channel capacity C is given by, 

 

𝐶 = 𝑊. log2  1 +
𝑆

𝑁
                          (1) 

 

where W is the bandwidth and S/N is the signal to noise 

ratio. It can be seen that the bit rate (capacity) can be easily 

increased by increasing the bandwidth instead of the 

power, given the linear – versus- logarithmic relationship. 

Range of operation of such systems are determined by the 

Friis formula, 

 

d ∝  
𝑃𝑡

𝑃𝑟
                                                    (2) 

d being the distance, Pt the transmit power and Pr the 

receive power. Equations (1) and (2) together suggest that 

it is more efficient to achieve higher capacity by increasing 

bandwidth instead of power, while it is equally difficult to 

achieve a longer range. Thus, UWB primarily is a high-bit, 

short-range system. 

 

UWB technology is a derivative of the time hopping 

spread spectrum (THSS) technique, a multiple access 

technology particularly suited for the transmission of 

extremely narrow pulses. It has been standardized in IEEE 

802.15.3a as a technology for Wireless Personal Area 

Networks (WPANs). The challenges in UWB antenna 

design are bandwidth enhancement, size miniaturisation, 

gain and radiation pattern optimization.  

 

Monopole antennas are used in communication systems at 

a wide range of frequencies. Electrical properties of these 

antennas are dependent upon the geometry of both the 

monopole element and the ground plane. The monopole 

element is either electrically short with length much less 

than a quarter-wavelength or near-resonant with length 

approximately a quarter-wavelength. This element can be 

thin with length-to-radius ratio much greater than 10
4
 or 

thick with length-to-radius ratio of 10
1
 -10

4
. In addition, 

the ground-plane dimensions may vary from a fraction of a 

wavelength to many wavelengths. Traditionally, a 

monopole geometry consists of a vertical cylindrical 

element at the center of a perfectly conducting, infinitely 

thin, circular ground plane in free space. Electrical 

characteristics of such antennas are primarily a function of 

only three parameters; the element length, element radius, 

and the ground-plane radius, when each is normalized to t
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he excitation wavelength. Radiation pattern of such 

antennas are uniform in the azimuthal direction. UWB 

monopole antennas fall in to volumetric and non-

volumetric categories based on their structures. Non-

volumetric UWB antennas are microstrip planar structures 

evolved from the volumetric structures, with different 

matching techniques to improve the bandwidth ratio 

without loss of the radiation pattern properties. A number 

of traditional broadband antennas, such as self-

complementary spiral antenna, bi-conical antenna, log-

periodic Yagi-Uda antenna [2], etc., were developed for 

UWB radio systems in the past. However, most of these 

antennas may be too bulky to be applicable in compact 

UWB communication equipments, such as handsets, PC 

cards, personal digital assistants (PDAs) and so on. In 

order to reduce system complexity and cost, it is necessary 

to develop miniature, light weight, low cost UWB 

antennas. Many efforts have been made to design such 

antennas. The fundamental design practice to realize ultra 

wide bandwidth is to match multiple resonances by 

suitable techniques [3-8]. Antenna design for UWB 

systems calls for special care, for if the surface currents on 

different parts of the antenna undergo significant time 

delays before summed up at the antenna terminal or 

transmitted as a free wave, signal dispersion may result [9]. 

 

The UWB printed monopole antenna consists of a 

monopole patch and a ground plane, both printed on the 

same or opposite side of a substrate, while a microstrip line 

or CPW is located in the middle of the ground plane to 

feed the monopole patch. Compared with the ultra-

wideband metal-plate monopole antenna, the UWB printed 

monopole antenna does not need a perpendicular ground 

plane. Therefore, it is of smaller volume and is suitable for 

integrating with monolithic microwave integrated circuits 

(MMIC). To broaden the bandwidth of this kind of 

antennas, a number of monopole shapes have been 

developed, such as heart-shape, U-shape, circular-shape 

and elliptical-shape etc. The UWB printed monopoles are 

more suitable for smaller portable devices where volume 

constraint is a significant factor. 

 

Due to the co-allocation of the UWB frequency band with 

frequency bands reserved for narrowband wireless 

technologies, there is a need to provide filtering in those 

bands to avoid interference from or causing interference to 

narrowband devices. So the use of a band stop filter 

becomes necessary. Several antennas have been reported in 

literature aiming at size reduction, bandwidth enhancement 

and WLAN interference avoidance [10-14]. Planar 

monopole and dipole antennas show good promise for use 

in UWB systems. Coplanar waveguide (CPW) fed 

antennas have the advantage of a balanced structure, since 

the feed lines and the radiating structure are on the same 

side of the substrate. [15-16]. 

 

CPW fed slot antennas are also very good candidates for 

UWB applications. The antennas discussed in [17] use a 

large slot for bandwidth enhancement and L or T shapes 

for size reduction. A CPW fed tapered ring slot antenna 

which can achieve a relatively large bandwidth is 

introduced in [18]. The wide band slot antenna [19] uses a 

large aperture and a modified microstrip feed to create 

multiple resonances. In another technique, a rotated slot is 

proposed [20] wherein two modes of close resonances are 

excited by a microstrip feed line. A tapered slot feeding 

structure is used to transform the guided waves to free 

space waves in [21]. In [22], a microstrip fed triangular slot 

antenna with a double T shaped tuning stub is introduced. 

The double T shaped stub is fully positioned within the slot 

region on the opposite side of the triangular slot. But the 

antenna has large dimension of 55x65mm2 with limited 

bandwidth of 3.3GHz. 

 

The uniplanar nature and compact structure of the CPW 

fed annular ring antenna presented in this paper make it apt 

for modular design. The crescent shaped slot inserted into 

the UWB antenna aims at rejecting the 5.15-5.825GHz 

band limited by IEEE 802.11a and HiperLAN/2. 

 

2. ANTENNA GEOMETRY 

 

The structure comprises of a slotted annular ring shaped 

monopole antenna fed by a 50Ω CPW with a serrated 

ground plane as shown in Fig.1. The antenna is printed on 

a substrate of εr = 4.4, loss tangent tanδ = 0.02 and 

thickness h=1.6 mm.  
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Fig.1 Antenna Geometry (all dimensions in mm) 
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The strip width (Wf) and gap (g) of the Coplanar 

Waveguide (CPW) feed are derived using standard design 

equations for 50Ω input impedance [23]. The dimensions 

are optimized for ultra wideband performance after 

exhaustive simulation using Ansoft HFSS V.12.The 

accuracy of the antenna dimension is very critical at 

microwave frequencies. Therefore photolithographic 

technique is used to fabricate the antenna geometry. 

Photolithography is the process of transferring geometrical 

shapes from a photo-mask to a surface. 

 

3. FREQUENCY DOMAIN RESULTS 

 

Fig.2. illustrates the reflection characteristics of the 

antenna, measured using HP 8510C Vector Network 

analyzer. The antenna exhibits 2:1 VSWR bandwidth from 

2.9 GHz to 17.4 GHz, with a notch in the 4.8 GHz – 5.8 

GHz band. The antenna is developed from a conventional 

CPW fed disc antenna of radius r1. The inner disc of radius 

r2 inserted into the disc results in an annular ring antenna, 

shifting the lower edge of the resonant band from 3.26 

GHz to 3.09 GHz, thus catering to the UWB requirement 

from 3.1 to 10.6 GHz. The crescent shaped slot of 

dimensions c1,c2 introduces a notch in the reflection 

characteristics. The serrations in the ground plane are 

responsible for fine tuning and precise positioning of the 

notch. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The current distribution in the antenna at different resonant 

frequencies in the operating band is illustrated in Fig.3. 

The bi-directional currents in the crescent shaped slot at 

5.6 GHz [Fig.3(c)] account for the notch in the reflection 

characteristics. Typical measured radiation patterns of the 

antenna at 3.5 GHz and 7.1 GHz are shown in Fig.4. The 

antenna is linearly polarized along Y direction with good 

cross polar isolation in the entire band of operation. The 

antenna exhibits an average gain of 0.9dBi in the operating 

band. These characteristics confirm the suitability of the 

antenna for UWB operations. 

 

 

4.  TIME DOMAIN RESULTS 

 

Good frequency domain performance does not necessarily 

ensure satisfactory time domain behavior. Linear phase 

delay or constant group delay is a mandatory requirement 

for an UWB antenna. A flat group delay is required so that 

the high and low-frequency signal components arrive at the 

receiver simultaneously. To study the time domain 

behaviour, two identical prototypes of the antenna are used 

as a transmitter – receiver system [24]. As shown in Fig.5, 

the measured group delay remains almost constant with 

variation less than 2 nanosecond for the face to face 

orientation. Similar results are obtained for the side by side 

and back-to-back orientations. This indicates a good time 

domain performance of the antenna throughout the 

operating band, barring the notch band. 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Transient response of the antenna is studied by modeling 

the antenna by its transfer function. For this, the 

transmission coefficient S21 is measured using HP8510C 

Network analyzer in the frequency domain for the face-to-

face and side-by-side orientations placing the antennas at a 

distance R=10cm. From the S21 values of the UWB 

antenna system thus measured, the transfer function of the 

system is computed as follows. 

 

 

 

(a) 3.5GHz (b) 7.4 GHz 

(c)  5.6 GHz 

Fig.3. Current distribution at various frequencies in 

the operating band of the antenna Fig.2.Reflection characteristics of the antenna  
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Where c is the free space velocity and R is the distance 

between the two antennas. This transfer function is 

multiplied with the spectrum of the input signal, which is 

chosen as a fourth order Rayleigh Pulse given by 

 

𝑆𝑖 𝑡 =  
 16𝑥4 − 48𝑥2 + 12 𝑒−𝑥2

𝜎4   ; 

                                              (4) 

   𝑤ℎ𝑒𝑟𝑒   𝑥 =
𝑡 − 1

𝜎
    , 𝜎 𝑖𝑠 𝑡ℎ𝑒 𝑝𝑢𝑙𝑠𝑒 𝑤𝑖𝑑𝑡ℎ                

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The inverse FFT of the product of H(ω) and the spectrum 

of the input signal gives the waveform at the receiver. The 

transmitted and received wave forms for the face-to-face 

and side-by-side orientations of the antenna are shown in 

Fig.6. It is evident that the received pulses are almost 

identical. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

In UWB systems it is very important to characterize the 

transient behavior of the radio propagation channel, 

specifically for impulse radio systems. Pulse fidelity 

involves the autocorrelation of two different time domain 

waveforms and compares the shape of the pulses 

disregarding the amplitude and the time delay. A low 

fidelity between transmitted and received pulse means that 

the dis- tortion of the received pulses is high and hence 

loss of system information is high [25]. The fidelity factor 

between transmitted and received signals in Tx/Rx setups 

between two identical antennas in different orientations are 

calculated for the fourth order Rayleigh pulse [Fig.7].  

 

𝐹 𝜃, 𝜑  =  𝑚𝑎𝑥 
𝜏

 
 𝑆𝑡 𝑡 𝑆𝑟 𝑡+𝜏,𝜃 ,𝜑 
𝛼

−𝛼
𝑑𝑡

  𝑆𝑡
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Fig.6 Transmitted and Received Pulse for different 

orientations of the antenna 

Fig.4 Measured Radiation Pattern  
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It is clear from the figure that fidelity factor is greater than 

0.9 for τ=50ps, where τ is the pulse width fidelity factor. 

These values for the fidelity factor show that the antenna 

imposes negligible effects on the transmitted pulses.  

 

According to FCC regulations, UWB systems must comply 

with stringent EIRP limits in the frequency band of 

operation. EIRP is the amount of power that would have to 

be emitted by an isotropic antenna to produce the peak 

power density of the antenna under test. To obtain EIRP, 

we use similar transmit and receive antennas and total 

frequency response of the system H(ω) is calculated as 

 

𝐸𝐼𝑅𝑃 =  𝑆𝑖 𝑓  𝐻 𝑓 ∙
4𝜋𝑟𝑓

𝑐
                                                  (6) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.8 shows the measured EIRP emission level of the 

antenna excited with a fourth order Rayleigh pulse with 

pulse width factor τ =50ps. As it is clear from the figure, 

EIRP of the antenna satisfies the FCC masks for the entire 

UWB band. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. CONCLUSIONS 

 

The time domain modeling of a compact UWB wideband 

monopole antenna with band-rejection characteristics is 

presented. The prototype offers -10dB impedance band 

from 2.9 GHz to 17.4 GHz, with an overall size of 36mm x 

36mm, catering to the UWB frequency requirement. 

Furthermore, the crescent shaped slot inserted into the 

radiator rejects the 5.2 - 5.8 GHz WLAN band. Broad 

impedance bandwidth, stable radiation patterns, reasonable 

gain and excellent time domain characteristics are the main 

attractions of this antenna.  
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FUNCTIONAL MAPPING
Donald V. Poochigian

Department of Philosophy and Religion, University
of North Dakota

Grand Forks, North Dakota 58202, United States 

ABSTRACT

Space is either a continuous Newtonian surface, or a
discontinuous Leibnizian field.  A Newtonian surface is
a dimensionally extended geometric point.  A Leibnizian
field is dimensionally unextended geometric points. 
Mapping traces point to point.  There being one point in
Newtonian space, point cannot be traced to point.  There
being disassociated points in Leibnizian space, point
cannot be traced to point.  Sketching is discontinuous
sequencing of point to point.  Mapping is continuous
relation of point to point.  Elements being discontinuous,
identity of one with another is nominal.  Elements being
continuous, identity of one with another is real.  A uni-
dimensionally extended point being disassociated from
other points in a Leibnizian field, there are points in
mapping space.  A uni-dimensionally extended point
being associated with another point on a Newtonian
surface, there is tracing in mapping space.  Extension of
a non-dimensional Leibnizian point into a uni-
dimensional Newtonian line converts a Leibnizian point
into a Newtonian surface.  Tracing point to point,
extension of a non-dimensional Leibnizian point into a
uni-dimensional Newtonian line constitutes mapping.

FUNCTIONAL MAPPING

1.  ENIGMA
Mapping is axiomatic, a tracing of theorem

derivation from axioms.  Within an axiom system, axioms
identify constituents and constituent sequencing
constituting mapping from axiom to theorem.  Limited by
the constituent and constituent sequencing constraints of
an axiom system, mapping delineates tautological
transformation of constant elements from axiom to
theorem, and/or analogical transmutation of inconstant
elements from axiom to theorem.

Any mapping identified within an axiomatic
system constitutes truth within that axiomatic system. 
Any mapping unidentified within an axiomatic system
constitutes falsity within that axiomatic system. 
Assigned truth and falsity of primitive constituents is
axiomatic.  Only the truth and falsity of mapped
constituents is derivative.

The enigma of mapping.  Now is an enigma. 
Mapping occurs within either Newtonian or Leibnizian
space.  Something is always between any two things
within Newtonian space.  Nothing is always between any
two things within Leibnizian space.  Newtonian space is
an infinitely extended point.  Leibnizian space is an
infinity of unextended points.  It is impossible to map a
point to a point within Newtonian space because transited
points are indiscernible.  It is impossible to map a point
to a point within Leibnizian space because transitional
points are indiscernible.

Solution to the enigma of mapping.  False is
impossible in Newtonian space, and true is impossible in
Leibnizian space.  Resolution is a compromise,
converting a Leibnizian point into a limited Newtonian
space.  Hereby, a Leibnizian point a is extended in one
dimension to another Leibnizian point b, composing a
line ab.  False is wherever the line formed by extension
of Leibnizian point to point is unextended.

Provided is a proof, Frege asserting,

The method of proof is a syntactic method for
proving validity, it depends only on the
geometric shapes of the signs in the argument
forms and the arguments that are substitution
instances of them.1

However, “accepting the truth-value of a sentence as
constituting what it means,”   when same “geometric2

shapes” can have different “truth-value,” then, “How on
earth there can be a definition where there is no question
about connexions between sign and thing signified by it
is a puzzle.”3

“Connexions between sign and thing signified by
it is a puzzle” when discontinuous.  A discontinuum from
a to b constitutes semiotic, and its identity constitutes
intuition.  There being more than one element
immediately constituent to every limiting element,
transition from a to b is unnecessary.  Unnecessary, each
limiting element presents a concealed contradiction.

“Connexions between sign and thing signified by
it is [not] a puzzle” when continuous.  A continuum from
a to b constitutes logic, and its identity constitutes reason. 
There being no more than one element immediately
constituent to every limiting element, transition from a to
b is necessary.  Necessary, each limiting element presents
no concealed contradiction.

A continuous one dimensional extension, ab
remains the same point.  Here a demarcates one limit of
the extended point, and b demarcates the other limit. 
Arbitrary, however, is whether a becomes b, or b
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becomes a.  Whichever or neither, Leibnizian space
converts into Newtonian space by this means.

Proof being a path mapped from point a to point
b, a difficulty arises.  A path mapped from point a to
point b requires, “a whole series of . . . other perspectives
. . . such that . . . the space which consists in relations
between perspectives [a and b] can be rendered
continuous.”   Provision of this “series of . . . other4

perspectives” requires segmentation of the space from
point a to point b.  Segments are identifiable only if
distinguished by a limit.  Indistinguishable without a
limit, mutually unlimited segments are identifiable as a
segment.

A limit is an unambiguous separation of
segments.  Constituents common to different segments, as
occurs with Euler-Venn Diagrams, constitute an
ambiguous separation of segments.  Common to
otherwise different segments, these are understandable as
integrating the otherwise different segments into a single
segment by their mutual relation to the uncommon
constituents of the otherwise different segments.  Now
there is no topological “system of neighborhoods.”5

A “system of neighborhoods” requires
unambiguous separation of segments.  Unambiguous,
segments share no common member.  Sharing no
common member, there is no means of transiting from
segment to segment.  There being no means of transiting
from segment to segment, there is no means of mapping
a to b.  There being no means of mapping a to b, there is
no means of proof.  There being no means of proof, there
can be no proof.

Topological neighborhoods composed of
unrelated points, “one’s definition of ‘logically rigorous’
tends to boil down to ‘it convinces me.’”   Proof becomes6

a subjective psychological, not objective logical, state of
being.  Contrastingly, objective logical proof constitutes
either an injective transformation of a into a, or a
surjective transmutation of a into b.  Transformation
reorders common elements; transmutation substitutes
uncommon elements.

Whether reordering common elements, or
substituting uncommon elements, inscribed is an
unbroken continuum from a to b.  Unbroken, a is
extended in one dimension into b, each the limits of a
continuous line.  As the limits of a continuous line, a and
b are aspects of the same thing, the point/line, not
different things.

To what logic comes is different understanding
of indifferent things, a proof constituting a particular
sequence of conceptual alterations.  Identity of a and b
being inconstant over constant observation of a and b,
identity is not observational, it is conceptual.  Requisite

for an explanation is distinguishing between abstraction
and quality.

2.  MAPPING
Mapping is transition from origin to conclusion

within a space.  Something being between any two things
in a Newtonian space, a Newtonian space inscribes a
continuous surface.  Nothing being between any two
things in a Leibnizian space, a Leibnizian space inscribes
a discontinuous field.  A continuum not being a
discontinuum, and a discontinuum not being a continuum,
neither is reducible into the other.  Each requires an
element not constituent of the other to account for their
difference.

Thus, presuming space is either a continuous
surface without origin or conclusion, or is a
discontinuous field without transition, renders mapping
puzzling.  For any space to be sensationally
distinguishable while conceptually indistinguishable is
impossible.  Therefore, all space is sensational and
conceptual.  For any space to be sensationally
indistinguishable while conceptually distinguishable is
impossible.  Therefore, no space is conceptually basic.

After all, a concept is a continuum.  Concepts are
a discontinuum.  Therefore, no concept is composed of
concepts.  Only when introducing an insensate substance
can mapping be explained.  Abstraction satisfies the
requirements of such an insensate substance.

Ontologically, abstraction is substantively
distinguished by spatiotemporal constancy, and quality by
spatiotemporal inconstancy.  Epistemologically,
abstraction is experientially distinguished by sense, and
quality by sensation.  Mapping requires an ambiguously
continuous and discontinuous qualitative space. 
Ambiguous as member of the set of all things constituent
of the set, and member of the set of all things not
constituent of the set, a set limit is concurrently
representable as a set element and not a set element.

Resolution of ambiguity within such a space
constitutes mapping.  Separating and relating, abstraction
constitutes identity.  Abstract reidentity of the
ambiguously continuous or discontinuous as the certainly
continuous or discontinuous resolves ambiguity. 
Resolving ambiguity, abstract reidentity constitutes
mapping.

A field constitutes points with shared limits
composing a “neighborhood” of “close” points.   Sharing7

limits, the points compounding a field are ambiguous. 
Mapping is the resolution of this ambiguity.

The limit of a point is the collection of all
ambiguous constituents of the point.  Mapping is the
resolution of the ambiguity of the limit of contiguous
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points.  Exclusive disjunction terminates mapping. 
Inclusive disjunction extends mapping.

Justification of mathematical mapping initiates
with Ernst Zermelo’s axiom of choice whereby, “for any
set whose members are sets that are non-empty and
mutually exclusive, there exists at least one set having
exactly one element in common with each of the sets
belonging to the original set.”   Relevantly, “each of the8

sets belonging to the original set” can be understood as
different worlds.  Proceeding thus, identifying the “one
element in common” can be the same  “‘natural’
properties,”  or if not, the same “essential” property,9 10

this latter constituting a theoretical entity.11

Assuming same “essential” property need not
manifest same “‘natural’ properties” in all occurrent
worlds integrates “‘natural’” and “essential” properties. 
Doing so, each occurrence of an essential property in a
different world is a different manifestation of it. 
Although exhibiting different “‘natural’ properties,”
“sameness” is exhibited by mapping “‘natural’
properties” in one manifestation to “‘natural’ properties”
in another manifestation.

Illustratively, assuming an “injection,”
“surjection,” or “bijection,” how is D = T known?   Ruth12

Barcan Marcus indicates D and T must appear the same.  13

But, considering “1+1=2,” “1+1” and “2” do not appear
the same.  Apparent sameness being unnecessary, identity
is by “the ‘rule’ which tells us what f(x) is.”   Now,14

definiens is determined by identity with corresponding
axiomatic archetype, and definiendum is determined by
identity with corresponding axiomatic archetype.  Here
“the ‘rule’” constitutes the “one element in common with
each of the sets [D and T] belonging to the original set [D
= T].”  Although not appearing the same, D maps to T by
tracing through the medium of “the ‘rule.’”
IDENTITY.  Analogical identity can be likeness to a
description or an archetype, Bertrand Russell’s
conception of a propositional function illustrating
likeness to a description.   Conformity to a rule being a15

relation, though, a proof is incomplete without
conformity to a second rule identifying conformity with
the first rule. And conformity with the second rule being
a relation, a proof is incomplete without conformity to a
third rule identifying conformity with the second rule,
and so on, a proof being endless.

Relation is an unbroken path between two
elements within a domain.  If a broken path, as with
topology, how is an element prior to the break known to
be the same element subsequent to the break?  Elements
in different domains are proven related by tracing an
unbroken path between them, incorporating both into a
common domain.  Proof is tracing such an unbroken path,

mathematically constituting identifying a dense set.   It16

is material when physical, an unbroken path of matter
between limits.   It is mental when phenomenal or
conceptual.

Phenomenal it is semiotic, an unbroken path of
consciousness between limits.   Conceptual it is logical,17

an unbroken path of elements between limits.  Semiotic
is particular, not general; logic is general, not particular. 
Particular is neither an analogical archetype nor
analogical identity.  General is either an analogical
archetype or analogical identity.

Experience composes qualitative and abstract
elements.  Qualitative experience is sensation, and
abstract experience is sense.  Sensation is extended in
time and/or space, and sense is extended in neither. 
Grouped and ungrouped qualitative elements, whether
sensate or imaginative, are indistinguishable.  Therefore,
distinguishing grouped and ungrouped qualitative
elements is not qualitative.  By elimination, it is
abstraction.

Observationally abstraction is intentional.  It can
appear as an unextended sense of self-identity, or an
extended sense of self-identity containing or contained
within another identity.  Quality is known by sensation;
abstraction is known by sense.  There is no sensation of
a quality distinguishing it as fused or diffused elements. 
There is no constant sense of a quality differentiating it
as fused or diffused elements.  There is a sometimes
sense of something differentiating it as fused or diffused
elements.  Therefore, inconstant abstraction distinguishes
quality as whole or parts.

Space and time are properties of quality, but not
of abstraction.  A quality over space and time is
distinguishable from the quality at a constituent space
and/or time.  A quality continuous over a spatial/temporal
range differs at each spatial/temporal segment of the
range.  An abstraction continuous over a spatial/temporal
range does not differ at each spatial/temporal segment of
the range.

Because inconstant, sense of abstraction can be
mistaken.  Error is determined by with what other quality
or qualities a sensed quality is analogically identified. 
Sense as fused or diffused elements is sense of analogical
identity of whole with whole or part with part.  Identity
of elements with what is self-evidently whole
distinguishes elements as fused; identity of an element of
elements with what is self-evidently part distinguishes
elements as diffused.  Since what is self-evidently part
can be mistaken in its own identity, error is determined
by with what other quality or qualities this sensed quality
is analogical identified, etc.

3.  PROOF
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Distinguishing “between a subject matter under
study and discourse about the subject matter,”  between18

metamathematics and mathematics, David Hilbert
concludes moving from “the subject matter” to the
“subject matter understudy” requires “One [to] at all
times be able to replace ‘points, lines, planes’ by ‘tables,
chairs, beermugs.’”   Kurt Gödel institutes this project19

by a process of mapping whose, “underlying idea is to
find a ‘model’ (or ‘interpretation’) for the abstract
postulates of a system, so that each postulate is converted
into a true statement about the model.”20

This proceeds by identifying,

A function [consisting] of three things:

(1) a domain D,
(2) a target T,
(3) a rule which, for every x 0 D,

specifies a unique element f(x) of T.

Item (3) is the heart of the matter.
It is important that f(x) be uniquely defined, so
that there is no ambiguity attached to it.21

Employing such a function, Gödel implements,

a method for completely ‘arithmetizing’ the
formal calculus.  The method is essentially a set
of directions for setting up a one-to-one
correspondence between the expressions in the
calculus and a certain subset of the integers. 
Once an expression is given, the Gödel number
uniquely corresponding to it can be calculated.22

Proceeding thus,

there is one persistent source of difficulty. . . .
the axioms are interpreted by models composed
of an infinite number of elements.  This makes it
impossible to encompass the models in a finite
number of observations; hence the truth of the
axioms themselves is subject to doubt. . . . Non-
finite models, necessary for the interpretation of
most postulate systems of mathematical
significance, can be described only in general
terms; and we cannot conclude as a matter of
course that the descriptions are free from
concealed contradictions.23

Such a “difficulty” concerns definition, not analogy,
though.  Indeed, “Non-finite models . . . can be described

only in general terms,” but by archetypal analogy, they
can be identified at any level of scale.  It is perhaps for
this reason in defining number,

The set-theorist Ernst Zermelo proposed that the
number 0 is the empty set (`) and for each
number n, the successor of n is the singleton of n,
so that 1 is {`}, 2 is {{`}}, 3 is {{{`}}}, etc.  So
every number except 0 has exactly one member.24

Even if postulate systems are described in particular
terms by this method, though, they are still contradictory. 
Contradiction is not simply a pragmatic function of
postulate systems, it is an intrinsic function.

Nothing in Hilbert and Gödel’s mapping scheme
is inconsistent with pairing every element of “the subject
matter” D with one element of the “subject matter
understudy” T, and every element of T with one element
of D, and no element of D or T with more or less than one
element of the other, establishing a “bijection” of “the
subject matter” and the “subject matter understudy.”  25

Doing so, “the situation is perfectly symmetrical; and if
we turn all the arrows round we define another function
. . . in the opposite direction.”  Proceeding thus,  “the
subject matter” is converted into the “subject matter
understudy.”

Achieving this, “the subject matter” D  of which1

the current “subject matter” D constituted the “subject
matter understudy,” is convertible into the current
“subject matter understudy” T, and so on, until the
universe is converted into the current “subject matter
understudy” T.  Now every D is converted into T.  Of
course achieving this, the process can be reversed “in the
opposite direction,” converting every T into D.

Now whether the current “subject matter
understudy” T is “the [current] subject matter” or not is
ambiguous.  Thus it is impossible in the process of
mapping “the subject matter” D to the “subject matter
understudy” T, to specify “a unique element f(x) of T . .
. . so that there is no ambiguity attached to it.”  Proof by
mapping as Hilbert and Gödel propose is unnecessary,
then.  Ambiguity is resolved only by embracing it in
circularity, conjoining otherwise separate linear
conversions of “the subject matter” and the “subject
matter understudy.”

Topological transmutation of abstraction and
quality is impossible because an infinite expansion of
abstraction cannot produce a quality, and an infinite
reduction of quality cannot produce an abstraction. 
Solution is intentional alteration, consciousness
substituting for Russell’s,
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Between two perceived perspectives which are
similar, we can imagine a whole series of other
perspectives, some at least unperceived, and such
that between any two, however similar, there are
others still more similar.  In this way the space
which consists in relations between perspectives
can be rendered continuous, and (if we choose)
three-dimensional.26

4.  CONCLUSION
Mapping constitutes transiting from point to

point in Leibnizian space.  Leibnizian space constitutes
a field of unrelated points.  Being unrelated, it is
impossible to transit from point to point.  Therefore,
mapping is impossible.

Mapping is possible by extending a point in
Leibnizian space in one dimension to another point. 
Composed is a line, constituting an extended point. 
Initiating and concluding points of the line constitute
aspects of the same line/point.  Thus, they constitute the
same point, not separate points, the space within which
the extended line/point occurs remaining a field of
unrelated points.

To assemble such a field requires identifying the
limit of a domain as an exclusive disjunctive of all
otherwise ambiguous constituents of the domain.  A point
transited at the limit of a domain is identified by inclusive
disjunction, not exclusive disjunction, providing
transiting of the extended point into the contiguous
domain.  All other points contiguous to the extended
point are continued to be resolved exclusively, otherwise
sustaining the perimeters of the transited domains. 
Similarly, all other points contiguous to the extended
point are resolved exclusively, sustaining the perimeter of
the transiting linearly extended point.  Excised from the
contiguous domains by this means, the extended point
constitutes an autonomous self-contained domain, a set of
one.
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ABSTRACT 

  
This presentation discusses the significance and 
relevance of program design research in  
Informal environments in urban communities.   
Design and project based research developed 
through the Center for Urban Youth and Technology 
(CUYT) model has produced several Science, 
Technology, Engineering, Arts, and Math (STEAM) 
projects in urban communities. Elements of our 
design model will be explored and defined. 
Connections between project, design, and 
intercultural research will be presented to define 
how the CUYT model has evolved. A case study 
intervention will be included to provide evidence 
and details of our model.  An external project based 
research model will be provided for comparison and 
utilized to enhance further discussion. 
 
Keywords:  Project  Based Research, Informal 
Education, Instructional Technology, Resilience, 
Character Education, Inter-Cultural, Intervention, 
and Evaluation.  
 

1. INTRODUCTION 
 
The CUYT model (Figure 1) is adaptable, flexible, 
and able to be implemented in any urban setting 
given knowledge of that community environment.  It 
is a project based, hands-on, and non-threatening, 
student-centered learning environment. A driving 
theme is the importance of providing intercultural 
models that are based on the population of 
participants living in these urban settings. 

 
 

 
CUYT Design Model (Figure 1.)   

Design by Manulito Loman, M.L.S. 
 
The model addresses “cradle to the grave” or “pipe 
line” notions, and provides continuity in STEAM 
education activities for urban youth, their parents, 
and their teachers. The theoretical base for the model 
centers around the “resilient“ nature of urban youth 
and the design of interventions that support and 
expand these attitudes and concepts. 
 
Our presentation defines the model and discusses the 
basic themes for the design and development of 
program interventions that incorporate project-based 
design, informal education environments, and 
intercultural [1] models. 
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STEAM is identified as a critical factor in the 
development of innovation, economic opportunities, 
and social expansion of the United States of 
America.  We are challenged by a “Quiet Crisis”[2]: 
we are not preparing our youth to	   become	   future	  
21st	   century	   leaders	   of	   the	   labor	   and	   university	  
workforce.	   	   Public	   and	   private	   education	   must	  
provide	   academic	   and	   scholarly	   pathways	   that	  
support	   educational	   achievement	   for	   our	   youth.	  	  
The	   challenge	   of	   the	   “Quiet	   Crisis”	   includes	   high	  
drop	   out	   rates	   that	   are	   problematic.	   Each	   year,	  
approximately	   1.2	   million	   students	   fail	   to	  
graduate	   from	   high	   school,	   more	   than	   half	   are	  
from	  minority	  groups.	   	   [3]. The average scores of 
15-year-old students (PISA 2009) rank 25th out of 
34 countries when compared with students 
elsewhere in the world. [4].  The average scores of 
15-year-old students on a science literacy scale, 
Ranked 17th out of 34 OECD countries.  [5] 
 
The data suggests that educational program 
designers need to identify new, innovative, and 
creative strategies to address these issues and reach 
this “new majority” of learners. 
 
The problem is how to reach the students of the 
‘Quiet Crisis” with cost effective program design 
models that support and supplement existing formal 
academic systems. Another option is to create 
alternative (informal) program models that provide 
authentic, hands-on activities to mirror or shadow 
educational and workforce experiences.  Our model 
has selected an informal education, intercultural, and 
project based approach.  The CUYT model can align 
its applications with the needs of the student 
population and with the needs of the academic and 
workforce environment where the model is 
deployed. STEAM activities, intercultural models, 
instructional design, and project-based research 
anchor the model.  Flexibility allows the model to be 
used in formal and informal settings, but informal 
settings (summer, after school, and weekends) have 
provided greater creativity, larger collaborative 
opportunities, and immersion	   ‘direct	   connection’	  
STEAM	  experiences. 

 
2. CUYT DESIGN MODEL ELEMENTS 

 
The CUYT design model uses several elements of 
instructional design theory in the format, concept, 

and structure of this STEAM based model of 
instruction.  Needs assessments, task analysis, 
learning theories, cultural awareness, and technology 
integration are aspects of this component area.  The 
goal is to develop program intervention models that 
reach underserved, economically challenged youth 
(3rd grade – 12th grade, cross gender, ethnically 
mixed, all religions) who have an interest in learning 
about the STEAM fields.  Many students are level 1 
or 2 in middle school (under the New York State 
evaluation system) and special education in high 
school.  Although written off, these students have 
great educational and academic potential if the 
academic environment can be changed and 
modified.  Student centered, non-threatening, 
informal education environments and interventions 
need to be created to serve this population. 
 
Elements of the CUYT design model (see Figure 1) 
are defined and include: Intervention Development, 
Program Design, Academic Program, 
Administrative Program, Intercultural models, 
Project based learning, and Informal and Public 
education around a Theoretical base. 
 

3. INTERVENTION DEVELOPMENT 
 
Two central themes need to be considered as this 
phase (intervention) evolves.  (1) Knowledge of your 
audience, their concerns, academic background, 
attitude, and interest level.  (2) What is the working 
or operating environment (school, university, CBO, 
informal or public education, private, and 
community) that we will operate in.  The CUYT 
model has operated in public schools, community 
based organizations, churches, universities, and city 
community centers.  We prefer university settings 
with significant resources (faculty, students, and 
facilities), but many of our most successful 
interventions were convened in community settings.  
We are embedded in urban settings and have the 
opportunity to interact with students, parents, and 
their environment.  This action gains student and 
community trust, respect, and teaches us how to 
reach and serve this population. 

 
4. ACADEMIC PROGRAM DESIGN 
 
In this area we reverse engineer our design by asking 
what expectations, outcomes, assessments, and final 
projects would be evaluated for student success.  A 
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series of course/workshop rubrics, activities, and 
presentations that identify student skills levels and 
content knowledge are created to support the 
academic program design. Discovery, hands-on 
immersion, STEAM exploration, and cultural 
awareness techniques are used to create problem 
solving and other higher order learning skill 
activities with the students.  We raise the academic 
bar for these students and in active programs have 
observed that when challenged, they move toward 
and meet the challenge. Curriculum content is 
developed with subject area specialists, is examined 
and matches our content to the graduation specific 
standards at the national and state level.    
 
This ensures that these interventions follow the same 
curriculum grade level standards that the students 
follow in their public school lives.  Knowledge of 
student learning and achievement status provides us 
(curriculum designers, teachers, and university 
facility) with a guide to student’s prior learning and 
skills.   This allows our interventions to develop a 
mentorship and tutor resource for students and 
parents. 

 
5. ADMINISTRATIVE PROGRAM DESIGN 

 
Operational considerations are essential elements of 
a total program model and ensure effective handling 
of program activities. Elements include: salary, 
schedules, space-facilities, contracts, calendars, 
availability (staff, students, parents, 
faculty/instructors), transportation, food, securing 
funding, and grants writing.   Program intervention 
sustainability is equally important to determine 
program resources, length of intervention, and 
quality of services.   
 
Any program design model must have a strong 
leadership team, who are passionate about the work, 
willing to put in the required time for program 
success, and have the ability to work with a diverse 
range of staff, faculty, and students.  Attention to 
detail is an important quality of the leader team.  (It 
is the little things that can bring things to a halt and 
stop the show).  Networking and the ability to create 
collaborative partnerships are important, as this 
impacts funding, establishes other program 
resources, and adds new content ideas to the 
interventions. (in this discussion interventions and 

activities are used in the same context to represent 
various aspects of our CUYT programs).   
 

 
6. THEORETICAL BASE 

 
The CUYT model has been rooted in the importance 
of cultural awareness and resilience theory [7].  Our 
view of resilience theory subscribes to the beliefs 
that all youth are resilient, creative, and ready to 
learn.  By labeling or branding students, (at-risk, 
level 1 or 2, and/or special education) we place a 
stigma, bias, and attitude toward these students.  A 
stigma that we project through our educational 
system and our society.  It is these labels that our 
students buy into.  When we stop the labeling or 
change the label type that we associate with our 
youth, their attitudes about who they are and their 
academic abilities will also change. 
Resilience theory is an important concept that can be 
used to start the process.  We view all students as 
gifted and/or talented and provide them with the 
resources and opportunities that allow them to 
succeed.  We are not naïve and realize that these 
youth are at different levels on the social, emotional, 
and academic scales.  The respect and passion that 
we demonstrate toward these youth; the non-
threatening learning environment that the design 
model creates; and the unique content areas of study 
in STEAM through nanosciences challenge and 
stimulate students’ desire to learn.  This supports our 
integration of character education into the design 
model to address issues of self-respect, team 
building, honesty, loyalty, bullying, and motivation. 
Character education provides assistance to students 
that reside in communities where gang violence, 
crime, and drugs are prevalent. 
   

7. INTER-CULTURAL MODEL 
 
The CUYT model is designed for all youth and adult 
learners, but clearly focused on underserved, 
economically disadvantaged, and academically 
challenged urban populations (African-American, 
Caribbean-American, and Hispanic).  As part of our 
CUYT design model and to address the multi-
cultural needs of our program population, inter-
cultural models are included in the design model. 
Cultural elements of historical contributions, 
STEAM role models, current tools/devices in 
STEAM, STEAM movies, shows, and theater 
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presentations, and demonstrations of economic and 
community development are integrated into the 
CUYT design model.  
 
Specific program activities include: Culturally 
Situated Design Tools that provide web-based 
instruction on the cultural relationship between math 
and their culture; the “Black Book Project” sessions, 
where musicians interpret the images from the 
Hubble Telescope for youth; and the urban “Nano” 
theater, where students create skits and video 
productions about African and Hispanic American 
scientists.   
 
Cultural design inclusion demonstrates how various 
cultures have supported the rich mosaic of STEAM 
discoveries and opportunities in the country.  It 
provides evidence of our participation in science and 
math through human history.   
 

8. PROJECT BASED   LEARNINGS  (PBL) 
 
The days and times of the “sage on the stage” has 
given way to “coach teaching” classroom activities 
that are supported with simulations and interactive 
learning between multiple school sites. Technology 
of all forms is integrated in the classroom 
environment.  Even the classroom can be 
transformed into an outdoor living lab or a mobile or 
remote site around the country or world.  This is the 
world our students see and we are challenged to use 
real world experiences to assist in the academic and 
instructional development of their experiences. 
Larmer	   and	   Mergendoller	   (2010)	   presented	  
seven	   elements	   of	   PBL	   which	   are	   supported	   by	  
the	   CUYT	   model:	   a	   need	   to	   know,	   a	   driving	  
question,	   student	   voice	   and	   choice,	   21st	   century	  
skills,	   inquiry	   and	   innovation,	   feedback	   and	  
revision,	   and	   a	   publicly	   presented	   product.	  
Student centered learning environments, team 
building, and collaborative teaching are included in 
the CUYT design model.  	  
 

9. INFORMAL AND PUBLIC EDUCATION 
 

Early interventions of the design model were 
implemented in school settings, adhering to class 
periods, block schedules, administrative red tape, 
class size, staff/instructor availability, and 
classroom/computer lab availability.  We moved to 
an infused school day activity where one or two days 

and times were selected and program activities were 
provided.  This was facilitated by the school 
administration, small school size, selection of 
students, small class size, and community and 
business participation.   
 
After school interventions continued in elementary 
and middle school environments, but student 
external activities (Boy/Girl scouts, sports programs, 
and other social activities) compromised our 
attendance and completion rates.  We scaled back 
the after school activities and increased the weekend 
and summer activities.  Our informal education 
interventions have evolved into yearly weekend and 
summer (four to six week) programs.  The CUYT 
model has created external partnerships with 
community based organizations, area businesses, 
school districts, state/local agencies, and 
universities/colleges.  The model allows our 
program interventions to be flexible, current, and 
provide real world experiences for program 
participants. 
 

10. INSTITUTE FOR NANOSCALE 
TECHNOLOGY AND YOUTH – HIGH 

SCHOOL CASE STUDY 
 
This intervention focused on thirty high school and 
adult education students, who were considered 
“Special Education”, on track for academic 
dismissal (drop out) from area schools, economically 
disadvantaged, and represented Afro-American and 
Hispanic populations in the capital district of New 
York State.  Our goals were to introduce them to 
career opportunities in information technology, 
nanoscale sciences, and multi media design.  
Students met in a series of workshops sessions to 
explain program goals, session activities, benefits of 
this intervention, program expectations, student 
outcomes, and criteria for selection to the six week 
summer program (no summer school classes).   
 
Our partners, College of Nanoscale Science and 
Engineering (CNSE), provided the Nanoscience 
training sessions (three weeks).  The Center for 
Urban Youth and Technology (CUYT) provided the 
character education and multi media (e-publishing, 
video production, and robotics) sessions (one week). 
And the University Center for Academic and 
Workforce Development (UCAWD) provided the 
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Microsoft IT Academy Word training and 
certification (two weeks).  
 
Youth development city resources provided 
employment salaries for students and they were 
required to make presentations about their program 
experiences to university faculty, district 
administration, teachers, parents, and fellow 
students.  Students produced a program newsletter 
and a program video production.  In these hands-on 
activities, students created articles, photos, power 
point presentations, and rap poetry for the 
newsletter.  Scripts, program formats, production 
crew selection (camera person. audio, lighting, and 
video editor) had to be determined to complete the 
video production. 
 

11. REFLECTIVE PROCESS 
 
As part of our reflective process, other design 
models were identified and reviewed. 
The CUYT model was compared with the Research 
Methods for Community Change: A Project-Based 
Approach, by Randy Stoecker.[6] Stoecker’s 
project-based approach (diagnosis, prescription, 
implementation, and evaluation) (PBA) was similar 
to our model, population, and communities.  PBA 
enhanced our research and evaluation methodology 
and we included surveys, writing samples, student 
presentations, focus groups, and interviews for the 
CUYT model and student achievement.  We are 
creating a program evaluation report and an analysis 
of participant attitudes and achievement in the 
STEAM fields of study.  
 

12. CLOSING 
 
The	  CUYT	  design	  model	  is	  created	  to	  provide	  
information	  and	  access	  to	  STEAM	  resources	  
in	  urban	  communities.	  	  Many	  students.	  
teachers,	  and	  parents	  in	  these	  communities	  
are	  not	  exposed	  to	  the	  high	  tech	  bio-‐
technical,	  alternative/renewable	  energy,	  
nanoscience,	  e-‐transportation,	  robotic,	  radio	  
frequency	  aircraft,	  high	  speed	  
broadband/wireless,	  and	  information	  
technology	  fields	  of	  today	  and	  the	  future.	  	  Our  
model is flexible and can be utilized across 
elementary, middle, high school, and adult students.  
We have focused our interventions on the STEAM 

fields to address the country’s aging work force and 
under utilization of our underserved populations, and 
to increase the pool of innovative ideas into our 
society.  The CUYT design model is bridging 
educational achievement with work force needs and 
economic development opportunities to demonstrate 
the effectiveness of this type of design process.	  
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ABSTRACT 

Improving the sustainability of agriculture has become 
crucial to deal with tomorrow’s challenges such as supply-
ing food to a continuously growing world population while 
mitigating its environmental impacts (e.g. climate changes). 
Recycling organic wastes to substitute chemical fertilizers 
for various organic ones (e.g. sewage sludge, household 
refuses, plant residues, livestock manures, agro-food indus-
trial wastes) is one of the ways towards this end. Address-
ing this calls for the coordinated use of heterogeneous 
knowledge on both the biophysical (i.e. organic products, 
soils, crops) and managerial (i.e. farmers’ practices) com-
ponents of the whole production systems. Computer mod-
els, encompassing various pieces of that knowledge, are 
built to represent these systems as linked production and 
consumption units spread over a territory. These models are 
used for simulating management scenarios and assessing 
their performances against agronomical and environmental 
criteria. This paper describes our main achievements: (i) a 
methodology for modeling and analyzing material flows on 
a territory scale; (ii) a conceptual modeling framework of 
farming systems; (iii) a way of representing human activity 
in farming systems based on the ‘situated action’ theory. It 
points also out two remaining issues: (iv) assessing simu-
lated management scenarios; (v) using models with stake-
holders to support their management practices. 

Keywords: Simulation modeling; Hybrid dynamical sys-
tem; Activity representation; Situated action; Operations 
management; Agricultural production systems; Environ-
mental assessment. 

1. INTRODUCTION 

The research discussed in this paper is focused on simula-
tion modeling of agricultural production systems consi-
dered at two organization levels: single farms (individual 
management) and organized sets of farms (collective man-
agement). The aim of this research can be rephrased as 
designing simulation models to help design management 
policies of farming systems (and conversely). These models 
are conceived with farming systems agronomists to help 
evaluate farming systems management. They allow the 
dynamics of the various material flows (namely, biomass) 
operating within the production systems in interaction with 
the farming practices to be simulated. Two modeling ap-
proaches have been favored until now: hybrid dynamical 
systems, encompassing both continuous and discrete va-
riables, and multi-agent systems. 

Two research issues of unequal importance, the second 
being tackled since only recently, are dealt with: 

• Finding representational structures (i.e. conceptual and 
formal frameworks) to make operational the available 
knowledge: designing the model is here the focus; 

• Finding tools (i.e. computer models and the way to use 
them) to support agricultural stakeholders: designing 
management policies is here the focus. 

In terms of models, the main achievements are the follow-
ing: 

• Material flow dynamic simulation models, based on the 
analysis of agricultural practices [1], to reason about 
various cases of livestock waste management: single 
farms (MAGMA model [5]); groups of farms (BIOMAS 
multi-agent system [4]); collective waste treatment 
plant supplied by multiple farms (APPROZUT model 
[6]); collective manure application plan considering the 
interaction between the individual (single farms) and 
collective (groups of farms) levels of management 
(COMET model [21]). 

• Simulation of flow networks using timed automata and 
model-checking [13]. 

• Joint representation of farming practices and biophysi-
cal flows within dairy farms (GAMEDE model [23]) 

• Modeling framework of human activity at operations 
level with generic aim [9]. 

This paper provides details about the principal methodolog-
ical findings: 

• A methodology for modeling and analyzing material 
flows on a territory scale (Section 2); 

• A conceptual modeling framework of farming systems 
(Section 3) illustrated on three models among those 
enumerated above (Section 4) ; 

• A way of representing human activity in farming sys-
tems based on the ‘situated action’ theory (Section 5). 

It also discusses two important issues that still remain in-
completely resolved: 

• How to assess simulated management scenarios? (Sec-
tion 6); 

• How to use our models with stakeholders to support 
their management? (Section 7). 

The perspectives open to the different sides of this work in 
the coming years are pointed out.  
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2. MODELING AND ANALYZING MATERIAL 
FLOWS ON A TERRITORY SCALE:  

THE ‘MAFATE’ APPROACH 

Beyond the development of the simulation models enume-
rated in Section 1, one of the main achievements is the 
formalization of the approach which actually constituted the 
driving thread of the research done in partnership with 
systems agronomists. This approach, termed ‘Mafate’ [11], 
encompasses several steps yielding the following outcomes: 

1. Farm surveys, covering the diversity of management 
situations found in the considered territory; 

2. Farm typology, defining the main farming types and 
characterizing both their structure and management 
policies; 

3. Conceptual models, synthesizing the knowledge gained 
on farming practices from surveys; 

4. Computer models, designed to simulate the interaction 
between the material flows and the farming practices at 
both ‘individual’ (intra-farms) and ‘collective’ (inter-
farms) levels of organization; 

5. Simulation outputs of management alternatives 
checked by experts (e.g. agronomists, technical staff, 
skilled farmers) according to agricultural and environ-
mental criteria; 

6. Model validation as virtual experiment tools in relation 
with agricultural stakeholders. 

Steps 1 and 3 are deemed essential prior to constructing 
flow management models in order to account for actual 
farming practices, identify and explicitly describe actual 
management constraints and strategies. Step 2 is also very 
useful to take into account the diversity of situations found 
in the region considered. Performing simulations with the 
models (step 5), a long but interesting task, is mandatory to 
analyze dynamically (in contrast with widespread static 
methodologies as Life-cycle analysis) the functioning of the 
systems represented. Important work remain to be done, on 
the one hand, on multi-criteria assessment of simulated 
management strategies (step 5), on the other hand, on the 
use of models in management situations with agricultural 
stakeholders (step 6). These two issues, still incompletely 
resolved, are detailed below (Sections 5 and 6). 

3. A CONCEPTUAL FRAMEWORK FOR  
MODELING AGRICULTURAL SYSTEMS 

The ambition was to design a modeling framework with the 
following aims:  

• Representing agricultural production systems on dif-
ferent temporal and spatial scales;  

• Integrating the various pieces of knowledge available 
on these systems;  

• Simulating the dynamics of interactions between man-
agement practices and material flows;  

• Assessing the impact of these practices on the systems’ 
viability and sustainability; 

• Designing management strategies to improve the sys-
tems’ performance against various criteria. 

The material and work flow models that have been devel-
oped (cf. Section 1), the recent efforts of model generaliza-
tion (extension of waste management to whole-farm operations in 
GAMEDE [23]; generic simulation of action [9]) and the design 
of a comprehensive approach ranging from the acquisition 
of knowledge to model building and simulation to support 
agricultural stakeholders (cf. Section 2) go in this direction.  

These experiences allowed an understanding of the repre-
sentation of agricultural production systems considered at 
different levels of organization on various temporal and 
spatial scales (farm, group of farms, agro-food supply 
chain) to emerge. According to this understanding, an ‘Ac-
tion-Flow-Stock’ ontology has been devised [7]. 

FillingFilling EmptyingEmptying

StockStock

inflowinflow

overflowoverflow

outflowoutflow

ConditionsConditionsstatesstates eventsevents

 
Figure 1. Action-Flow-Stock representation of a production 

unit (PU). 

According to this ontology, agricultural production systems 
are represented as a set of stocks connected by flows of 
materials controlled by the farming activities (Fig. 1). Two 
types of flows are distinguished: "workable" flows, which 
take place only if there is human intervention, and "bio-
physical" flows, which take place even in the absence of 
human intervention. These flows interact through human 
activity, which aims to guide the biophysical flows, among 
which those leading to the "products" of the system, by the 
workable flows it generates. The management of the pro-
duction system can then be seen as the control of a set of 
stocks by the activities of the operator (i.e. the farmer and 
farm workforce). These activities stem from the confronta-
tion between encountered situations and strategies: imple-
menting strategies helps create new situations; the expe-
rience gained by this implementation can, in turn, change 
strategies. 

The relevance of this conceptual framework, derived by 
generalization of livestock effluents management models 
listed in Section 1 (i.e. MAGMA, BIOMAS, APPROZUT), has 
been verified, on the one hand, at the level of individual 
farm operation [23], on the other hand, at the level of col-
lective management: 

• Simulation of a hog slurry collective application plan 
in Brittany (Western France) using the COMET model 
[12][21]; 

• Draft modeling [8] and life-cycle analysis of the Reu-
nion Island swine sector described as a supply chain. 

The coupling of workflow management models with me-
chanistic models of biophysical processes may, however, be 
problematic when the data necessary to the setting of the 
latter are missing or when their generic feature is not guar-
anteed in the local situation investigated. To represent these 
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processes, we thus moved towards the synthesis of expert 
knowledge in the form of simple empirical rules or formu-
lae validated locally. An example of such an empirical 
coupling is provided by the GAMEDE model [23]. 

4. EXAMPLES OF MODELS BASED ON THE  
ACTION-FLOW-STOCK ONTOLOGY 

MAGMA: Livestock effluent management at farm level 

The MAGMA model [5] addresses the case of livestock 
effluent management within a farm. Two types of units are 
involved in such a “distribution” (i.e., one-to-many) confi-
guration (Fig. 2): livestock enterprises producing animal 
wastes and consumption units, such as crop plots or waste 
treatment plants, where effluents are spread or supplied. 

PUi

...

...

...

...

CU1

CUj

CUm

PUn

Farm

 
Figure 2. Distribution configuration in the MAGMA model 
to represent organic waste management within farms (PU: 

livestock enterprise; CU: consumption unit). 

Simulating MAGMA allows management strategies of lives-
tock effluents to be assessed with respect to several indica-
tors: environmental (nitrogen losses due to stock overflow-
ing, fallow land spreading, over-fertilization of crops); 
agronomical (nitrogen applied to crops); economical (work-
ing time, vehicle mileages…) and organizational (frequency 
and temporal distribution of spreading actions). MAGMA 
has been used to analyze waste management policies in 
livestock farms in Reunion Island, such as that described in 
[20]. 

APPROZUT: Supply of treatment plant by multiple farms 

The APPROZUT model [6] deals with the case of simulating 
a two-stage production system where the first stage is a set 
of pig farms producing slurry scattered over a territory and 
the second is a unique collective treatment plant where 
slurry is brought in a many-to-one fashion (Fig. 3). Policy 
assessment is mainly done in terms of organization and 
logistics. 

CUCU
......

......

PUPU11

PUPUii

PUPUnn

Territory

 
Figure 3. Supply configuration in the APPROZUT model 
(PU: livestock farm; CU: single waste treatment plant). 

Approzut has been used to analyze a project of pig slurry 
treatment involving 51 pig farms located in a remote moun-
tainous cirque in Reunion Island where available agricul-
tural land was too scarce to spread raw slurry. 

COMET: Mixed distribution and supply configuration 

COMET [21] essentially results from coupling together the 
MAGMA and APPROZUT logistic models yielding the distri-
bution/supply configuration displayed on Fig. 4. It also 
includes sub-models simulating biophysical processes used 
as environmental assessment criteria (e.g. the STAL model 
[19], which simulates ammonia emissions at spreading). 

...

PU1 ...
...

PUn

...

...

Territory A

...

...

...

CU1

CUj

CUm

CUs

Territory B

 
Figure 4. Mixed distribution/supply configuration in the 
COMET model (PU: livestock farm encompassing also 

crops; CUs: intermediate storage; CU: crop farm). 

COMET has been used to jointly simulate individual manure 
spreading within single pig farms and the functioning of a 
collective spreading plan aimed at transferring manure 
surpluses from livestock farms to land loaned in remote 
crop farms in Brittany (Western France). The alternate use 
of dynamic simulation with COMET and static life-cycle 
analysis allowed the whole functioning of this case-study to 
be thoroughly assessed [12]. 

5. A CONCEPTUAL SHIFT: FROM PLANNED 
ACTION TO SITUATED ACTION 

The confrontation of action representation in the flow man-
agement models based on the Action-Flow-Stock ontology 
[7] with the ontology of agricultural production systems 
devised by Martin-Clouaire and Rellier [17] led to question 
the paradigm of ‘planned action’ in favor of the theory of 
‘situated action’ [22]. 

The management problems at the operational level are, 
indeed, typically formulated in terms of planning and deci-
sion. This is the very Western conception that actions nec-
essarily result from deliberations made with representations 
(plans) to decide in response to previously established in-
tentions. The study of many domains, however, shows that 
a very large part of human activity is non-deliberative or, 
even, reactive in nature; it takes place in interaction with 
the local situations in which each agent is involved [3][14]. 
Therefore, the theory of "situated action" alleges there is no 
need of representing explicitly the activity to be performed; 
plans, although they may be used to guide action, never 
determine it completely.  

The action modeling framework already drafted [9] has the 
ambition to contribute to this situated action theory. The 
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first reason is the construction of models. If the goal is to 
represent detail of agricultural, large and complex produc-
tion systems, basing any action on a comprehensive and 
coherent plan appears elusive, due to the complexity of 
planning itself. This challenge is also justified from a theo-
retical point of view, except to enter an infinite recursion 
loop: if any action is planned, then so is planning, and plan-
ning for planning also, and so on... The other reason is 
linked with the usefulness of the models. If the objective is 
to evaluate production systems, it is by representing as 
better as possible what is actually done, and not what 
should be done (i.e. tasks specified by the plan), that can 
allow the impacts of activity to be measured and, in turn, 
the mutual influence of the context, thus modified, on the 
activity itself to be appreciated. Taking an a priori defined 
plan of action as essential determining factor would be 
similar to taking a static referent in an inherently dynamic 
environment to generate a process which is, also, dynamic. 
In contrast, taking action as a focal point, the present ap-
proach is designed to meet Checkland’s wishes: 
"...modelling purposeful human activity systems as sets of 
linked activities which together could exhibit the emergent 
property of purposefulness" [2]. 

It is, hence, the operational level that must the models 
represent in being primarily focused on action rather than 
on decision and planning. However, it is at the strategic 
level that these models must be used to assist researchers in 
experimenting the systems and, possibly, stakeholders in 
their decision processes, in keeping with Mc Cown’s view 
[16]. In other words, if the model must represent the action 
of virtual agents at the operational level, its use must con-
tribute to the decision-making of real actors at the strategic 
level. These are currently the main research objectives: 

• Develop an ontology for representing systems of ac-
tivities at the operational level by a minimum and con-
sistent set of concepts;  

• Formalize this framework to build simulation models 
of agricultural production systems; 

• Analyze with these models these systems operation 
viewed as the interaction between biophysical 
processes and human activities;  

• Infer practical lessons to help manage these systems. 

In this perspective, the concepts relevant to describing the 
coordination between actors, the spatial location of activi-
ties, the physical structure of the work setting and the rela-
tionship between the concepts of agent and action shall be 
specified. This is part of an ongoing PhD thesis project 
supervised by the author. 

6. THE ISSUE OF ASSESSING FARMING  
SYSTEM MANAGEMENT 

Any management requires the assessment of the system’s 
performance it relates to. The comparison of management 
policies, so far, was based only on a few indicators calcu-
lated by the flow models: agronomic (e.g. nitrogen applied 
relatively to crop needs), environmental (e.g. nitrogen 
excess, ammonia and methane emissions), economic (e.g. 
working time, distance traveled by vehicles) or organiza-
tional (e.g. temporal distribution of activity, robustness to 

disturbances). These indicators take into account only two 
dimensions: technical, measured in terms of efficiency, and 
environmental, measured in terms of risk, taking nitrogen 
as main criterion. The technical dimension assesses the 
system at the level where it is represented. If it qualifies its 
viability in the short term, it does only little in appreciation 
of its contribution to sustainable development in the long 
term. The environmental dimension concerns the system 
outputs on a scale that encompasses it immediately (i.e. the 
impact on its immediate environment). Environmental risk 
is addressed only as "hazard" (occurrence of a risk factor) 
and ignores the sensitivity and the particular nature of the 
receiving environment. In both cases, the assessment is 
performed with a normative view.  

To address these problems, we must distinguish between 
two questions:  

• How to evaluate the technical performance of produc-
tion systems? 

• How to evaluate their actual or potential environmental 
impacts? 

In the first case, modeling biophysical flow is needed to 
simulate their interactions with the workable flows. This 
does not imply to represent all mechanisms in detail but, at 
least, to have a robust approximation of their evolution. To 
do this, the knowledge on the biophysical processes is syn-
thesized by expressions for linking, as simply as possible, 
the causes and effects without going into the details of the 
underlying mechanisms (cf. Section 3). In the second case, 
comparing different management strategies is needed. The 
issue of sustainable development, which has become the 
essential assessment criterion, leads now to think the im-
pacts of these systems in terms of risk (proven or alleged) 
on other time and space scales (often larger) than the ones 
on which they were previously considered. Hence, the in-
terest in overall assessment approaches (“from cradle to 
grave”), such as life cycle analysis (LCA), which allows 
this comparison (although statically) through standardized 
indicators representative of different categories of impacts. 
An example of alternatively combining LCA with simula-
tion modeling in a comprehensive approach to assess and 
help improve the design of a collective manure manage-
ment plan by a group of farmers has been realized recently 
[12] [15].  

These preliminary results are far, however, from exhausting 
the subject of environmental assessment which deserves to 
be rethought in the light of the objectives: what has to be 
assessed, for which purposes, with which actors? The goal 
of assessing the sustainability of farming systems striving 
to adapt to multiple change factors requires also defining 
the relevant space and time scales to be accounted for. The 
choice of the ‘scale of representation’ of a production sys-
tem becomes, thus, a central issue for modeling, along with 
the methods of up- or downscaling the current models as 
soon as an extension or reduction of scope necessary to 
embrace larger or finer scales is sought. This questioning is 
a research perspective. 
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7. THE ISSUE OF USING MODELS FOR  
MANAGEMENT SUPPORT  

The main question is: How to use simulation models to help 
stakeholders evaluate and design management strategies of 
production systems? This issue calls to other more specific 
questions related to:  

• The ways of using the models: Which users? What 
situations? What modes of interaction? 

• The engineering of simulation likely to facilitate users’ 
learning: Which cases to simulate? What scenarios? 
Which protocol? How to capitalize the knowledge 
gained through simulations? 

Dealing with these questions was first attempted in the 
period 2004-2007, unfortunately with too little achieve-
ments. If a first experience of participatory simulation had 
been made to assist in the choice of the treatment process 
for pig manure in the locality of Grand Ilet in Reunion [18], 
it was using a GIS and a spreadsheet model developed by 
fellow agronomists. The dynamic simulation models listed 
in Section 1, although quite used by these colleagues, have 
not yet been tested truly to design management strategies 
with "real" agricultural actors. When it could have been the 
case, actually, the projects aborted prematurely for unex-
pected reasons: in Grand Ilet (with APPROZUT), the action-
research dynamics that had been initially launched by re-
searchers was interrupted once the folder had been assigned 
to one of the institutional partners; in Brittany (with COM-
ET), the collective manure application project was stopped 
due to the opposition of residents, not accounted for in the 
model...! The phase  shift between the researchers’ and the 
actors’ time explains, in part, this state of affairs. However, 
deeper causes must also be sought in our inability to cor-
rectly grasp the social games of players in these organiza-
tional or political processes. In these contexts, beyond a 
purely technical rationality, one might ask if actual decision 
still requires the support of a model. It seems not. 

Nevertheless, the work with the MAGMA [20], APPROZUT 
[10] and COMET [12] models allowed the way for a simula-
tion approach to design management policies of production 
systems to be paved. The protocol was designed with an 
experimental logic: (i) construction of a base scenario cor-
responding to the current situation, (ii) assessment and 
analysis of the scenario through simulation, (iii) introduc-
tion of gradual changes for designing iteratively new scena-
rios. This dimming of the changes introduced in the simula-
tion scenarios corresponds, from the point of view of opera-
tions management, to challenging firstly very short-term 
operational choices, then medium-term tactical decisions, 
and, finally, longer-term strategic decisions. The objective 
of this approach is not only to understand why farmers do 
what they do, but, above all, to understand their rooms for 
maneuver. 

The production of documents allowing the user’s approach 
to be represented and the knowledge gained by simulation 
to be capitalized is, for now, manually performed in a paper 
form. Using more sophisticated tools (e.g. mind maps, 
concept maps) to better organize this multimedia informa-
tion (texts, graphics, data, etc.) should be considered in 

relation with the model users. If the simulation of actual 
cases of farms is interesting in view of advising individual 
farmers, reasoning on farm types can be useful for the pur-
pose of supporting agricultural advisors or professional and 
public policy-makers to develop general scope alternatives 
at a micro-regional level. However, a too short experience 
in trying to elucidate the place of models in a decision 
process and finding the way to capitalize the knowledge 
gained from simulations has led, eventually, to consider 
cooperating with "real" researchers in management science, 
ergonomics or knowledge engineering to tackle these issues 
that are far from trivial. 

8. SUMMARY 

A way to improve the sustainability of agriculture is to 
design new management policies of agricultural production 
systems based on the integration of heterogeneous know-
ledge on their biophysical and human components. Simula-
tion models, representing those systems as productive units 
spread over a territory, have been designed to assess these 
systems performance against agronomical and environmen-
tal criteria and, so doing, help design new management 
policies. Beyond the various simulation models realized to 
date, the main achievements were pointed out: a compre-
hensive approach and a conceptual framework for modeling 
and analyzing material flows on a territory scale; the chal-
lenge of the ‘situated action’ theory to represent human 
action in farming systems. Two incompletely resolved 
issues were also pinpointed: assessing the impacts of man-
agement policies at various scales and setting the practical 
ways to use simulation modeling with agricultural stake-
holders. The research avenues that are thought of were also 
underlined: complete a generic modeling framework of 
human activity in agricultural systems, namely, by intro-
ducing the spatial dimension of action in addition to its 
temporal one; decide on the relevant temporal and spatial 
scales for assessing the sustainability of these systems and 
the related representational scale of the models used to 
simulate them; find the practical ways to use the models 
with agricultural stakeholders in decision making and capi-
talize the knowledge gained from practicing simulation. 

9. REFERENCES 

[1] C. Aubry, J.-M. Paillat, F. Guerrin, “A conceptual mod-
el of animal wastes management at the farm scale. The 
case of the Reunion Island”, Agricultural Systems, 
Vol. 88, 2006, pp. 294-315. 

[2] P. Checkland, Soft systems methodology: A 30-year 
retrospective, Chichester: Wiley, 1999. 

[3] W. Clancey, “Simulating activities: relating motives, 
deliberation, and attentive coordination”, Journal of 
Cognitive Systems Research, Vol. 3, 2002, pp. 471-
499. 

[4] R. Courdier, F. Guerrin, F.-H. Andriamasinoro, J.-M. 
Paillat, “Agent-based simulation of complex systems: 
Application to collective management of animal 
wastes”, Journal of Artificial Societies and Social 
Simulation, //jasss.soc.surrey.ac.uk/5/3/4.html, 2002. 

298

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



[5] F. Guerrin, “Magma: A model to help manage animal 
wastes at the farm level”, Computers and Electronics 
in Agriculture, Vol. 33, No. 1, 2001, pp. 35-54. 

[6] F. Guerrin, “Simulation of stock control policies in a 
two-stage production system. Application to pig slurry 
management involving multiple farms”, Computers 
and Electronics in Agriculture, Vol. 45, No. 1-3, 
2004, pp. 27-50. 

[7] F. Guerrin, “Modelling agricultural production systems 
using an action-flow-stock ontology”, MAS 2008 In-
ternational Workshop on Modelling and Applied 
Simulation, Amantea, Italy, 2008a. 

[8] F. Guerrin, “Modelling animal farming systems as 
supply chains”, 18th Triennial Conference of the In-
ternational Federation of Operational Research So-
cieties (IFORS), Sandton, South Africa, 2008b. 

[9] F. Guerrin, “Dynamic simulation of action at operations 
level”, Journal of Autonomous Agents and Multi-
Agent Systems, Vol. 18, No. 1, 2009, pp. 156-185. 

[10] F. Guerrin, J.-M. Médoc, “A simulation approach to 
evaluate supply policies of a pig slurry treatment plant 
by multiple farms”, Joint Efita 5th Conference and 
3rd World Congress on Computers in Agriculture 
and Natural Resources, Vila Real, Portugal, 2005. 

[11] F. Guerrin, J.-M. Médoc, J.-M. Paillat, “Mafate: mod-
elling and analysing matter flows on a territory scale”, 
Cirad 2007, 2008, pp. 48-49. 

[12] F. Guerrin, J.-M. Paillat, “Combining individual and 
collective management of animal manure to reduce en-
vironmental impacts on a territory scale”, Modsim 2011 
International Congress on Modelling and Simula-
tion, Perth, Australia, 2011. 

[13] A. Hélias, F. Guerrin, J.-P. Steyer, “Using timed auto-
mata and model-checking to simulate material flow in 
agricultural production systems. Application to animal 
waste management”, Computers and Electronics in 
Agriculture, Vol. 63, No. 2, 2008, pp.183-192. 

[14] R. Johnston, M. Brennan, “Planning or organizing: the 
implications of theories of activity for management of 
operations”, Omega International Journal of Man-
agement Science, Vol. 24, No. 4, 1996, pp. 367-384. 

[15] S. Lopez-Ridaura, H.M.G. van der Werf, J.-M. Paillat, 
F. Guerrin, “Environmental analysis of agricultural sys-
tems: Coupling dynamic simulation models with Life 
cycle assessment”, 8th International Conference on 
EcoBalance, Tokyo, Japan, 2008. 

[16] R. McCown, “Changing systems for supporting far-
mers' decisions: problems, paradigms and prospects”, 
Agricultural Systems, Vol. 74, No. 1, 2002, pp. 179-
220. 

[17] R. Martin-Clouaire, J.-P. Rellier, “Modelling and si-
mulating work practices in agriculture”, International 
Journal on Metadata, Semantics and Ontologies, 
Vol. 4, No. 1-2, 2009, pp. 42-53. 

[18] J.-M. Médoc, F. Guerrin, R. Courdier, J.-M. Paillat, “A 
multi-modelling approach to help agricultural stake-
holders design animal wastes management strategies in 
the Reunion Island”, iEMSs 2004 International Envi-
ronmental Modelling and Software Society Con-
gress, Osnabrück, Germany, 2004. 

[19] T. Morvan, P. Leterme, “Vers une prévision opéra-
tionnelle des flux de N résultant de l’épandage de lisier : 
paramétrage d’un modèle dynamique de simulation des 
transformations de l’azote des lisiers (STAL)”, Ingénie-
ries, Vol. 26, 2001, pp. 17-26. 

[20] J.-M. Paillat, F. Guerrin, J.-M. Médoc, C. Aubry, “Si-
mulation de stratégies de gestion de matières organiques 
avec le modèle Magma. Application au cas d’une ex-
ploitation type”, in F. Guerrin & J.-M. Paillat (eds), 
Actes du séminaire de restitution de l’ATP 99/60 
(cederom), Cirad, Montpellier, France, 2003. 

[21] J.-M. Paillat, S. Lopez-Ridaura, F. Guerrin, H.M.G. 
van der Werf, T. Morvan, P. Leterme, “Simulation de la 
faisabilité d’un plan d’épandage de lisier de porc et con-
séquences sur les émissions gazeuses au stockage et à 
l’épandage”, Journées Recherche Porcine, Vol. 41, 
2009, pp. 271-276. 

[22] L. Suchman, Plans and situated actions: The prob-
lem of human-machine communication, Cambridge 
University Press, 1987. 

[23] J. Vayssières, F. Guerrin, J.-M. Paillat, P. Lecomte, 
“Gamede: A global activity model for evaluating the 
sustainability of dairy enterprises. Part I. Whole-farm 
dynamic model”, Agricultural Systems, Vol. 101, 
2009, pp. 128-138. 

299

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



The Sustainable Engineering Design Model: Necessity or 
Luxury 

By Anthony D. Johnson BSc(Hons) M.I.Mech.E, C.Eng, 
 Andrew G. Gibson BSc (Hons) DipM MIEx and 
Dr. S.M.Barrans BSc(Hons) F.I.Mech.E, C.Eng 

Abstract 

Sustainability in the field of the design of the built 
environment has been successfully applied for thousands of 
years, where materials have been reused and recycled.  More 
recently there has been a great emphasis on sustainability in 
the field of geographic sciences.  

 Engineering design is a vast subject covering an enormous 
range of disciplines, but sustainability issues have rarely been 
applied to engineering design.  

This paper outlines the normally accepted general design model 
and proposes a model for sustainability as applied to 
mechanical engineering design.  Issues such as sustainable 
sourcing of materials, ecological design approach, sustainable 
use of new equipment and sustainable decommissioning using 
the 4r approach are all explored. 

Taguchi proposed that the quality of engineering products 
could be defined at the design stage rather than at the 
manufacturing stage.  The same is true of the application of 
sustainability where engineering designers should instigate 
sustainable engineering in new designs.  Furthermore, correctly 
applied sustainable design techniques will reduce costs and 
improve the Triple Bottom Line. 

The model proposes that mechanical engineering designers 
apply sustainable design techniques (4R’s) to new equipment 
design. The 4R approach is outlined as follows: 

Reduce:  Designing products that reduce consumption by 

utilising resources efficiently, both inherently and in terms of 

energy utilisation is the single easiest way to reduce business 

costs as well as one of the best means by which to improve 

ecological credibility. 

Reuse:  The manufacturing of goods is hugely resource 

intensive.  Designing products that have extended life spans, 

are upgradable or refurbishable allows for the optimum use of 

resources. 

Sustainability Past and Present 

It seems that sustainability can be considered to be a “hot air” 
subject. There is much written but results seem to be somewhat 
lacking. There are, however, some individuals as well as 
organisations that have embraced sustainability for many years 
and are very successful. There is much work to do to educate 
and empower the majority of people and organisations into 
adopting practical mechanical engineering sustainability.  

Architects and builders have long since built sustainable 
structures. Even early man built dwellings that were self 
sustaining. There are many modern examples of sustainability in 
the built environment. Perhaps some of the better examples 
can be found in the recycling of building materials. Plates 1 and 
2 below show the reuse of building materials applied to the 

Citadel Walls in Ankara, Turkey. This can perhaps be described 
as an over enthusiastic reuse of building materials. 

 

 

 

 

 

Pates 1 and 2: Examples of the Reuse of building Materials in 
the Citadel Walls,  Ankara, Turkey 

The Geophysical environment has also been active in the 
application of sustainability projects. Beach groynes are an 
excellent example of sustainability of coastline. Plate 3 shows 
beach groynes in place in Bournemouth, UK. These wooden 
structures are built like fingers out in to the sea perpendicular 
to the shore, thus preventing long shore drift and preserving 
the shore line.  

 

 

 

 

 

 

 

Plate 3: Beach Groynes, Bournmouth UK 

There are some excellent examples of sustainability in 
Mechanical Engineering, however it could be argued that not 
enough is being done since most of the sustainability focus is 
applied to recycling.  

Classic Engineering Design and Manufacture Model 

The classic engineering design model has a natural extension of 
manufacturing, component use and eventual disposal. This 
model has been used for thousands of years and though some 
elements of sustainability have been practiced, the mind set 
and pressure on many modern engineers is to design the job so 
that it can be manufactured to a low cost. See Figure 1. 

 

 

 

 

Figure 1: Classic Design and Manufacture Model 

Sustainability in Mechanical Engineering has been practiced in 
some forms for years but it could be argued in a limited sense. 
Recycling of steel is well practiced as is the recycling of plastics. 
Steel recycling in the US, figure 2, has reached some dizzying 
heights reaching recycling rates 103% of output in 2009 [2], 
though averages are nearer 80%. 

 

 

  

Component 

Use 

Brief Concept Detail 

Design 

Manuf-

acture Disposal 

 

300

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



 

 

 

 

 

 

Figure 2: Overall Steel Recycling Rate (Steel Recycling Institute) 

Vehicle manufacturers normally aim for 90% recycling of vehicles 
at the end of their life. This includes plastics and other 
components.. In the US steel recycling from vehicles reached rates 
of 121% of output in 2009, with averages close to 100% [2]. 

Vehicle manufacturers have also been attempting to design and 
manufacture the sustainable use of vehicles by optimising new 
designs to reduce mass, thereby reducing fuel consumption.  
Power plants have also been the target of Design Engineers’ 
creativity in the development of leaner internal combustion 
engines and more specifically the development of hydrogen 
engines and electrically driven vehicles.  
In terms of sustainable mechanical engineering the question 
has to be asked, “Is this enough?” It is a fact that engineers are 
still stripping resources from the earth at an alarming rate. 
Worldwide steel production is around 127.5 million Tonnes [5] 
with only around 70million tonnes being recycled. Steel 
however is the world’s most recycled commodity. If Design and 
Manufacture Engineers are to have a conscience the answer 
must be “We can do more!”  
Many global companies have sustainable policies in place but 
each has its own approach and its own agenda. There is a great 
need for a cohesive and coherent approach so that all designers 
can work towards similar goals and have a significant effect. 
Taguchi, a manufacturing and statistical engineer whose most 
significant work was publicised in the 1950’s and 1960’s 
expounded theories relating to the quality of manufactured 
goods. He noticed that the quality of manufactured goods was 
usually left to the manufacturing craftsmen to achieve. Taguchi 
suggested that quality could be designed-in before components 
were manufactured. He also recognised that to achieve 
designed-in quality the mind set of the designers had to be 
changed. 
Similarly the Smallpiece Trust, set up in the 1960s aimed to 
change the mind-set of designers to embrace simplicity of 
design and efficiency of materials usage. 
As designers were eventually made more aware of the “new” 
design method, manufactured goods became more available at 
a lower cost and higher quality. Engineering designers had 
created better components by introducing standards, 
tolerances, machine tools, which lead to high production 
methods.  
The Taguchi analogy can be applied to Sustainable Engineering 
Design (SED). Sustainability has to begin with the designer who 
creates the products. It is he who is the key and who must 
envisage and design components using sustainable techniques, 
equipment and methods. 
It must be acknowledged that although some designers have 
sustainability in the forefront of their design practice the 
majority of designers may only pay lip service to SED. In order to 
achieve true SED the design mind set has to be modified.  

The Engineering Design Process can no longer be related purely 
to cost benefits. The Engineering Design process must now 
accommodate cost and sustainability.  

It is proposed to offer a new design and manufacture model 
that combines the original model with sustainable issues. 

 

 

Figure 3: Sustainable Engineering Design Model  

It was only a few years ago that reduction in pollution was the 
watchword for environmentalists. This was a crude yardstick for 
what has now become sustainability. Within the engineering 
design environment the emphasis on pollution has now evolved 
into a fairly detailed approach under the new label of 
Sustainability. This now encompasses the whole process from 
sourcing to disposal. 

Sustainable Sourcing (Eco Sourcing) 

Transportation: It is inevitable that raw materials will always be 
hewn from the ground and then transported to the processing 
point using fossil fuels to provide the energy to propel the 
transporters. This practice is often over very long distances.  

The current common practice is for western organisations to 
source products in the Western Pacific Rim; China, Japan, Korea. 
This is largely done on the basis of reduced cost. It should be 
remembered that the environmental impact of producing these 
goods is roughly similar in the Pacific Rim as it would be in the 
west. The real impact on the planet’s resources is in the burning 
of fossil fuels used in the energy generated for transportation. 
Responsible sourcing would mean that designers would specify 
local suppliers, thus reducing the environmental impact of 
transporting goods long distances. An added benefit is that local 
industries would thrive. 

Some commodities have to be transported since they are 
available only in another part of the world. In such cases the 
question would be “how can this transport be arranged in a 
sustainable way?” Sailing ships could be employed or perhaps 
modern sailing versions that used the natural elements for 
propulsion. This is no pipe dream. Examples such as the MV 
Beluga (see fig 4 below) have shown that the wind can be 
harnessed to provide part of the necessary propulsive power for 
large modern freighters.  For example, Gerd Wessels of Wessels 
Reederei says “There is enormous free wind-energy potential 
on the high seas.  With Skysails [7] we can reduce energy by 
50% on a good day, giving at least 15% annual fuel savings.”  

 

Component 
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Flettner rotors [8], rotating sails, have also been fitted to 
freighters with some success. 

 

Figure 4: Skysails MV ”Beluga” 

Courtesy of Skysails 

Similarly, Eco Marine Power [9] are already designing solar 
powered craft from small ferries to freighters. Figure 5 shows 
Eco Marine Power solar ferry “Medaka”. Critics may scoff at 
using sail or solar power for freight but what would we use if 
there were no more fossil fuels? 

 

Figure 5: Solar Power Ferry “Medaka” 

 Courtesy of Eco Marine Power 

Techniques: Techniques could be changed to accommodate 
processes that gave a sustainable benefit over current 
techniques. An emerging technology is that of rapid 
prototyping. This has grown alongside the development of 3D 
computer models and has usually been associated with the 3D 
printing of actual sized plastic models. 

Techniques are now being developed which create 3D 
components using laser fused metal powders. This technique 
effectively reduces time to manufacture and reduces transport 
costs and environmental impact to almost zero since the 
component can be formed with no waste at the assembly plant. 

Managed Source: All raw materials should be labelled with a 
sustainable source value (SSV). The main feature of this would 
be to inform the designer of the environmental cost of the raw 
material. This may seem a tall order but the system already 
exists in the form of managed exotic timber, which carries a 
certificate of authenticity of sustainable sourcing. With such a 
system in place designers could select a material according to its 
sustainable impact. 

Material flow systems – open and closed loop: This concept, 
introduced in the 1990s is now being embraced by, amongst 
others, the EU.  Joke Schauvlike, [11] President of the EU 
Environmental Council is of the opinion that “We must deal 
with our materials, and with our energy, more efficiently. At the 
end of their life we must be able to reuse materials as new raw 
materials. This is called completing the cycle."  This approach 

was discussed in economic and energy terms by Clift and 
Allwood under the title “Rethinking the Economy” *12]. 

Taking the matter further, we can see that the present linear 
materials flow systems model, figure 6 is not sustainable over 
the longer term as manufacturers take no account of the issues 
of raw material extraction and transport discussed above, nor of 
the end-of-life issues once the product is no longer usable or 
obsolete. 

 

Figure 6: Linear Flow Systems Model 

In the closed-loop flow system model, figure 7, materials and 
components would be recovered and reused reducing material 
inputs and outputs as close as possible to zero. This produces a 
hierarchy of sustainable end-of life techniques. 

 

Figure 7: Closed Loop Flow Systems Model 

Recycle, refurbish, re-use: Re-used and refurbished products and 
materials use even less energy in restoration. Designing 
machinery and equipment such that it can be repaired and 
refurbished became less common as companies sought to save 
cost by reducing the labour content and by moving production 
to cheaper labour sources.  In line with the thinking of Stahel of 
the Product Life Institute in Geneva, It is our contention that 
legislation, lobby pressure and tax-based initiatives will drive a 
resurgence in equipment designed for ease of refurbishment 
and re-use, and that forward thinking producers will use a 
positive marketing message similar to campaigns such as Fair 
Trade will begin to place a premium on sustainably designed 
products.  Stahel explores how moving from disposable 
products to service delivery could lead to restructuring of a 
post-industrial economy. Energy use would partly be substituted 
by labour, mainly skilled labour, as re-engineering substitutes 
for primary material demand. Activities which are labour- rather 
than capital-intensive are less subject to the economies of scale 
which characterise the chemical and material industries. Thus 
Stahel’s concept of the performance economy also embraces 
more localisation of economic activity under the maxim “Do not 
repair what is not broken, do not remanufacture something that 
can be repaired, do not recycle a product that can be 
remanufactured” 

Reduce: This is perhaps the oldest of the sustainable design 
techniques.  By optimising design, the use of materials and 
hence the energy associated with transportation etc. can be 
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reduced.  This has been seen particularly in packaging 
improvements, where a revised approach can improve the 
material usage efficiency without compromising on product life, 
safety or security 

Designers Duty; It is the duty of the designer to source materials 
from sustainable sources or at least from sources which have a 
reduced impact on the planets resources. This emphasis would 
reduce the Sustainable Source Value (SSV) 

Design for Sustainable Manufacture 

The designer or design team is the entity who selects the 
manufacturing process. He can chose processes, techniques and 
materials. The formation of components has for centuries 
mostly relied upon the removal of material to create a shape. 
This process results in a great deal of waste both in material and 
energy required to remove the material. Casting components 
defines the shape with much less waste, but even this process 
requires a great deal of energy to produce molten material and 
then machine to final size. Sometimes the energy expensive 
process cannot be avoided but the designer should fix his gaze 
on reducing energy and material waste. Focus should also be 
directed towards the selection of materials that can be 
processed easily and select processes that are not energy 
hungry. 

Sustainable manufacture may not always be focussed at the 
component. Factories can improve their energy usage. The use 
of natural light, intelligent building management systems, 
recycled waste disposal, LED lighting, rainwater harvesting, use 
of bio-waste for the generation of biogas are all ways in which 
manufacturing plants can better their Sustainable manufacture 
Value (SMV) These achievements were implemented by the 
Brandix Group in Sri Lanka [10] who converted their thirty year 
old factory to meet “green” factory standards. Brandix achieved 
80% carbon emissions reduction and 46% energy reduction. 

Packaging reduction and the use of recycled materials is also a 
major method of improving the SMV. Mattel, the toy company 
has for some time been instrumental in reducing the source 
fibre for its packaging and has reduced the amount of packaging 
thus not only saving on cost but improving the SMV.  

Design for Sustainable Use 

For certain classes of machinery and equipment, this is arguably 
the element in a product’s life which has the most impact on 
sustainability.   

In the field of construction equipment and road transport, the 
energy consumed by a machine in use during its lifetime far 
outweighs the energy consumed in its production.  JCB, for 
example have optimised the design of their machines over the 
years to use lean-burn diesels, minimising engine size and 
emissions by using flywheels to reduce peak demand. This is 
also the approach adopted by Caterpillar Industrial power 
Systems under Gwynne Henricks.  At the CEA conference 2011, 
Ms Hendricks clearly indicated that design for sustainable usage 
and extended product life cycle was the key challenge facing the 
industry as it developed new products. 

Similarly, Emerging technologies have allowed radical 
improvements in electric car charging, reducing the use of low-
efficiency internal combustion engines at least for short 
journeys. 

Designers have to take responsibility for the impact of their 
equipment on the environment. The complete non-use of fossil 
fuel power may not be practically achieved but it may be 
significantly reduced. This can be done in several ways: 

Design Optimisation: One optimised aspect of vehicle design is 
that of reduced weight. Structures are optimised for strength; 
buildings are optimised to accommodate earthquake 
oscillations. Optimisation can also be applied to sustainable use 
in selecting appropriate power systems and methodology in use 
that improves the Sustainable Use Value (SUV).  

Incorporate equipment that gives back: Emerging and young 
technologies such as solar power and wind power can easily be 
incorporated into many products. New build houses for instance 
could incorporate solar panels (PV panels) on the roof. Vehicles 
could also be fitted with PV panels and make use of the air they 
disturb in travelling by incorporating micro wind generators.  

Reduce energy usage: There are many options here. A few are 
listed: Design equipment which is lighter in weight, apply 
smaller power units, specify leaner power units, use energy 
from renewable power sources, insulate against heat loss.  

Use of natural energy: Power is the driver for any usage process. 
It makes sense to use naturally generated power and low 
energy solutions where possible. It is the designer’s role to 
select the lowest energy option and to design that option in to 
the new products thereby improving the Sustainable Usage 
Value (SUV). One of the many ways this could be done is by 
applying electrical drive units such as those in electrically 
powered vehicles and other transport vessels. Hydrogen 
engines, whist still in their infancy, have a zero impact on the 
environment.  

Energy Storage: No matter how clever the application it is 
inevitable that there will always be “take” from the 
environment. Devices have to be built therefore which have the 
capacity or to generate energy for those processes that demand 
it. Some of these devices which actually generate energy are 
dealt with elsewhere, however, energy storage must be 
considered. Large chemical batteries are useful and efficient in 
use, though their manufacture and eventual disposal can take a 
heavy toll on natural resources.  

An alternative to chemical storage is the use of of Kinetic Energy 
Storage Devices. These devices are essentially flywheels which 
rotate at high speed storing kinetic energy which can then be 
converted back through generators into usable electricity. 
Flywheel batteries can be very high tech systems requiring a 
significant amount of manufacturing resource. Other systems 
can be low tech, made to normal engineering principles, which 
demand fewer resources from the environment for 
manufacture A version of the low-tech device is currently being 
developed at the University of Huddersfield in conjunction with 
ESP Ltd.  

Whichever method is adopted the resources used in its 
manufacture are given back during the use of the device. These 
storage devices are able to accommodate energy when there is 
low demand and introduce it back to the grid when there is high 
demand. This evens out the electricity demand and reduces the 
necessity to generate electricity on demand, thus reducing 
resources required for generation.  
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In a different application a large bank of flywheel batteries 
could store the output from a several power stations when 
demand is low and return it to the grid during high demand 
periods, the requirement for power stations would be reduced. 

The emerging technology of electrically powered vehicles 
requires not only infrastructure but also a quick means of 
recharging. A bank of flywheels in strategic locations would 
provide that means, perhaps domestically or whilst parked at 
the store. 

Energy storage devices possess a very low Sustainable Use Value 
(SUV) simply because the resources needed to create them is 
more than compensated during the life of the device. 

Design for Sustainable Disposal 

The designer is the creator of the product and has the power to 
create a sustainably friendly disposal technique. The designers 
mind set is always to reduce cost and should now refocus 
slightly into sustainable disposal. There are several ways that a 
product at the end of its life may be utilised or disposed of in a 
sustainable way: 

Recycling and re-use: Thus far the material sourcing that has 
been considered has been from an original source, however this 
need not be the case since materials can be gleaned from 
several other sources. Perhaps the most obvious source is from 
recycled materials.  

Some materials, such as building materials have been a recycled 
source for thousands of years. In more recent years steel has 
been successfully recycled and is now the world’s most recycled 
material. There has also been a surge in the variety and 
diversity of recycled materials. These include: shoes and 
clothes, electrical appliances, glass, non-ferrous metals, vehicle 
tyres. It is estimated [6] that up to 90% of discarded items and 
products can be recycled or reused. Materials gleaned from 
recycling processes are less costly and use less energy than the 
original source material.  

Refurbish / Repair: Die cast components and products were the 
norm in the 1950’s. Items were held together with screws and 
could be dismantled and repaired. During the early 1960’s the 
advent of plastics became the popular use for toys, kitchen 
implements, garden tools, household devices and many other 
products. These were normally “snap-together” and were 
almost impossible to dismantle without breaking the product 
and hence difficult to repair. It was the beginning of the “throw-
away society.” The mind set of throw away and buy another has 
to some extent started to turn towards refurbish and re-use.  

Refurbishment means that products are not thrown away but 
restored so that the product’s life can be extended. The current 
recession has focussed companies into refurbishing components 
rather than buying new. The civil engineering industry in the UK 
has been hit hard by the recent recession which means fewer 
building projects and fewer purchases of new items of plant and 
ancillary equipment.  

A West Yorkshire manufacturer of brick and block crane 
attachments has found a lucrative market in refurbishing 
equipment and supplying spares as the new-equipment market 
has evaporated. Figure 8 shows a typical brick /block crane 
attachment. This is a product which may be welded if it breaks 
and components replaced when worn. It can be restored to a 
working product with much less input and with a much smaller 

impact on resources than a new product. This is an excellent 
example of extended life giving a very low Sustainable Disposal 
Value (SDV) 

 

 

 

 

 

 

 

 

Figure 8: Brick/Block Clamp 

Courtesy of HE&A Ltd 

An excellent example of repair is that of motorcycles used in 
India and Pakistan. In these countries the favoured individual 
transport is the 70cc or 100cc motorcycle shown in figure 9.   

 

Figure 9: 70cc Motorcycle 

Here the designers have taken the initiative and designed a 
vehicle with a low resource impact value. These motorcycles are 
designed to have simple parts, be low cost, easy to repair and 
have a relatively low impact on resources when manufactured 
and also in use. They can be refurbished as long as parts are 
available. This is an excellent example of low SUV. 

Give-back 

No matter how products are re-used, refurbished or recycled or 
how clever the usage impact is reduced the plain fact is that the 
usage of resources is being merely being slowed. There will 
always have to be some form of “take” from the earth’s 
resources. 

Give-Back is a technique where designers actually build devices 
which give back to the environment or perhaps design give back 
components in to current products. 

Solar power panels on car roofs, micro wind generators built 
into vehicles are just two ideas that could be explored. Most 
vehicles are left outside for much of their life. PV panels set into 
the roof and built-in micro wind generators could produce 
energy which could then be stored. Trading this stored energy in 
to a central repository could give discount to the liquid fuel or 
the recharging of the vehicle. In another application solar 
panels could be incorporated on the roof of new buildings. 
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Imagine the energy generation possibilities that solar panels 
would make if introduced on the millions of homes in the UK. 
The power generation would be enormous and reduce the 
reliance on power stations.  

The energy thus generated needs to be stored. As part of 
collaboration between the University of Huddersfield, UK and 
ESP Ltd a battery flywheel system is being developed shown in 
figure 10. These Kinetic Energy Storage Devices have the 
capacity to store large amounts of energy in a spinning flywheel. 
At peak times these devices can be tapped to provide the 
electricity grid with power. Several thousand of these in a single 
facility could provide enough storage capacity to eliminate a 
power station. This is an excellent example of low Sustainable 
Give Back Value (SGBV)  

 

 

 

 

 

 

 

 

Figure 10: Idealised Flywheel Battery 20KWh Storage 

An excellent example of Sustainable Give Back Value (SGBV) is 
the World Trade Centre Building in Bahrain, figure 11. This 
building incorporates wind generators. The building rises 240m. 
The shape of the towers is designed to funnel the wind on to 
the wind turbines generating 675KW in total which is up to 15% 
of the total power consumption of the building. 

 

 

 

 

 

 

 

 

Figure 11: Bahrain World Trade Centre with Wind Turbines 

General Overview Tool Requirement. 

Carbon dioxide is always painted as the ogre of greenhouse 
gases, but it is not the largest constituent. The proportions of 
the main greenhouse gases are as follows [4]: 

Water vapour  36-70% 

Carbon Dioxide  9-26% 

Methane  4-9% 

Ozone  3-7% 

It can be seen that moisture is the biggest greenhouse gas yet 
the common assumption is that it is harmless. As a liquid, water 

is life giving but as moisture in the atmosphere it prevents 
sunlight from reaching the earth and also acts as a blanket, 
keeping heat within the envelope of clouds.  

Though carbon is certainly a large proportion of the whole of 
greenhouse gases perhaps the question should be asked “why is 
carbon dioxide used as an environmental yardstick?” The focus 
on carbon dioxide cannot be considered as wrong since it is a 
useful tool but it does not really cover the whole picture 

When reviewing the sustainable design options it is clear that 
the conversion of materials into products uses energy. One of 
the by-products of the energy usage is carbon dioxide however 
energy usage is a much clearer indicator of resource usage and 
is a much better indicator of the environmental impact.  

Energy is used in one form or another to extract raw materials, 
convert them in to products, drive them during their useful life 
and dispose of them at the end of their life.  

It is therefore proposed that each element of the sourcing-
conversion-use-disposal process is given a Sustainable Value. 
These elements are mentioned above and can now be 
assembled in to a tool by which designers and 
environmentalists can judge the sustainable impact of a 
product. The definitions are listed below: 

SSV: Sustainable Source Value 

SMV: Sustainable Manufacturing Value 

SUV: Sustainable Use Value 

SDV: Sustainable Disposal Value 

SGBV: Sustainable Give-Back Value 

These indicator values should be kept as low as possible since 
the lower the value, the lower the impact on the earth’s 
resources. 

These values combined below give the overall sustainable 
impact tool or “Sustainable Life Value” or SLV. 

SLV is derived from the addition of SSV, SMV, SUV and SDV and 
is a measure of the resource impact during the life of a product. 

SGBV is a measure of how much resource is returned and can 
therefore be deducted from the resource impact (sustainable 
Life Value: SLV) as the model shows in figure 12. 
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Conclusions 

In this world-wide consumer society it is inevitable that 
products will be produced used and disposed of, but every 
product reduces the earth’s resources. Perhaps this process 
cannot be prevented, but it can be slowed substantially. 

The task falls to our Engineering Designers and Engineering 
Design teams to instigate a change in attitude and approach 
towards Sustainable Engineering Design. As in the Taguchi 
model for quality engineering it can only be the designer who 
can instigate the shift in attitude and the change in design 
practice. Design is the key to Sustainable Engineering 

The model outlined above reduces transport distances reduces 
manufacturing resources reuses, recycles and repairs goods. 
Adopting these elements will lead to a localised economy model 
reducing financial costs and providing local, specialist 
employment.  

It can also be seen that an element of “Give-Back” will help to 
reduce the impact of a product by reducing the Sustainable Life 
Value (SLV) and that the implementation of give-back 
technologies such as flywheel batteries can greatly offset the 
impact products may have on earth’s resources. 

The use of carbon foot printing is useful but is viewed as a 
commercial tool only and does not embrace the whole life cycle 
of the product from sourcing to disposal. It is proposed that a 
much more useful and accurate measurement is energy usage 
since this is involved at every stage of the products life. 

The introduction of a measurement tool, Sustainable Life Value 
(SLV) is a great step forward in the measurement of resource 
impact. There is some work yet to accomplish to ensure this 
measurement tool becomes viable. 

Sustainable Engineering Design: Necessity or Luxury 

The earth’s resources are dwindling at a heavy rate and over the 
last 30 years in particular there has been much debate and 
suggestion as to how the use of resources could be reduced. A 
few lone practitioners began to act, but still the extravagance 
continued. Recent years has seen increased climate change and 
a greater thrust towards sustainability. Recently The Institution 
of Mechanical Engineers has urged its members and partner 
institutions to adopt a sustainable approach. The initiative has 
begun to focus the minds of Mechanical Engineers and initiated 
action.  Many Global Companies are developing their own 
strategy but there is a great need for a cohesive and coherent 
approach so that all designers can work towards similar goals 
and have a significant effect. It is the proposal of this paper to 
propose a complete model from sustainable sourcing to  
sustainable disposal and further suggest a much needed 
measurement method, that of Sustainable Life Value. 
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 ABSTRACT 

 
In software intensive avionics projects the problem of 
missing adherence to the complex process landscape has 
been known for decades. This problem is significantly 
aggravated when the combination of business needs, such 
as improving productivity and responsiveness to 
technical changes are required in addition. 
The modeling of the Agile Avionics Software 
Development Processes through the Application of an 
Executable Process Framework shows first useful results 
in improving the situation of missing process adherence 
and is increasing transparency of process changes.  
 
Keywords:  Process Modeling, Complex Avionics 
System Software, Executable Process Framework, Agile 
Avionics Software development, BPMN2.0 

 
 
 

1. INTRODUCTION 
 
In today’s avionics software development the survival 
and growth of business requires effective means to align 
organizational business objectives with software project 
management and software processes. 
 
The continuous technological advancement of computer 
technology over the past decades is accompanied by a 
similar growth of the complexity of avionics systems 
which in turn caused an exponential increase of the 
complexity of aircraft software [9] as indicated by figure 
1. For decades this increasing software complexity has 
been standing in strong contrast to the problem of 

insufficient or missing software process adherence in the 
complex avionics software engineering process 
landscape. The results are observed in many civil and 
military aviation programs leading to severe cost and 
schedule overruns. It's not that the software doesn’t work; 
it's the traceability of the software [7], i.e. the proof that it 
has been developed according to the standards. 
 
Furthermore, this problem is significantly aggravated in a 
competitive environment where improved productivity, 
faster time to market and better quality are required. 
Traditionally the approach to Avionics software 
development follows the waterfall lifecycle model as 
depicted by figure 2 which provides less development 
speed compared to the Agile lifecycle model shown in 
figure 3. 

 
Figure 1: Increasing Complexity of Aircraft Avionics  
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Figure 3: Agile Lifecycle Model 
 
 
This paper describes the new idea to model the complete 
avionics software process landscape incorporating both 
development and certification standards with the Business 
Process Modeling Notation 2.0 (BPMN). The first result 
of this research project currently undertaken at Cassidian 
is the development of a BPMN 2.0 based process 
framework for the specification and deployment of 
complex agile avionics software engineering processes.  

Besides its formal static semantics the BPMN standard 
also specifies execution semantics for the implementation 
of business processes in corporate IT infrastructures. In 
the context of our research project this feature has been 
used to deploy and execute the complex avionics software 
development process landscape transparently via web-
browser in the complex software development 
environment.  

Through the application of this process framework the 
introduction of the Agile Lifecycle Model for the avionics 
software development became feasible in the context of 
traceability for certification. 

With this solution two new ideas are presented to the area 
of software engineering and process modeling: (a) to use 

the Business Process Modeling Notation (BPMN 2.0) for 
the formal specification of all software project 
management and software engineering processes and (b) 
to use a process engine to deploy and execute agile 
avionics software development processes. 

The remainder of this paper is structured as follows: 
chapter 2 will provide a brief overview on related work 
before the executable process framework is discussed in 
chapter 3. Subsequently, in chapter 4 the formal process 
models for agile avionics software engineering and their 
application in the executable process framework are 
presented. Chapter 5 concludes with an outlook on future 
activities. 
 

2. RELATED WORK 
 

Today the area of process modeling and execution is 
mainly restricted to the business process level. In 
particular the new BPMN 2.0 standard has gained wide 
acceptance in industry. Several application areas have 
been reported, such as internal process management in 
large health care institutions [4], customer management 
[4] and process migration in telecommunications [5], 
customer support management in aerospace [6], and 
many others.   

This acceptance in industry is based on the need for a 
common, cross-domain process standard which not only 
supports the modeling, but also the static verification of 
complex process landscapes and their deployment on 
enterprise IT-infrastructures. BPMN 2.0 fulfils all these 
requirements: its static semantics are formally defined by 
a UML-Metamodel and its execution semantics in terms 
of WEB services. 

Although the new BPMN 2.0 standard explicitly lists 
engineering processes as a possible area of application, 
no references to Avionics software development 
processes could be found. One of the reasons could be, 
that traditionally the application of software process 
standards in industry is defined by a set of authorized 
planning documents (e.g. software development plan, 
software verification plan, etc.) which specify the 
individual processes, their inputs / outputs, and the 
process stages to be performed. Even though these 
processes are usually depicted in some graphical form, no 
formal process modeling is applied. 

In the context of the EUREKA-ITEA AGILE Projects A. 
Wils et al [15] investigated the applicability of agile 
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methods to the embedded software domain. At a first 
glance the combination of agile development with 
certification of Avionics Software seems to be a 
contradiction, but it is feasible. However, no particular 
agile process solution was presented. No further 
publications on agile software development for avionics 
systems have been found. 

3. THE EXECUTABLE AVIONICS SOFTWARE 
ENGINEERING PROCESS FRAMEWORK 

(EASE-P) 

Framework Requirements 

The lack of formal process modeling in the agile avionics 
software engineering domain manifests itself in 
inconsistent software process planning documents and 
insufficiencies in software engineering process 
adherence. The consequences are severe project delays, 
cost overruns, and quality problems - the most recent one 
being reported in [7]. From our experience the reasons for 
project failure are manifold, however, the top 3 addressed 
by this paper are: 

(1) Inconsistencies in the software engineering process 
landscape 

(2) Lack of adherence to software engineering processes 
or methods 

(3) Insufficient project metrication, solely based on 
Earned Value Management (EVM) 

 

The source of problem (1) is the complexity of the 
process landscape required for agile avionics software 
engineering. Figure 4 shows the landscape of the relevant 
processes of which most not only run in parallel but are 
also of a highly iterative nature. However, the resulting 
complex process interaction pattern are typically neither 
modeled nor verified. Instead, different process areas are 
defined by software planning documents which provide 
an informal picture of the processes, textually detail their 
activities, and describe their input / output relation with 
other processes. 

The non-adherence to software engineering processes (2) 
cannot just cause major project delays but also endanger 
Avionics software certification. Although detailed textual 
descriptions of all processes and process stages exist, the 
overall complexity of the process landscape obstructs the 
situational awareness of the individual software 
engineers. This problem is intensified by the fact that 
engineers are typically assigned to one process stage only, 
e.g. software requirements analysis, and typically have 
very different educational backgrounds and skills.   

The third reason for project failure addressed by this 
paper is the one-dimensional project measurement and 
control process implemented in most organizations. The 
standard approach is the utilization of Earned Value 
Management (EVM), i.e. project progress is measured in 
terms of man hours spent vs. values earned in terms of 
project milestones achieved. However, a project 
milestone does not denote quantitative and qualitative 
product information. To get a clear picture of 
productivity rates and product quality the EVM system 
has to be complemented with a product metrication 
process.  

 

 

Figure 4: The agile avionics software process landscape 

To eliminate the aforementioned deficiencies in Avionics 
software engineering a new approach to process 
modeling and execution is required. This new approach 
should  

• Utilize formal process specifications which lend 
themselves to the application of formal verification 
techniques in order to eliminate process 
inconsistencies 

• Provide explicit and graphical process guidance to 
increase the individual situational awareness and to 
reduce the impact of personal educational 
backgrounds and skill sets 

• Support the implementation and integration of 
product metrication’s to complement the traditional 
EVM based project control process. 
 

Framework Concept 

This paper proposes the new idea to adopt the business 
process modeling and execution approach to the domain 
of Avionics software project management and software 
engineering. All processes on the business, project, and 
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engineering levels are then specified in the unified formal 
notation BPMN 2.0. Based on the static semantics of this 
notation formal verification approaches, e.g. model 
checking, can be applied which enable the detection and 
elimination of inconsistencies in process interaction and 
process data exchange by simulation. 

Besides this strong advantage the utilization of BPMN 2.0 
offers additional benefits for Avionics software project 
management and Avionics software engineering. This 
paper proposes the new idea to deploy and execute the 
formally specified processes on a process execution 
engine such as jPBM [8]. However, this engine not only 
executes the individual project and engineering processes 
but also ensures overall process orchestration. Based on 
the graphical syntax of BPMN 2.0 both execution and 
orchestration of these processes can be graphically 
represented in a tool to provide an explicit visual 
guidance for the software engineers and to reduce the 
direct impact of personal educational background and 
skills. Moreover, for training purposes the process 
execution can be simulated for training projects. This 
allows for a seamless integration of training and 
engineering activities. 

For avionics software project management the presented 
approach can be extended by integrating product 
metrication activities. This requires the specification and 
deployment of product metrication activities in the scope 
of the project measurement and control process and the 
implementation and integration of metrication procedures 
on the process execution engine. The invocation of these 
metrication procedures is then triggered whenever the 
corresponding activities of the project measurement and 
control process are executed. The gathered quantitative 
and qualitative product data – i.e. number of base lined 
requirements, implemented LoC, completed test 
procedures – provide a far more detailed project status 
than that solely based on EVM.  

Framework Implementation 

The conceptual ideas presented in the previous section 
were validated in the aerospace industry by means of an 
implementation prototype. The resulting EASE-P process 
framework combines existing tools, such as configuration 
management systems and task databases, with a new 
process execution engine and process visualization tools. 

The overall tool architecture of the EASE-P process 
framework is depicted by figure 5. It utilizes a web-based 
client / server architecture where the jPBM process 

execution engine is integrated on the web server. The 
processes can be visualized and controlled via standard 
web browsers interactively. However, the type of 
interactions allowed is restricted for the different users 
depending on their role and responsibility in the project. 
The implementation of this approach is based on system 
access rights which also govern access to the framework 
tools. This ensures for instance that project metrication 
can be executed only from an account with project 
management rights. However, the same account is not 
permitted to introduce software configuration baselines or 
to check-in source code.  

Process Modelling Process Execution Process Guidance

Software Config Management

Task Database

Process Execution Engine

Project Management Processes

Software Engineering Processes

Software Product Metrics

EASE-P Project ClientEASE-P ServerBPMN 2.0 Editor

EASE-P Process Client

 

Figure 5: The executable avionics software engineering 
process (EASE-P) framework 

The integration of the process execution engine and the 
existing tools is based on web-services. This approach is 
conforms to that used on business level and hence allows 
the future integration of the EASE-P framework into the 
enterprise IT-infrastructure. 
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Figure 6: BPMN specification of software integration 
process [14] 

4. AGILE AVIONICS SOFTEWARE 
ENGINEERING  PROCESS FRAMEWORK  

The implementation prototype of the EASE-P process 
framework was used to model and deploy the agile 
avionics software development processes as depicted by 
figure 4. Thereby, the top-level BPMN specification 
closely follows the planning document structure defined 
by the avionics software certification standard DO-178B 
[3]. In this model the agile software development process 
formally captures all activities usually described by the 
Software Development Plan (SDP). The same applies to 
software verification, quality assurance, configuration 
management, and certification liaison which are 
traditionally defined by the Software Verification Plan 
(SVP), the Software Quality Assurance Plan (SQAP), the 
Software Configuration Management Plan (SCMP), and 
the Plan for Software Aspects of Certification (PSAC).  

The only exception to this rule is the separate 
specification of the software review activities which 
normally constitute one specific part of the software 
verification activities. However, this modification was 
necessary due to the fact that we allow multiple software 

development process instances to be executed in parallel 
in order to achieve a agile software development. Figure 
7 shows the holistic view on the agile avionics software 
process realization.  

 

Figure 7: Holistic view on agile avionics software 
process [14] 

In this context the explicit software review process is 
used to synchronize the parallel development phases 
before the formal software review is conducted, which is 
mandatory  to fulfill the certification requirements for 
Agile avionics software development.   

The presented modeling approach extensively uses 
BPMN process composition to roll-up the 
implementation details. As an example consider the 
software integration process shown as a single process 
box by figure 4. The formal specification of the detailed 
activities of this process is depicted by figure 6. In this 
BPMN specification the parallel execution of software 
processes is modeled by means of BPMN pools each of 
which encapsulates the process-specific sequence of 
activities. The information and data flow between these 
processes are modeled in terms of BPMN events which 
trigger and synchronize the internal activities of the 
concurrently executing processes.  

The process models have been deployed on the EASE-P 
process framework which provides graphical process 
guidance to software project managers and software 
engineers.  

 

5. CONCLUSION 
 

This paper presented the two new ideas to implement 
agile software development processes for avionics 
software engineering: (a) to use the Business Process 
Modeling Notation (BPMN 2.0) for the formal 
specification of all software project management and 
software engineering processes and (b) to use a process 
engine to deploy and execute agile avionics software 
development processes. 
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Besides the strong advantage that BPMN 2.0 provides 
both a formal process specification semantics and an 
execution semantics the EASE-P Framework offers the 
following additional advantages: 

1. Visualization of all software processes and their 
complex interaction to both software developers and 
project managers 
 

2. Process guidance for all software developers through 
step-wise process execution to ensure subsequent 
avionics software certification 

 
3. Situational awareness at each state for project 

managers through integration of metrication to 
ensure schedule adherence, productivity level and 
objective metrication based on development artifacts 
for Software Project Management which 
complements the traditional EVM approach  
 

The presented approach shows that all necessary agile 
processes for the development of certifiable embedded 
Avionics software can be specified in BPMN 2.0 and 
integrated into EASE-P process framework. These 
processes and interactions have been based on the 
relevant standards for software development ISO/IEC 
12207 und DO-178B. 
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ABSTRACT 

In recent years, all over the world, students are less 
interested in science, especially in computer science 
where the number of students is shrinking. Also, 50% or 
more students who initially choose computer science soon 
abandon the study. Hence, it is essential to attract 
students to learn computer science, in particular computer 
programming, via non conventional teaching approach. A 
promising medium is serious game for learning computer 
programming, given its fun gameplay characteristics. 
However, several games intended for computer 
programming are either hard to be extended, lack of 
dynamicity, or are not challenging which lead to boredom 
and lack of motivation in learning. On the other hand, 
computer science unplugged learning for primary-aged 
children via mathematical based activities using, for 
instance, cards and boards, is considered to be very 
compelling and improving conceptualization. Moreover, 
problem solving skill acquisition in form of puzzle based 
learning for university students are immediately pertinent 
to their problem solving skills development due to its 
attracting and intellectually challenging nature. Given 
these facts, this paper presents game contents targeted for 
different prior knowledge in programming which will be 
used in serious game for learning programming.  

Keyword: Game Contents, Serious Games, Computer 
Aided Learning, Learning Computer Programming  

1. INTRODUCTION 

The advancement of information technology has brought 
many changes on how we work and live. Learning as 
central part of human activity is also affected by this 
innovation. Digital learning has been widely adopted for 
various objectives e.g. learning basic knowledge in early 
childhood development [1], learning mathematics in 
elementary school [2], and learning various subjects in 
universities [3, 4]. Prensky [5] stated that mostly people 
see learning as a painful activity that someone has to go 
through to acquire necessary knowledge and skills. 
Prensky [5] compared it with playing games. The clear 
distinction is that playing is a fun and engaging activity 
which gives motives to people to play it voluntarily. 
Therefore, Prensky strongly argued that conventional 
learning is outdated and the modern way of learning is 

through a real gameplay so that student will learn while 
having fun. More moderate views from Blunt[3] and 
Bellotti et al [6, 7], suggested the use of serious games as 
tools to support learning and to motivate students. 
According to Zyda [8], a serious game is “a mental 
contest, played with a computer in accordance with 
specific rules, that uses entertainment to further 
government or corporate training, education, health, 
public policy, and strategic communication objectives”. 
Therefore, any game built to differ from pure 
entertainment can be considered as a serious game. 
Serious games have been extensively studied in recent 
years for their ability to enhance general development 
such as logic, memory, problem solving [9, 10], induce 
motivation in learning and improve academic 
performance [3, 11]. Serious games are adopted in 
academic curriculum mostly in the area of management 
and economics [3]. Hence, there are still many benefits of 
their application which could be further investigated. For 
instance, the benefit in collaboration development [1, 11, 
12], motivational factors [2, 13, 14, 15], contents 
selection and authoring [1, 6, 7], genre [14, 15], strategy 
and competition, behavior [10], personalized learning, 
etc. 

2. BACKGROUND 

In recent years, all over the world, students are less 
interested in science, especially in computer science 
where the number of students is shrinking. 50% or more 
students who initially choose computer science soon 
abandon the study [16]. Computer science curriculum 
2008 of Association for Computing Machinery (ACM) 
mentioned that fluency in a programming language is 
prerequisite to the study of most of computer science 
[17]. Being the core of study in computer science, it is 
essential to introduce computer programming in an 
attractive style while keeping students interests on the 
subject after entering university. According to Bayliss 
[18], three approaches exist to motivate students to learn 
programming: (1) building novice programming 
environment, (2) introducing programming contest, (3) 
game.  

Alice2 [19] is one of example of novice programming 
environment to teach programming using drag and drop 
environment. This allows users to learn logic and 
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programming structures without being involved in the 
syntaxes. Overmars [20] suggested GameMaker to 
develop simple games through drag and drop 
environment to assist students in understanding program 
structure. The second approach, programming contest, 
adopted in [21, 22] were able to motivate students to 
learn programming due to its competitive nature where 
dropout decreased from 72% to 45% and passing rate 
increased to double. The last approach makes the students 
play game to learn. An example is Colobot, a video game 
about colonizing a planet using robots that players have 
to program in specific object oriented (OO) language. 
However, the real engagement with rich experiences and 
fun in learning can be provided through playing games 
due to its gameplay nature [5]. As a matter of fact, 
exploitation of games as part of educational curriculum 
has been investigated in literatures.  

Some works have already been done in introducing games 
to computer programming either as assignments [20, 23, 
24, 25] or actually playing real games such as  Role 
Playing Game (RPG), Real Time Strategy game, and 2D 
adventure game [13, 16, 26]. Muratet et al [16] developed 
a real time strategy (RTS) game about how to acquire 
resources and locate opponents using some given 
functions. Mohammed et al [26] developed an adventure 
2D game that utilized local culture and provided 
interaction with the users via a cellular phone like 
graphical user interface (GUI). The GUI enables users to 
write code snippet per line until the required functionality 
achieved. Chang et al [13] built a mini and incomplete 
MORPG game with tasks in form of simple quests such 
as answering true or false, multiple choices, filling the 
blanks, and simple coding. 

Game as assignments was done by Chen et al [24] by 
developing a restricted graphical like game of airplanes. 
Overmars et al [20] discussed the use of GameMaker as a 
development tool for teaching object oriented (OO) 
concepts, whereas [23] use 3D computer game like tool 
to teach computer animation using C-Sheep and Open GL 
as renderer. Sung et al [25] developed GTA (Game-
Theme Programming Assignment) to teach introductory 
programming using Microsoft XNA. All of these works 
wanted to attract students to learn programming.  

The work of Muratet et al [16] is good for training logics 
and competition. However, it only provides limited 
number of functions which can be used. Moreover, it has 
merely five missions which are inextensible. There is no 
mechanism to introduce new levels or other type of 
missions or tasks. Other work by Mohammed et al [26] 
provides a good interaction by providing cellular phone 
like programming GUI. However, there is only coding 
quest that is supported. New type of tasks, additional 
tasks and stories require some amount of efforts to be 

implemented. Moreover, students have to learn the game 
mechanics before playing the game which diverge 
students from learning the actual skill i.e. programming. 
MORPG game developed by Chang et al [13] suffers 
from boredom since it lacks of dynamicity within the 
game i.e. attributes of players such as health and strength, 
and the virtual world are static. There is no reward in 
gaining more health or strength by solving given tasks. 

Sung et al [25] provides good examples of game as 
assignments. This work introduced programming logic 
into some visualized problems which is good for beginner 
and intermediate level students to boost their interests to 
programming. At first, the GTA GUI induced 
experimentation, yet as students become more proficient, 
the advantage of visualized problem diminished. The fact 
that more experienced students prefer assignment without 
elaborate setups was confirmed by Guzdial [27]. Hence, 
it lacks of tasks variety with respect to different targeted 
skills.  

In short, up to now there is no serious game designed and 
developed to learn computer programming, in particular 
contents with rich variety of tasks intended for different 
targeted skills while maintaining the motivational level 
high. 

3. RESEARCH QUESTIONS 

Creating well suited contents for different targeted skills 
is essential in learning. This can be observed from an 
extension program named computer science unplugged 
learning, intended for primary-aged children designed by 
Bell et al [28]. This program introduces knowledge on 
computer science such as data, information, and some 
basic algorithms and it has been perceived well by 
students. The activities in the program highly utilize 
mathematics and analogy represented by for instance 
cards and boards are considered to be very compelling 
and improving conceptualization for their age. Other 
observation is puzzle based learning used to enhance 
problem solving skill to university students [9]. The result 
was immediately observable in their problem solving 
skills development due to its attracting and intellectually 
challenging nature.  

This paper aims at investigating ideas on contents for 
different type of users based on their knowledge and 
skills in programming for serious game for learning 
programming, as well as nurturing problem solving skills, 
to be effective, and to be motivational. Contents will be 
developed based on topics covered in computer science 
curriculum 2008 of ACM for computer programming 
[17]. This paper is a preliminary stage of developing a 
novel serious game which will lead to future research in 

314

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



   
 
 

answering the possibility of computer game to support 
teaching, and learning programming in particular. The 
early steps will try to determine the following questions. 

• Who are the target user group of the game? 
• What prior knowledge and skills of each target has?  
• What are the examples of contents for each targeted 

skill?  

4. THEORETICAL BASIS 

As aforementioned, learning is less motivating compared 
to playing game since playing game is a fun and engaging 
activity. Generally fun comes from activities that we 
enjoy to do and the more we do, the better we get. 
Prensky [5] listed a collection of fun activities defined by 
Garneu: beauty, immersion, intellectual problem solving, 
competition, social interaction, love, creation, power, 
discovery, advancement and completion, and application 
of ability. The key of engaging characteristic of games is 
the gameplay factor such as game’s rules, players’ 
choices, the difficulty of the road to success, the game 
balance which keeps the player in the “Flow Zone”, and a 
long term goal with clear short term goals. Depending on 
the game genres, the engaging activities can be as it 
follows. 

• Puzzle game: the physical and mental challenge within 
the puzzles 

• First Person Shooter (FPS) game: the opponents’ speed 
and abilities. 

• Strategy game: the available options and tactics to be 
employed. 

Another example of engaging activity is mind game by 
asserting uncertainty of information in a class since 
students need to sort out the correct information from the 
false.  

The difficulty of road to success and ability to keep the 
game balance according to the flow zone is the important 
aspect in creating contents for game. On pedagogical 
point of view, incongruity theory by Lankveld et al [29] 
stated learning may takes place if there is low positive 
difference between environment complexity against the 
internal mental model of the context, see Figure 1. 
Moreover, Vygotsky, a constructivism theorist, stated that 
in order learning to be optimal, the knowledge and skills 
should be kept in the Zone of Proximal Development 
(ZPD) [30]. This means learners should be kept in a 
narrow zone where the knowledge and skills is neither too 
difficult nor too easy to master under a proper guidance. 
These theories emphasized on the conformity of learning 
material with the prior knowledge of the learners. 
Another theory is Sweller’s delivery strategy called 
Cognitive Load Theory (CLT) [31]. Sweller divided the 
memory of the brain into two i.e. short term and long 

term. Short term memory is essential to process perceived 
information prior to be stored in long term memory as 
knowledge. Yet, the short term memory is limited and 
overloading it inhibits learning. Therefore, information 
should be delivered in gradual manner which will give 
learners time to structure their knowledge and develop 
understanding. Providing partially worked example called 
Faded Working Example (FWE) for the learner to be 
completed is one way in CLT.  

In general, the idea is that the game/contents should 
leverage the player’s personal connects (previous 
knowledge and experience), in order to better support 
knowledge acquisition. 

5. REQUIREMENTS ON DESIGNING CONTENTS 

Prior to providing contents with various difficulty levels 
to better suit with the skill of the users, the target user 
groups should be defined. Afterward, in each target 
group, various tasks with multi-level challenges can be 
introduced. This will allow the game to adjust with the 
progress of the users. There are four dimensions of multi-
level challenges can be employed [2] as follows. 

• Task difficulty: prior knowledge needed to solve 
problems 

• Task complexity: the number of sub-tasks which 
compose the main task 

• Resources: what users have to complete the tasks e.g. 
time constraints  

• Opponents: the number of opponents and their abilities 

Subsequently, a delivery scenario can be developed in 
order to correctly cast the suitable tasks for learners. This 
is called adaptive learning i.e. a feature will be made by 
taking account the user profiles in term of their 
corresponding user groups and their performance which 
is highly suggested by Frazer et al [15]. However, this 
feature will not be discussed further. Instead, some 
examples of tasks with different targeted skills with their 
multi-level challenges will be presented.  

Figure 1.: Incongruity, Lankveld et atl [28] 
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Target User Groups 

Prior to developing the contents, targets should be 
defined. Computer science unplugged [28] intended as 
extension program for primary aged children to introduce 
basic computer science are considered to be very 
compelling. Therefore, in order to attract prospective 
students to computer science, this type of approach is 
interesting to be explored as part of the contents where 
pre-university students are mostly the target. In addition, 
students who already enrolled in computer science major 
should be retained and motivated. GTA [25] are good 
examples for beginner students to keep them interested 
with the computer science. As students become more 
proficient, more challenging should be exploited [27]. 
Programming contests [21] or programming from scratch 
using Faded Working Examples (FWE) described in 
Section 4 may provide these challenges with topic of 
higher level problem solving. Therefore, there are three 
targets that will be on focus as shown by Table 1. 

Table 1: Targeted users with their corresponding skills 
Targeted 

Users 
Knowledge and Skill 

Level 
Tasks Type 

Pre-
university 
students  

High school 
mathematics and 
algebra 
No previous 
knowledge 

• mathematical based 
activities using cards 
and boards 

First year 
university 
students 

No previous 
knowledge 

• support curricular 
activities 

• low to medium level 
problem solving and 
logic  

Second 
year and 
upper 
university 
students 

Basic programming  • support curricular 
activities  

• higher level of problem 
solving and logic 

Computer Programming Curriculum  

Given defined targets in Table 1, the tasks for the second 
and the third targets should be based on computer science 
curriculum. According to joint ACM and IEEE 
curriculum, fundamental programming stresses on 
fundamental programming concepts, basic data structures, 
and algorithmic processes to reach fluency in 
programming language (PL) [17]. Table 2 shows the 
topics covered by programming fundamentals.  

Table 2: Curriculum on programming 

Courses Materials Topics 

ACM/IEEE: 
Programming 
fundamentals 

� Fundamental 
constructs 

 
 
� Algorithmic problem 

solving 
� Data structures 

� Basic syntax and 
semantic, variables, 
types, simple I/O, 
control structures 

� Problem solving 
strategies, role of 
algorithm  

 
 
 
� Recursion 
 
 
 
� Event driven 

programming 
 

� OO programming 
 

 
 
� Foundations in 

information security
� Secure programming

� Representation of 
numeric data, arrays, 
strings, pointers and 
references, linked 
structures 

� Concept of recursion, 
mathematical 
functions, divide and 
conquer strategies 

� Event handling 
methods, event 
propagation, exception 
handling 

� OO design, 
encapsulation, classes 
and sub classes, 
inheritance, 
polymorphism 

� Role of computer and 
network security, 
security standards, 
worms, viruses, risk 
assessment 

� Overflowing checks, 
secure run-time stacks  

UNIGE: 
fundamentals of 
computer 

� Introductory 
concepts 
 
 
 
 

� Software design 
 
 

� PL C++ 
 
 

 
 
 
 
 

� Data structures 
 
 

� Algorithms 
 
 

� OO programming 

� Computer architecture, 
hardware, software, 
operating system, 
compiler, applications, 
binary encoding of 
information 

� problem analysis; 
concept of algorithm, 
software design 
methodologies 

� structure of a program 
in C + +, basic data 
types, variables, control 
structures, pointers, 
dynamic memory 
allocation, functions 
and recursion, I/O, 
debugging 

� queues, stacks, lists, 
trees and their 
operations: access, 
insertion, 
deletion, sorting 

� search and sorting 
algorithms, fusion 
algorithms, recursive 
algorithms  

� classes, objects, 
messages and 
methods, design of 
simple classes, 
constructors and 
destructors, 
overloading,  of 
functions and 
operators, inheritance, 
polymorphism 

 

Joint ACM and IEEE curriculum is a suggestion of the 
materials needed in order students to have equal 
competences. Therefore, it does not strictly have to 
employ all the materials in the lesson. Some materials e.g. 
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secure programming can be excluded if the competence 
output does not require that specific areas [17]. A 
comparison for fundamental of computer course in 
University of Genoa (delivered in two semesters) can be 
observed in Table 2. Both curriculums have similar 
materials to develop fluency in programming which 
mainly consist of fundamental concepts, basic algorithms, 
data structure and OO programming.  

Topics for Each Target User Group 

Given the target users, and teaching materials in Table 1 
and Table 2, we have preliminary constructed the topics 
for each target user in Table 3. 

Table 3: Topics for each targeted user groups 

Target Users Topics 

Pre-university 
students 

Binary numbers, data representation, text and 
image representation and compression, simple 
algorithms 

First year 
university 
students 

 All materials for pre-university students, PL, 
data structures, algorithmic problem solving , 
recursion 

Second year and 
upper university 
students 

All materials for 1st year students, OO 
programming, algorithms complexity 

Bloom taxonomy classified the learning objectives into 
three domains: cognitive, affective, and psychomotor 
[33]. Within each domain, learning at higher level is 
dependent on having attained prerequisite knowledge at 
lower level. This taxonomy justified the topics selection 
presented in Table 3. The three domains of learning 
objectives will be further investigated to determine the 
level of taxonomy of each task given the domains. 
Nonetheless, an illustration of tasks to support cognitive 
domain is as follows.  

• Pre-university students: to give ideas on computer 
science. Hence, it will evolve around knowledge and 
comprehension (level two in the cognitive domain 
[33]). 

• First year university students: previous level added 
with application, problem solving, and logical thinking 
(level four in the cognitive domain [33]). 

• Second year and upper university students: previous 
level added with synthesis and evaluation (level six in 
the cognitive domain [33]).  

The tasks can be in form of true/false, multiple choice, 
pair matching, put in the right place, and find the error. 
However, more variety of tasks will be considered in the 
future. In each targeted skill, multi-level challenges can 
be implemented by defining tasks difficulty level, tasks 
complexity, and resources restriction to complete the 
tasks. An important thing which should be noted is the 

Bloom taxonomy merely drives the topics delivered, not 
how the game will progress. 

6. CONTENTS ILLUSTRATION 

Based on the topics with respect to different targets 
above, examples are proposed as preliminary idea on the 
contents of the game for computer programming. 
Basically the game will be designed to have a low 
learning curve for mastering it and motivate the users to 
play using Csikszentmihalyi’s flow theory [34] instead of 
using conventional Bloom taxonomy driven learning [33]. 

Pre-University Students 

The objective of this segment is to introduce computer 
science as an attractive field to learn. One of possible 
ways is through mathematical based activities [28] which 
are syntax free as follows.  

1. Activity 1: Binary number  

• Given a group of jars with the following volume in 
liters (L): 1, 2, 4, 8, 16 (Figure 2). How to obtain 5L 
from those jars if ‘?’ can only be represented by 0 or 1 
which means you don’t use the jar or you use the jar, 
respectively. 

• Similar as before, how you can obtain 9L and 30L. 

This activity gives an idea to students about binary 
representation and its use in computers in representing 
data and information. For instance, the answers of the 
question are 00101, 01001, 11110 for 5L, 9L, and 30L, 
respectively. It allows students to understand the amount 
of bits that required in representing certain number in the 
computers. Increasing complexity can be done by, for 
instance, adding jars that represent additional bits used. 
Also, this type of activities can be expanded to introduce 
the concepts of ASCII codes. 

2. Activity 2: Understanding logic and algorithm 

Figure 2.: Group of jars 
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Five cards are drawn from the stack which results the 
numbers in Figure 3a. Then, the cards are shuffled and 
put in face down position (Figure 3b). The task is to sort 
the cards in Figure 3b in increasing order. However, only 
two cards are comparable at a time. What is the minimum 
number of comparisons until the cards successfully sorted 
in order? 

This gives an idea to students about sorting algorithm. 
The activity requires interactive graphical user interface 
(GUI) to flip card and compare two cards at a given time 
instance. This activity can be sliced into minor steps or 
expanded to various searching algorithms e.g. binary 
searching, selection sort, and hash table for different level 
of challenges.  

First Year University Students 

The objective of this segment is to retain the interest of 
the new students in computer science, in particular 
programming course. Puzzles and visualized tasks may 
help them understand the materials as follows.  

1. Task 1: Data structure  

Figure 4 visualizes an empty array, a filled array, and a 
piece of codes that represent the empty array used within 
one pass loop structure. The task is to fill the elements of 
the empty array as the elements of the filled array by 
using the loop. 

The purpose is to give an idea to students about value 
assignment in array and problem solving using simple 
mathematical operations. The extension of this task can 
be different type of mathematical operation, sorting, or 
two arrays addition or subtraction. Adding the size of the 
array is one of examples in increasing complexity. Also, 
worked example can be removed which make the 
problem more complex. 

2. Task 2: Algorithm analysis 

You are given the following code in Java. 

public static void main(){ 
       k=0; 
       for(int i=0;i<10;i++){ 
             k++; 
       } 
       System.Out.println(k); 
       System.Out.println(i++); 
} 

Which one is the correct output? 

A. 10 and 11 
B. 9 and 11 
C. 10 and 12 

The purpose is to allow students to perform syntax and 
semantic analysis. The level of difficulty can be increased 
by adding nested loop. Adding possible answers or 
variables to be observed are possible to increase 
complexity. Resource restriction can be in the amount of 
time to answer the question.  

Second and Upper Year University Students 

This segment differs from previous segments in term of 
the complexity, since target users are expected to have 
acquired basic programming. This target skill needs more 
challenging problems to retain the amusement such as 
complex puzzles used in programming contests and OO 
programming as follows.  

1. Problem 1: Mathematics 

Find the solution for equation: 020124 2 =−+ xx  by using 
all coefficients as input.  

This problem assesses the mathematical capability of the 
students as well as their analytical skill to observe all 
possible cases in the problem. This problem can be sliced 
into several steps using Faded Working Example (FWE) 
to assist students. However, the more advanced the 
students, the less assistance will be provided. 
Competition can be induced by recording the best time 
used by students beside the correctness of the program. 

2. Problem 2: OO Programming 

Figure 4.: Task 1: Data Structure 

Figure 3.: a) cards face up, b) cards face down 
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Given two instantiated stack objects A and B with their 
corresponding operation i.e. push and pop (Figure 5), sort 
the numbers in stack A using stack B in decreasing order.  

The purpose is to allow students to understand a type of 
data structure i.e. stack and utilize it for processing 
information. This problem can be sliced into several steps 
using Faded Working Examples (FWE) depending on the 
students’ level.  

For both problems above, FWE can be in form of how the 
problems are presented. For instance, students with lower 
skill level have to arrange a given set of unordered pieces 
of codes, whereas students with higher skill level have to 
complete a given program by filling several lines of 
missing codes. Moreover, visualization such as elements’ 
movement in the stacks (Problem 2) may be provided as 
hints for different skill level. 

7. CONCLUSION AND FUTURE WORKS 

This paper served as the first stone for developing serious 
games to support learning in computer programming. It 
defined different target user groups of computer 
programming games with respect to the users’ prior 
knowledge and learning objective.  Also, preliminary 
examples of tasks as part of the contents for educational 
game were presented. Utilizing familiar subjects such as 
mathematical based activities are proposed for pre-
university students to introduce computer science and 
attract them to study in computer science. Puzzles and 
visualized tasks are applied for first year to retain their 
interests in studying computer programming, whereas 
complex puzzles akin to problems in programming 
contests are employed for second and upper year 
university students.  

Future work is planned to develop a richer variety of 
tasks for the contents which supports Faded Working 
Example (FWE), and to design the tasks and user model, 
the gameplay with rich interaction, the assessment, and 
personalized delivery for the game. Available 

technologies will be observed to realize the game and 
tested to students in computer programming course. 
Indicators represent students’ skills and motivation in 
learning will be constructed and later on measured to 
confirm the expected impact on students’ perception in 
learning computer programming with the objective of the 
game. Afterward, automated learning can be developed 
which will propose personalized learning for each 
different user. Some sensors and actuators may be 
incorporated in order to acquire users’ needs and to 
provide feedbacks within the game. Also, the results of 
playing game will be evaluated to draw research finding. 
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ABSTRACT 
 
Simulations in the form of games are prevalent in the social and 
learning environments. One of the most complex areas to 
learning in science is inquiry, the act of acting like a scientist 
while asking questions and exploring the unknown. Science 
simulations afford learners the ability to manipulate time, space, 
and learning conditions; simulations can take learners to 
impossible places. Discovery-based learning techniques like 
simulations can be cognitively overwhelming.  There is criticism 
that these approaches are not effective forms of learning. 
Prudent use of simulations for the topic of science inquiry is 
advocated. Early evidence indicates that this is an area of growth 
in instructional design as simulations can provide for the open 
structure required in a scientific inquiry. 
 
Keywords: Virtual worlds, Science inquiry, Virtual 
environments, simulations, instructional design 
 

INTRODUCTION 
 
Learners are surrounded by visually immersive, interactive, and 
stimulating culture outside of education. Games, smart phones, 
and entertainment compete for learner attention. Kzero, a virtual 
worlds statistics consulting company, reported that there are a 
total of 1.399 billion registered accounts within virtual worlds as 
of July 2011 [1]. Thus growing numbers of people now have at 
least one digital presentation, an avatar, in a virtual world.  
Zynga, the Farmville game creator, shared statistics that there 
are 30 millions virtual farms in the United States whereas there 
are only two million actual farms [2]. Thus, virtual worlds are 
becoming reality for our learners.  
 
This paper proposes a discussion of one of the most recent and 
advanced instructional design approaches, the use of immersive 
simulations. Inquiry is the act of investigating and asking 
questions. Inquiry holds a special role within science education 
as it is both content (learners need to know the scientific 
method) and it is pedagogical approach (one learns to be a 
scientist through scientific behaviors such as questioning). Tools 
that instructional designers use are never one size fits all. At the 
same time, what is the role of virtual environments within 
inquiry learning? Can inquiry-based learning methods be built 
into these stimulating experiences?  What are the myths of 
inquiry-based learning in online environments?  What is on the 
future horizon for teaching and learning science inquiry online?  
Educators, designers, and researchers of the 21st century must 
address these concerns if education is to engage the learner to 
become a true citizen of this new learning age.  

 

SCIENCE SIMULATIONS 
 
Simulations and science share a natural relationship. Science 
educators have to explain and illustrate concepts that are often 
beyond the realm of the eye. For this reason, simulations are a 
natural fit for this discipline. Simulations can take the learner in 
to situations that would be too dangerous such as inside a 
nuclear reactor, too expensive such as repetitions of DNA 
testing, or physically impossible such as journeying into the 
center of a volcano.  Additionally, computer-based simulations 
can let the learner manipulate variables that would normally be 
unavailable in an experiment [3].  Blake and Scanlon [4] explain 
that time or other simulation variables can be altered by the 
learner so that the learner can explore the desired inquiry of 
‘what if’ questions.  Note that even though variables can be 
altered within a simulation, there are times when simulations 
should restrict learner control in order to maintain learning 
focus. 
 
Blake and Scanlon [4] further define simulations as “programs 
that contain a representation of an authentic system or 
phenomenon” and “allow students to change some of the 
parameters in the program and observe what happens as a result” 
(p 491). There are many types of educational simulations. 
According to Alessi and Trollop (as cited in Akpan), types of 
simulations include physical, procedural, situational, and 
process [5]. Thus, Bills [6] proposed that simulations are meant 
to simulate a real –world situation within a computer-based 
environment. 
 
Simulations, however, represent much more than moving 
diagrams. One of the most powerful ways simulations can be 
used in science is to test prior learner conceptions. It has been 
shown by Rea-Ramirez, Nunez-Oviedo, and Clement [7] that 
learners often enter science courses with persistent and incorrect 
concepts about how science works. These prior conceptions are 
based on life experiences and as such, they are very difficult to 
overcome. Learners will often accept a ‘book concept’ during a 
course and answer exam questions correctly but then continue to 
retain an incorrect concept for their lifetime. A designer needs to 
ascertain those misconceptions and carefully explore them with 
the learners in order to dismantle misconceptions and form new 
accurate science concepts. It follows that if learners formed 
incorrect concepts through life experiences, a good way to 
correct those concepts is with other immersive experiences. 
Simulations fill that gap.  

 
RECOMMENDATIONS FOR USE 

 
Simulations are good for situations that are otherwise: (a) 
dangerous such as viewing nuclear reactions, (b) expensive such 
as military flight training, or (c) impossible such missions to the 
Moon. The benefits of simulations go beyond these as Akpan 
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explained, “Even if real-life exploration is feasible, such 
experimentation can be supplemented by simulations that offer 
students the opportunity to explore a wider range of variables 
more rapidly. Such simulated experiences potentially can be 
used to confront alternative conceptions, produce 
disequilibration and with appropriate scaffolded instruction, lead 
students to a new accommodation” (Introduction, para. 4) [5]. 
Simulations can also shorten teacher preparation time and allow 
more control over experimental variables [4]. For these reasons, 
simulations can represent a prudent selection for some science 
instructional circumstances. 
 
Blake and Scanlon [4] recommended, “To be scientifically 
useful, simulations should be based on real events and data” 
(p.499). This would align with Squire’s assertion that 
simulations must be tied to real-world events in order for their 
instructional effectiveness to transfer beyond the simulation to 
the actual learner performance [8].  Merrill’s First Principles of 
instructional design also support this point [9].  
 
Science simulations are more than just viewing animated 
pictures. Blake and Scanlon [4] recommend that “Use of 
multiple representations, graphs and an opportunity to observe 
any graphs forming while the experiment is running (in real 
time) is also a very useful feature for simulations” (p. 500).  
Graph reading skills are critical in science. This tip may not be 
possible in all simulations, but there is value in linking math and 
science in this dynamic way. 
 
Game creators, whose concerns are very similar to simulation 
creators, are careful to include a compelling story. Blake and 
Scanlon [4] point out that “For all simulations, facilities to tailor 
activity to student ability levels and a narrative for students to 
follow ought to be provided either online in the simulation or by 
the accompanying notes” (p. 500). With computer-based 
simulations, the program can be created so that it automatically 
adjusts for each learner while carrying a similar narrative 
through the simulation. Additionally, the learner can keep notes 
with an accompanying virtual journal or notebook. 
 
Beyond use in science instruction, simulations can break access 
barriers for learners. Klemm and Tuthill [10] emphasized the use 
of simulations and virtual field trips not only for science 
education but to meet the needs of students with disabilities that 
may not be able to visit locations in real life [11]. Although this 
may be true, simulations are not appropriate at all times for all 
learners in science. 

 
CRITICISM OF SIMULATIONS 

 
It should be noted that implicit forms of instruction have been 
accused of being ineffective [11]. Interestingly, the solution for 
effective use of simulations harkens back to the wise use of 
personalized instruction from the 1950s [12]. Blake and Scanlon 
[4] point out that “Many researchers emphasize the importance 
of a good instructional plan when using simulations. de Jong et 
al. (1994) argue that the reason for finding no conclusive 
evidence for effectiveness and efficiency of simulations, despite 
their popularity in instruction, is the lack of support for learners 
in some simulations, that is, if learners encounter difficulties 
they may not overcome these on their own” (p.499). Also, 
because simulations are challenging forms of instruction, 
designers should be careful to align the assessment with the 
method of learning. 
 

Simulations, however, are not instructional ‘eye candy’ and this 
form of instruction moves beyond simple animations of content. 
Learning must be specified and built into the experience. Bills 
(2010) stated “the system of instruction needs to not only 
include mastery of concepts and procedures, but also 
achievement of metaskills and the transformation to tacit 
knowledge” (p. 396). Gibbons, McConkie, Seao and Wiley [13] 
warn that “An unaugmented model has limited instructional 
value, can create instructional inefficiencies, and can lead the 
learner into misinterpretations and misconceptions” (pp. 171-
172). Thus the use of simulations within instruction must always 
contain some kind of instructional goal, even if that goal is not 
made explicitly known to the learner. This contrasts with 
Squire’s [8] assertion that games “create an emotionally 
compelling context for the player” (p. 445) and that “there are 
still overarching narratives at work” (p. 447). Simulations do not 
necessarily contain narratives as games contain. Simulations can 
be shorter and the learner often has an implied role upon 
entering the interface. However, both simulations and games 
often do not strive for Squire’s [8] “perfect representation of 
reality” (p. 446). It is this aspect of a ‘version’ of reality that has 
an effect upon learners. 
 
Mayer’s [14] multimedia studies warned that there are 
combinations of media that can be overwhelming to the learner. 
This is in accord with van Merriënboer, and Ayres’ assertions 
about Cognitive Load Theory [15]. This theory posits that 
incoming information briefly enters the learner’s visual or 
auditory senses. Then working memory within the brain has a 
limited capacity to process, make sense, and sort information 
into irrelevant, which is then ignored, or into important 
experiences which are transferred to long-term memory. Long-
term memory is considered to be limitless for human purposes 
and this is where cognitive load theory and experiential learning 
theory intersect. By creating meaningful learning experiences, 
learners can internalize their learning for later transfer outside of 
the educational experience. Said another way, learners can 
remember the experience long after the lesson is done. 
Simulations strive to create multiple versions of meaningful 
learning experiences.   
 
Cognitive load theory predicts that the beginning phases of any 
simulation should be simplistic and not reflective of reality so 
that the learner does not need to struggle to figure out how to 
sort the incoming information. This reduces extraneous 
information and allows the learner to focus on the germane 
information. Once the learner moves beyond novice stage, more 
detail and higher fidelity and authenticity can be incorporated 
into the simulation.  Bills [6]paraphrases Dr. Allison Rosette’s 
description of authenticity as the “parallels between the learning 
experience and the learner’s life and real-world application” (p. 
398).  
 

CONCLUSION 
 
There have been several examples of successful science 
simulations. Ketelhut, Nelson, Clarke, and Dede used the virtual 
world, Riverworld© as an example of a disease outbreak and 
then middle school science students needed to use scientific 
inquiry skills to explore the cause of the disease [16].  Various 
simulations need to be explored for their value in giving learners 
true inquiry experiences. When the future horizon of simulations 
is only limited by imagination, the learner should engage in a 
journey of asking unlimited questions and finding scientific 
answers. 
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ABSTRACT 

The extractive distillation of ethanol using glycerol 

as entrainer is studied, where a Numerical – 

Optimization based design, operation and controls 

were performed. The research includes several steps, 

where different kinds of numerical optimization are 

involved. Through the Optimization - based design, 

it is possible to obtain both optimal operating 

conditions and optimal design. The solutions of all 

the optimization problems are achieved using state 

of the art computational tools and solvers. The 

results of each stage establishes the process that 

maximizes an economic criterion for the industrial 

production of bioethanol satisfying each problem 

constraints 

Keywords: Fuel Grade Ethanol, Numerical 

Optimization, Non Linear Programming, Extractive 

Distillation, Mixed – Integer Non Linear 

Programming, Biofuels. 

1. INTRODUCTION 

Biofuels are nowadays viable alternatives to replace 

fossil fuels worldwide. Biofuels research has been 

carried out in the past few years thanks to recent 

interest in renewable energy sources and the benefits 

of low contamination associated with their use. In 

several countries, biofuels are produced using 

traditional chemical processes: for example, in 

countries like Brazil, Colombia and Thailand, 

biodiesel is produced from palm oil and alcohol, 

producing great quantities of glycerol as a byproduct 

of the process. This overproduction of glycerol has 

been a source of research for engineers, since an 

important question emerges: what to do with it? 
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On the other hand, fuel grade ethanol production 

implies the need to remove water from it. One way 

to achieve this is through extractive distillation, an 

operation that is very energy intensive and that 

contributes in a considerable way to the total energy 

requirements of the whole process. In this context, 

extractive distillation needs an entrainer (a high 

boiling point compound) in order to achieve the 

desired ethanol purity, and here is where glycerol 

comes into play. Using the excess glycerol produced 

in the biodiesel process it is also possible to produce 

fuel grade ethanol, as it is shown in figure 1.  

This is why the present work is focused in the 

extractive distillation unit, where a Numerical 

Optimization – based design, operation and control 

were performed. It is very important to remark that 

optimization plays a very important role in the 

production of biofuels, since it is necessary to 

produce them in such a manner that makes their 

prices competitive against fossil fuels [1]. In this 

context, our research includes several steps, going 

from the most general case to others more complex. 

Nevertheless, every step in the research process is 

essential to achieve the next one. 

2. EXTRACTIVE DISTILLATION 

PROCESS 

Extractive distillation is the partial vaporization 

process that occurs in the presence of a miscible 

entrainer that alters the relative volatilities of the 

components present in the mixture to be separated 

[1]. Adding a new compound to the mixture shifts 

the thermodynamic equilibrium, modifying the 

feasible compositions that can be achieved by 

ordinary distillation. The extractive distillation 

system is made up by two distillation columns: the 

first is the extractive distillation column and the 

second is the entrainer regeneration unit. The 

flowsheet diagram is shown in figure 2.    

3. PRELIMINARY WORK 

The stages (past, present and future) included in our 

research process are addressed next: In the first 

place, the steady – state (no time - dependence) 

preliminary design and simulation of the extractive 

distillation column via shortcut methods was 

conducted using available commercial software 

(Aspen Plus ©), in order to obtain the design 

parameters that adjusts to certain product constraints 

(purity and quantity of raw matter to use). With the 

results of this first simulation, the steady – state 

simulation of the extractive distillation column via 

rigorous methods was implemented, in order to 

approve the previously obtained design. After this 

validation, the rigorous model was implemented in a 

programming environment, such as Matlab ® or 

using a programming language such as FORTRAN 

in order to simulate the column in an equation – 

oriented formulation. 

The rigorous equation – oriented model 

implemented in this stage and in the subsequent ones 

is a thermodynamic equilibrium –based model, 

where the MESH equations describe the physical 

phenomena governing the operation of the extractive 

distillation column. The MESH equations  

Figure 1.  Simplified Flowsheet of the integration between Biodiesel and Bioethanol production. 
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are widely used in the industry and in research due 

to their apparent simplicity, its mathematical 

elegancy and its predictive capacities [2]. The 

equations comprised in this model are the following 

[2]: 

-Mass balance: Total and partial for each stage. 

-Equilibrium relations: for each component and each 

stage. 

-Mole fraction summations: one for each stage. 

-Energy balance: one for each stage.    

Here is where the first optimization stage appears, 

which consists on finding the optimal values of all 

the column variables in order to minimize annual 

operating costs. This type of optimization problem is 

classified as an NLP problem (Non Linear 

Programming), where there are only algebraic 

variables, and the model is nonlinear. Up to this 

point, only preliminary simulations, optimizations 

and designs were carried out.  

4. OPTIMIZATION – BASED DESIGN 

In the next stage an optimization – based design was 

implemented. With the rigorous model tested, we 

proceed to find (numerically) the optimal column 

configuration (in terms of design and construction) 

to minimize the annual operating and capital cost, 

using an MINLP (Mixed Integer Non Linear 

Programming) approximation. Results of this stage 

are very important per se, since its use will allow the 

extractive distillation column to be built and 

operated in a real processing facility.  

The rigorous design of the extractive distillation 

system implies establishing the following: areas of 

the heat exchangers, column diameters, column 

heights and feed stage locations. It is important to 

note that these parameters are strictly related to the 

number of stages of the column. This is why the 

design variables of the extractive distillation system 

are the stages in each one of the five column 

sections: three for the extractive column (rectifying, 

extractive and stripping) and two for the 

regeneration column (rectifying and stripping). 

The optimization problem of this stage consists of an 

economic objective function (which consists of 

discrete and continuous variables) subject to the 

model constraints (the MESH equations of both 

columns) and the operational constraints: 

max  ( , )

. .    ( ) 0

        ( ) 0

,

Z f x y

s t h x

g x

x X y Y







 

                       (1) 

In Eq. (1) x are the continuous variables, y are the 

discrete variables, h(x) are the model constraints and 

g(x) are the operational constraints.  

Figure 2. Flowsheet of the extractive distillation process [1]. 
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The operational constraints are product requirements 

in order to meet certain standards for its 

commercialization: 

-Minimum molar purity of ethanol produced: 99.5 

%.  

-Maximum operating temperature allowed in the 

process (decomposition temperature of glycerol): 

555K. 

Objective Function. 

The Objective Function is made up by the following 

elements: 

-Market value of products. 

-Raw materials cost. 

-Operating Costs: value of the utilities required in 

the columns operation. 

-Infrastructure cost: cost of the columns, additional 

equipment and installation. 

Solution strategy. 

The solution of the optimization problem is achieved 

through a two – level strategy. The discrete variables 

are considered in a master problem that uses a 

stochastic algorithm in order to evaluate different 

configurations of the system. The continuous 

variables are considered in an NLP subproblem that 

uses a deterministic algorithm in order to find the 

optimal operating conditions of the system. The 

implementation of a stochastic algorithm increases 

the probability of obtaining the global optimum [3]. 

The model was programmed in Matlab® and was 

solved on an Intel Core 2 Duo CPU with a 3.07 GHz 

frequency and 3.21 GB of RAM. The results of this 

stage are shown in figure 3.  

     

5. OPTIMAL CONTROL 

However, to achieve steady – state operation in such 

equipment is a very difficult task. In addition, 

process variables (e.g. feed flow rate, temperature) 

can vary as a function of time. Here is where 

automatic control arises: in response to these 

variations, the column control system regulates 

control variables to the point of desired operation of 

the state variables. 

In terms of optimization, an optimal control strategy 

can be designed to obtain the optimal profiles for a 

specific time period taking into account the state 

variables in the extractive distillation column [4]. In 

this stage, the optimal profile of the control variables 

(e.g. glycerol feed, energy requirements) that 

minimizes the operating cost in a determined period 

of time was obtained, assuming uncertainty 

(sinusoidal wave) in the feed conditions [5]. 

It is important to highlight that in this stage it was 

necessary to change the programming environment 

to a more specific one, like GAMS (General 

Algebraic Modelling System). This change was made 

due to the scale of the model and optimization 

generated due to the introduction of the time variable 

(algebro – differential model). This type of problem 

is classified as a DNLP problem (Dynamic Non 

Linear Programming), because it has differential and 

algebraic variables, such as the ones the model has. 

In this stage, the operational constraints stay the 

same as the previous stage. 

The general formulation of a DNLP problem is as 

follows: 

min   ( ( ), ( ), ( ), , ( ))d a
xd
xa
u
d

J x t x t u t d t
  (2) 

Subject to: 

(3) 

In the last equations, f is the model of the column 

and the equations of the control model, and q are the 

operative constraints of the process. dx are the 

differential terms of the state variables, xd are the 

differential state variables, xa are the algebraic state 

variables, u is the vector of control variables, d are 

the design variables and  are the uncertainty 

parameters. In this case, no design variables are 

taken into account.  
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Objective Function.  

The objective function of this stage is different from 

the optimal design in steady state, because it is not 

an algebraic objective function but an integral 

objective function over the time variable. It is made 

up by the following elements: 

-Market value of products. 

-Raw materials cost. 

-Operating costs. 

-In addition, this objective function has three 

elements in order to minimize the difference 

between the steady state operating point and the 

dynamic operating point. This is made since it is 

needed to make the transition between two steady 

states as smooth as possible [6].   

Solution strategy. 

The algebro – differential model was discretized 

using finite differences, transforming the DNLP 

problem into an NLP problem. Because of this, the 

problem became a sparse large – scale problem. To 

achieve the solution, an interior – point, large scale 

algorithm available in GAMS was used: IPOPT. 

This state - of – the - art solver was proven to solve 

efficiently dense large – scale problems, as well as 

sparse large – scale problems [7]. The optimization 

was solved in an Intel i5 CPU with 4 cores, 3.2GHz 

frequency and 4 GB of RAM. A typical solution of 

an optimal control problem is shown in figure 4. 

6. CURRENT AND FUTURE WORK 

The research stages described up to this point are 

already developed. In the next section the present 

and future work is described: 

It is the intention of the project to combine the 

optimal design and control in order to accomplish 

simultaneously these two tasks. The benefits 

associated with this procedure are that the column 

can be designed taking into account its 

controllability and therefore improving its design 

and operating/capital costs.  

If this optimization is accomplished successfully, the 

column can be far more cost – efficient that the one 

designed in the MINLP stage. This optimization 

problem is classified as MIDO (Mixed Integer 

Dynamic Optimization) in which there are integer, 

differential and algebraic variables. 

Another research that is being conducted intents to 

compare results of the above extractive distillation 

column with another case in which external heat 

sources or sinks are added to the column structure, 

probably under the MINLP formulation.   

 

Figure 3. Trajectory of the objective function in the MINLP stage [1]. 
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7. CONCLUSIONS 

The optimization – based research and design 

proposed considers the elements of design and 

control with the operation of the extractive 

distillation for the production of fuel grade ethanol 

using glycerol as solvent. The approaches reviewed 

here allow analyzing the feasibility of the process in 

order to find the most suitable conditions to produce 

bioethanol. This is achieved through systematic 

research.   

Optimization nowadays, making use of advanced 

technology and state – of – the – art tools, algorithms 

and solvers, has become an essential tool in 

modeling, design and deploy. With optimization 

techniques one can turn economically infeasible 

processes into feasible ones. That is why 

optimization is so important to the industrial sector.   

The results obtained in every stage propose a process 

that offers a very good projection for the industrial 

production of fuel grade ethanol using glycerol as 

solvent. As said in the introduction, it is important to 

produce biofuels in such a way that makes its prices 

competitive in the market.   
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Figure 4. Optimal control results profile. 
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ABSTRACT 

Architecture seen as information processing, taking place 
on an open communication platform with a plenitude of 

new planning approaches, is becoming operative, 

methodical and systemic. 

The Institute of Architecture and Design, Department for 

Building Theory and Design, at the Vienna University of 

Technology is focusing on the redefinition of functions 

and planning methods, simulation and 3D-modeling are 

basic tools. 
Traditional planning conceptions: pragmatic target 

definition, auratic objects, beautiful buildings, 

optimisation, specialisation, autocratic and determinist 

processes are no longer state of the art. It is therefore 

obvious that the latest developments in science and 

technology should be exploited for the relatively slow 

architecture medium. 

 

Keywords 
Architecture, Generator, Hybrid, Information, Process, 

Second Life, Simulation, 3D Modelling; 

1. INTRODUCTION 

The Institute of Architecture and Design, Department of 
Building Theory and Design analyses current 

developments in architecture by means of computer-aided 

design, putting a main focus on functions. By applying 

higher-level methods using web-based information and 

communication technology during the planning process, 

on the one hand new architectures are produced in the 
design stage, whilst on the other hand an innovative and 

more comprehensive approach to computer-based 

methods in architectural planning is developed. The basic 

principles of architecture algorithms on the technological 

planning level are thus extended to include the end user 

scripting. Architecture, computer and www are regarded 

as being equal information processing media. They are 

information editors. 

The theory related to this management of planning was 

published in “ARCHITEKTUR-ALGORITHMEN” [1], 

“HYBRIDARCHITEKTUR & HYPERFUNKTIONEN” 
[2], “ARCHITECTURE … SCRIPTING” [3] . The 

installation HYPER HYBRID GENERATOR was 

developed by Manfred Wolff-Plottegg and Jochen Hoog 

(Institute of Architecture and Design, Department of 

Building Theory and Design) together with the 

programmers Lukas Ofner and Johannes Sperlhofer 

(Faculty of Computer Science) and was presented for the 

first time at the Biennale in Seville 2008. 3D modelling, 

self-regenerative random architecture is constantly 

generated on the Second Life platform. The potential of 

Second Life as a communication platform simulates 

beyond normal visualisation and surfing.  

2. THE EXTENDED PLANNING ENVIRONMENT 

Planning is the name of the game: planning procedures, 
planning methods, basic planning principles, planning 

management, planning of the nth order, the planning of 

the planning and thus project monitoring. 

Traditional planning strives to serve the assignment of 

requirements > fulfilment; a predetermined spatial 

programme is followed by the fulfilment of functions. 

Every linear assignment goes with an encapsulated 

function!…the kitchen is for cooking…the bed in the 
bedroom is for sleeping…the flat in the housing estate 

…the vacuum-cleaner for cleaning …The specified target 

definition has to comply with an optimised 

implementation ruling out any deviations. This planning 

behaviour is determinist; today’s planning > tomorrow’s 

concreting > to be utilised as long as possible 

(sustainability). That architecture of rigid elements (of 

forms, proportions and suitability) and function 

separation corresponds to the above paradigm. 

Reality of everyday use, constant change in requirements 

and shifts due to economic frame conditions, make 
insisting on former decisions obsolete. What is needed, is 

an architecture of mutation and the potential of a process-

controlling architecture. An architecture of processes no 

longer defines deterministic objects, but simulates 

developments, chains of functions, permanent changes. 

The perspective in architectural project management, 

especially the Theory of Function, has been newly 

contextualised, changed and opened up. After the 

paradigm shift from determinism to an open system, 

architecture is not so much involved with itself (function 

fulfilment, material, and form), but rather operates with 

planning processes and interprets architecture as being 
process-oriented. The product / object element / building 

is relativized and the proceeding itself (production 

methods, inclusion of the producers, the users and the 

extended fields of reference) is redesigned in a process-

like way. Instead of optimising spaces for a specific 

function, a building is organised as a capacity building. 

Capacity buildings react to the reality of a constantly 

changing use. This would mean that the main focus 
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would lie on hybrid utilisation in its architectural 

function, instead of on rigid buildings. 

Today, even urban development is forced to deal with 

process control. Architecture is no longer a building or an 

object; urbanism is no longer a function, but an organ. 

We can promote the aspect of architecture as a medium 

(up to now very slowly) and as a process in a specific 

way, thus creating architecture of acceleration. We shall 

then realise that this kind of purported architecture has 

little to do with personal preferences (in harmony with 
belly and brain), but rather with “external” procedures 

and more global system variables: product > tool > tool- 

machine > program > program control > system 

control.… After cause and effect > participation and 

interaction > basic principles, paradigms > subsystems, 

system changes, system planning > open systems. 

3. FROM LINEAR PLANNING TO NETWORKING 

 
1.) Systematic diagrams of different planning processes 

Non-sequential reading – after linearity, tree structures, 

closed loops, feedback loops, fractals, chaos, self-

generating systems are now available, beyond process 

control, architecture of avatars, the vision of autocatalytic 

components: 

from determinist target definitions to open systems 

from buildings to variable utilisations 

from variation of form to variation of function 

from autocratic planning to interconnected autocatalytics 

from predefined economically planned regimes to democratic 

participation and further to an interactive multiplayer interface 

from passive users to active planners 

from typologies to procedures 

from objects to processes (from pictures to films) 

from planning of a finished status to planning of development potential 

from buildings to process architecture and further to process control 

from separation of functions to networking and further to hybrids 

from specialisation to variability / flexibility to buildings at the disposal 

from mono function to multifunction and further to hyper function 

All these developments are based on the new system 

theories of the 20th Century – cybernetics, fractals, chaos, 

fuzzy logics, game of life, constructivism, complexity, 

surplus, autopoiesis, etc. – which accompany the 

paradigm shift. On the operative level, the computer 

serves as an instrument, especially in planning 

architecture by means of new display technology, CAD 
and animations for simulation and parameterisation, by 

exemplary random generation. LAN, WAN and www 

networks grant access to new communication platforms. 

4. ARCHITECTURE, SCIENCE, TECHNOLOGY, 
MEDIA 

Drawing techniques have always exerted an influence on 

architecture; the central perspective determined the 

dominance of the front main façade in the Renaissance 

Period, and later on, following the two-point-perspective, 

the side façade became more important. Today, the 

splines and the nurbs determine free form geometry with 

bubble and blob architecture in its wake. Scientific results 

too, have always had an influence on architecture: 

Johannes Kepler discovered the laws of elliptic planetary 

motion and shortly afterwards, the first elliptic domes 

were built …. 

After the eclectic canon of styles and the reduction to the 

narrow vocabulary of form of the Classical Modern style, 
computer-generated form-finding changed architecture in 

a revolutionary way; form follows function has become 

obsolete. Over the past 25 years, we have proved that we 

can generate all kinds of forms. All forms are being built: 

high rises like cucumbers or ice lollies – independent of 

their function. In order to integrate uses & functions into 

planning more closely, a further feature of CPU (central 

processing unit of the computer), information processing 

and process control, can be activated. After generating 

forms for architecture, the utilisation procedures are then 

to be controlled. To steer architecture away from formal 
design, it is necessary to regard planning as information 

processing; architecture is an information editor. By 

applying new technologies and operative process control, 

architecture returns to its origins in science and 

technology. 

5. ARCHITECTURE AS INFORMATION 

PROCESSING 

Electronic telematic communications override local 
correlations. People are constantly using their mobile 

phones or surfing on the web, regardless of personal 

presence and/or local circumstances. The presence of 

different spheres of reality is represented by binary 

streams of signs (bit strings) acting as a vocabulary for 

communication – interconnecting neurons as well as 

computers. Information and visions and ideas about the 

real world and the world in our brain, as they are actually 

encoded by biological organisms, and the world of digital 

data processing are interconnected by information 

processing as a common denominator. Generating 
images, spaces or architecture must no longer be done 

manually, mentally or anthropocentrically / 

expressionistically, because this can be carried out on a 

data processing / data manipulation level. The exclusive 

handling of classic elements like columns, walls or 

ceilings for the purpose of controlling utilisation is 

transferred into the software sphere. 
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2.) Web of Life, ZKM Karlsruhe 2001 

The www in particular, as a non-target-oriented, 

collective generator of information, changes the 

disposability and structure of information; the changed 

potential controls communication and work procedures. 

So this appears to have a stronger influence than the 

Theory of Interfaces. It is not the input (individual will), 

but the procedure that influences the output. Architecture 

has always been a global medium, its function being – 

comparable to electronic media – an operative system to 

control functions. 
Hybrid architecture is to be understood as a self-

organised process-orientated planning system for self-

organised process-controlling architecture. This planning 

method is thus www-adequate and corresponds to today’s 

information processing (access and processing) … it 

works at high speed and is non-selective … and is an 

extrinsic procedure for the planner, but as far as the 

system is concerned, it is intrinsic … it has versatile 

logics … has contingency as a consequence of the hybrid 

combinatorics … is quasi a compiler language … the 

operating system of hybrid architecture. 

6. COMMUNICATION PLATFORMS 

The internet provides manifold possibilities of 
communication: www (hypertext documents), e-mail 

(asynchronous, private), chat (synchronous, conference), 

forums (multidirectional, public), blogs (monodirectional, 

public), VoIP (voice) and video conferences (image). 

The developments of web 2.0 like for example “social 

networking” (facebook, StudiVZ, Xing or Twitter) and 

personalised internet (delicious, netvibes, google 

applications, flickr and youtube) offer openly designed 

interfaces (api’s – Application Programming Interfaces). 

Here the democratic basic principle of the web is evident. 

A major characteristic of modern communication is the 

openness of its communication platforms. Information 

flow is no longer mono or bi-directional and does not 

distinguish between author and user. Everyone can be a 

player or a planner, a quasi avatar as part of the system. 

Nobody is passive. Data exchange is multiple 
(networking); everyone can upload and download – 

multiplayer media. The autocratic privilege is followed 

by interaction, participation and democratisation of 

communication; we are in the “youniverse”. Multi-user 

virtual environments (MUVE) or massive multiplayer 

online role playing games (MMORPG) sum up those 

communication technologies and position them as three-

dimensioned entities in a virtual world. 

Computer games play a major role as a driving force for 

technological developments (hard and soft). They provide 

three-dimensional worlds. The 3D-visualisation in 
cyberspace is one of the reasons for its success as a mass 

medium (media hype). The initially envisioned virtual 

playground is now fully acknowledged and used as a 

space where events and social contact take place. The 

virtual world of telematic communication is as real as 

Ludo. 

Second Life unites the world of www and games. In this 

virtual world, everyone can additionally and actively 

build and change three-dimensionally, can work on 

spatial design individually or on a collaborative basis. 

Basic features of the “real world” can be activated and 
properties (behaviour) can be added via scripting. Second 

Life is a virtual three-dimensional online platform that 

enables thousands of users (e.g. 55.275 users on 

29/1/2009) to come together at one virtual place. 

Currently, the software offers the most stable and 

accepted multi-user virtual environment, free of charge. 

The reasons for this are its good usability (user-friendly), 

its balance of graphical display and transmission speed 

(realism versus spectrum). Last, but not least, it is 

possible to visit the same 3D-world together with other 

users, even with different identities. 

The architect no longer has the sole autocratic planning 
privilege; everyone can intervene in the real world of 

Second Life. 

7. ARCHITECTURE GENERATORS 

The Hyper Hybrid Generator is the latest product of a 
series of architecture generators. Its development is based 

on the shift of conceptual design away from the personal 

stimulus (brain, handwriting, will to create) to algorithms. 

Random controlled processes, data processing and data 
manipulations produce architecture… tirelessly, 

constantly producing new configurations, a plenitude of 

various designs, exchangeable and freely accessible. Free 

interpretability is placed on an equal level with free 

usability (at the disposal). 
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3.) Analog Architecture Generator, 1987 

 

 
4.) Digital Architecture Generator, 1990 

 

 
5.) Neuronal Architecture Generator, 1999 

 

 
6.) Hyper Hybrid Architecture Generator, 2008 

Hyper Hybrid Generator,  

3D-modeling and Simulation 
The basic modules of the Second Life platform control 
the planning process; mutual intercommunication and 

interaction of all planning participants and components 

(objects and properties). Construction takes place as a 

consequence of communication (interaction). Generation 

occurs in the background on the basis of scripting. It is 

not the computer but architecture itself which is the 

interface. 

 
7.) Hyper Hybrid Architecture Generator, Screenshots 

On the Second Life Island “Generador hiper hibrido”, a 

script permanently generates components (building 

debris) which, controlled by a physics engine, fall onto 

the island. The components quasi automatically create 

architecture agglomerations, connect to form manifold 

combinations and constructions, join up to create spatial 

configurations and form different internal spaces and 

series of free spaces. After certain time periods 

(controlled by the position of the avatar in relation to the 

sensor cupola), individual elements disintegrate and 
vanish spontaneously and later on fall onto the island 

again as fragmented components generating new 

configurations. This happens persistently and can be 

visited and viewed by every Second Life user per avatar. 

The diversity of the components plus the three-

dimensioned virtual environment permanently offers new 

spatial experiences. 

Visitors of BIACS3 can see the island on the screen from 

the perspective of a different avatar. This avatar also 

moves through a script, algorithmically controlled, quasi 

automatically passing through the continuously changing 

and self-renewing architecture of the island. The avatar’s 
perspective (camera) is positioned such that the avatar is 

invisible (first person perspective). 

As soon as a visitor enters the installation zone 

(representing the Second Life Island), he/she is tracked 

by a video camera and his/her movements are captured by 

means of a video tracking process. The visitor now 

controls (instead of the algorithmic movements) the 

avatar analogously. Thus the avatar enters the projection 

field becoming visible on the island (third person 

perspective). In the same way the visitor controls his own 

movements, he also controls the avatar as well as the 
movement of his own shadow. Additionally, 

superimposed images of the video camera as well as the 

background script can be viewed. 
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8.) Hyper Hybrid Architecture Generator, Setup 

Therefore, the installation shows a total of five different 

representations / appearances / aggregate states of any 

visitor simultaneously within one configuration in Second 

Life. 

The thus created architecture can be experienced 

anywhere by the internet. It is a continuous script with 

instructions for the computer (instead of for a 

construction company). The genius loci is the computer 

itself which can be experienced virtually by an alter ego. 
Visitors change into a cursor and become part of the 

installation, either as a visitor of the exhibition in Seville 

or as an avatar in Second Life. Real and virtual 

manifestations begin to overlap one another. 

 
9.) Hyper Hybrid Architecture Generator, Screenshots 

Technical description 
It uses the programming language of SL and creates a 

new kind of morphing by simulating common 

architectural design processes in which fragments of 

memories / wishes / dream images would usually initiate 

new architecture. 

The script of the Hyper_Hybrid_Generator generates 

architectural hybrids. Hybrid results are achieved by 

random selection and coincidental grouping of different 

elements (input). The input may consist of architectural 

debris falling onto the island: 

for( i = (integer)llFrand(giMax - giMin) + giMin; i >= 0; i-- ) { 

objName = llGetInventoryName(INVENTORY_OBJECT, 

(integer)llFrand(i)); 

llRezObject(objName, vThisPos, ZERO_VECTOR, <llFrand(360.0), 

llFrand(360.0), llFrand(360.0), llFrand(1.0)>, giSyncID); 

} 

From a large number of architectural projects individual 

debris are generated at random by means of a script. They 

are then placed on the island as a unit under the “parent 

script” and are subject to a random rotation. 

state_entry() { 

gintHandle = llListen(gintPrimChan, gstrCommander, NULL_KEY, 

""); 

llSetStatus(STATUS_PHYSICS,1); 

} 

After its generation, the “child object” awaits instructions 

from its “parent script”, like for example from the physics 

engine integrated in SL, to which it reacts (it falls down). 

integer iHops = llAbs(llCeil(llVecDist(llGetPos(), gvDestPos) / 10.0)); 

for( x = 0; x < iHops; x++ ){ 

lParams += [ PRIM_POSITION, gvDestPos ]; 

} 

llSetPrimitiveParams(lParams); 

The child-element computes the collision data together 

with the simulated island or other objects and quantifies 

the path of fall. 

if (gvDestPos == llGetPos()) llSetStatus(STATUS_PHYSICS, 0); 

8. CONCLUSION 

The Hyper_Hybrid_Generator is a web-based permanent 
running script embedded in the multi-user virtual 

environment of Second Life (SL). In order to avoid the 

possibility of being moved by other influences, when the 

element stops moving, it loses its ability to react to the 

physics engine and awaits its deletion. 
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ABSTRACT 

This article focuses on strategies for how online course outlines 

can be designed to improve the use of collaborative peer 

feedback in distance education and how different dialogic 

patterns can be identified. Two separate studies were conducted 

to investigate students’ use of own and others' texts meaning 

content in their peer feedback as a tool for learning and how the 

content can be analysed. Data were collected from two student 

groups; one from 40 student teachers’ peer feedback and 

discussions of four assignments (N=759) from two 15 credit 

web-based courses; and one from 30 student teachers’  

argumentations and discussions of one assignment (N=253) 

from one 15 credit web-based course. An analytical framework, 

based on Bakhtin’s theories of dialogues in study one, and 

combined with Toulmin’s argument pattern (TAP) in study two, 

are employed to assess the quality of the meaning of peer 

feedback and argumentations. A close investigation of the 

dialogical patterns shows the extent to which students 

distinguish, identify and describe the meaning content in their 

peer feedback that emerge in collaboration with other students 

in an online setting as an important aspect. The dialogue 

patterns that developed are illustrated in selected excerpts.

Keywords: Computer Supported Collaborative Learning; Computer-

mediated Communication; Distributed Learning; Interactive Learning; 

Discourse analysis.

1. INTRODUCTION 

The background of this research is to meet the increased request 

on distance education with high quality and performance level 

in professional degree programs. Another setting is to to 

improve the use of peer feedback in distance education, which 

can promote students' learning and development, as well critical 

ability. Peer feedback uses in this study as information provided 

by students with aspects of each one’s understandings as well 

alternative strategies and solutions based on literature. 

University assessments such as reports, articles and project 

presentations are more complex work. Students need to have 

emphasis on the learning processes in writing, inquiring and 

problem solving. A practical benefit of implementing peer 

feedback is that the feedback becomes available during the 

learning process and in much larger quantities, than the teacher 

could ever provide alone.  

     A clear trend is that distance education in whole or in part is 

organized with support of online learning environments, is 

steadily increasing and is currently the higher education sector 

that is growing fastest (ICDE, 2009). The development of 

distance education has thus resulted in a new way of teaching

and to learn in and with. The importance of developing critical 

reasoning and self-reflective learning has been highlighted in 

several studies within the field of distance learning and 

education (e.g. Vonderwell, 2003; Finegold & Cooke, 2006; 

Wegerif, 2006; Swann, 2010). While many models are available 

for content analysis of asynchronous discussion groups and the 

design of online activities to promote e-learning (De Wever et 

al., 2006; Schrire, 2006; Strijbos et al., 2006; Weinberger & 

Fischer, 2006; Sun et al., 2008), there are considerably fewer 

models that analytically investigate the meaning and quality of 

peer feedback.

2. PREVIOUS RESEARCH 

A general overview of the state of research in the last decade of 

online learning shows that the research design in most studies in 

the area primarily involved experimental, descriptive and 

iterative studies (Suthers, 2006). Either have researchers 

examined the technical opportunities, how individual learning 

can be described and explained and compared how learning is 

developed in campus courses and in online courses. A frequent 

pedagogical problem in web-based education, discussed by 

Stahl and Hesse (2008), and Garrison and Arbaugh (2007), is 

that students and teachers mainly focus on the individual 

learning process. Self-regulated learning through using web-

based tools and wireless technology module systems on their 

own is not nor enough. Another educational problem, described 

by Stahl and Hesse (2008), is that students and teachers tend to 

focus on procedural learning and ignore the conceptual learning 

intended by the curriculum designers. These courses tend to 

result in relatively superficial or unreflective re-productions 

among both individual students and student groups. The 

dialogues investigated in these studies soon assume the 

character of transmitting ‘information’. They become a simple 

confirmation of what others already have written, and therefore 

the participants do not succeed in developing deeper knowledge 

construction.  

     When looking for studies on peer learning, Dochy et al. 

(1999) and Topping (2005) emphasize that by assessing the 

work of fellow students, students also learn to evaluate their 

own work. Producing and receiving peer feedback have a 

considerable profit in order to account for the time and effort 

that is required to engage in the learning process of peer 

feedback. This view is also supported by Shekary and Tahririan 

(2006), who state that peer assessment in language-related 

episodes (LRE) resembles any other form of collaborative 

learning.  LRE are mini-dialogues, in which students ask or talk 

about language, or explicitly or implicitly questions of their 

own language use or that of others. The result of the study 

suggested that it offers students the potential to develop new 

knowledge and understanding. Most benefit to students was the 

nature of acceptance, not its mere presence. Another studies 

(e.g. Dysthe, 2002; Amhag & Jakobsson, 2009; Amhag, 2010; 

2011) illustrate the potential and voices in online peer feedback 

as the range of meaning-mediating possibilities, as an active 

tool with self-reflective and interdependent arguments and 

thoughts, where each student can contribute with his or her own 

expertise and receive new information and experiences from 

others. Compared with Saunders (1989) combination of two 

factors: 1) what students do together with the tasks assigned to 

them as collaborators, and 2) the roles and responsibilities the 

students assume as collaborators and the interactive structure 

underlying the activity, is peer assessment often more limited 

than other forms of collaborative learning in the sense that it 

generally offers a lower degree of interactivity. He calls this 

process as "co-responding" and affects students’ possibilities for 

interactive meaning making and collaborative knowledge 

construction.  

     In order to shed more light on the meaning and quality of 

collaborative peer feedback online, this study aims to 

investigate in two studies; one study with response activity and 

one with argumentative activity, how online course outlines can 

be organized to improve students’ use of their own and others 

experiences, texts and productions to develop critical thinking, 

as well as peer feedback ability, individual as collective, as a 
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tool for learning. Additionally, the aim is to develop patterns of 

qualitative peer feedback, who are allowing to distinguish, 

identify and describe the meaning content that emerge in 

collaboration with others in an online learning setting, both 

directly and retrospectively as an important aspect. Response 

ability is here related to a concrete answer to a specific text in 

order to become a more conscious writer. Argumentative ability 

is related to the process of assembling and reassembling 

different components of the students’ own and others´ words 

and meanings. There is also a need for the students to 

understand the “ground rules” of peer feedback and to respond, 

argue and discuss with one another in a reasonable way. 

According to Scheuer et al. (2010), students not only need to 

“learn to argue” or “learn to respond”, they also need to learn 

good responding and argumentation practices, through aspects 

of each one’s understandings as well alternative strategies and 

solutions about specific topics. In other words, collaborative 

peer feedback for online learning in the sense with practicing of 

responding and argumentation skills that supports critical 

thinking, as well as other important aspects in collaboration 

with others. The research question in this study is: 

• How can the quality of peer feedback be analyzed and 

practiced online in which students’ in collaboration 

with others can use own and others' texts meaning 

content as a tool for learning?  

3. THE STUDY

Method and data collection  
Each of the two present studies follows one student group. The 

first study monitored 40 student teachers (of which 22 were 

women and 18 were men), who were studying teacher education 

at distance as part of the credits they needed in order to become 

qualified teachers. During the six courses, the students 

continued working as teachers in upper-secondary schools in 

Sweden. The majority had already worked between one and five 

years, while around one fifth had worked for more than five 

years. Data were collected from the student teachers’ peer 

feedback and discussions which was given as part of the first 

two consecutive 15 credit web-based courses called Teacher 

Assignment and Learning and Development with two 

assignments in each with peer feedback activity (N=759; 350 in 

course 1; 409 in course 2).  

     The second study monitored 30 student teachers (of which 19 

were women and 11 were men) at a Swedish School of 

Education. Data were collected from the student teachers’ peer 

feedback and argumentations of one assignment (N=253) from 

the first 15 credit web-based course Teacher Assignment. In the 

first course assignment, about school development in their 

subject, the students had trained providing peer feedback in their 

groups. The study focuses the second course assignment, where 

the students worked both individually and collaboratively with 

31 cases of teacher leadership (one official case and one from 

each student).  

     In both studies the students were divided into groups, with 

five to seven individuals in each. Each group included both men 

and women. The students first submitted their own particular 

contribution to the assignments. Afterwards, they had to give 

peer feedback and discuss in study one and in study two argue 

in their peer feedback and discuss the contributions of the other 

members of their group, over a period of a week. The purpose 

of the assignments was to start a discussion and an 

argumentation concerning different solutions to the underlying 

problems in the content of the assignments and relate to own 

experiences and literature.  

Analysis of peer feedback in study 1 
The analysis and interpretation of the students' meaning content 

in the online peer feedback in study 1, the following quotation 

by the Russian linguist Mikhail Bakhtin´s theoretical framework 

of dialogues (1981; 1986, 2004a; 1986, 2004b) was used and 

implemented: “as a neutral word of a language, belonging to 

nobody, as an other’s word, which belongs to another person 

and is filled with echoes of the other’s utterance; and, finally, as 

my word, for, since I am dealing with it in a particular situation, 

with a particular speech plan, it is already imbued with my 

expression” (1986, 2004b, p. 88). The first aspect is the neutral

word that reflects the world of others, in the sense of more 

general meanings. This word is not built on specific words from 

literature or personal experiences. The second aspect is others´

word, which is filled with echoes of others’ voices, based on 

others' experiences and reasoning from others´ texts, including 

references and paraphrases of other people's words from 

literature. Others´ words have been created in another context. 

They are negotiated, and confirm a certain meaning relating to 

the argument at hand, but they do not originate in the person 

him/herself, and are not necessarily related to the person’s own 

experience. Finally, the third aspect is my word, because the 

speaker or writer has experience of a particular situation, and 

connects a certain line of reasoning with internal reflections and 

feelings. A summary of Bakhtin´s multiple voices is outlined in 

Figure 1. 

Multiple voices Patterns of meaning in peer feedback 

1. Neutral word of a 

language 

• reproduces other people's world view  

• aims at any general meanings and 

thinking 

• is not built on words from literature or 

personal experiences  

2a. Others’ word • reproducing reproductions of previous 

voices 

• contains echoes of other voices, dialogic 

overtones  

• explicit voices can be heard presenting 

voices  

• the voices do not originate in the person 

himself  

2b. Others’ word 

from literature 

[my addition] 

• reproducing reproductions of other 

authors’ voices  

• drawing on other subject experience and 

reasoning from other texts  

• references to and paraphrases of other 

people's words from literature, expressing 

these in their own words  

• creating, negotiating and confirming the 

meaning 

3. My word • carries internal reflections and feelings  

• contains their own and others' voices, 

arguments, justifications, contradictions, 

experience etc. as appropriated to the 

speaker’s own words  

• constructs and reconstructs a mutual 

meaning or a part of it  

• creating, negotiating and confirming the 

meaning 

                

Figure 1: Summary of multiple voices and patterns of meaning in peer 

feedback in study 1. 

The analysis phase involved taking into account that every 

utterance, spoken or written, always is formed by a voice, and 

expressed from a particular viewpoint or perspective (Bakhtin, 

1980, p. 293). Voice shall here be understood as person’s 

utterance, including meaning of own and others’ words from 

different contexts, and expressed from a particular viewpoint or 

perspective. Bakhtin (1981, p. 427) talks about a `discourse´ 

[Rus. slovo] in the dialogue, and points to social and ideological 

differences within a single language. In Bakhtin´s account, the 

notion of utterance is inherently linked with that of voice. It is 

“the speaking personality, the speaking consciousness. A voice 

always has a will or desire behind it, its own timbre and 

overtones” (1981, p. 434). In other words, the utterances contain 
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dialogic overtones, which can, for example, be composed of 

assertions regarding the world, ontological conclusions, or 

hypotheses regarding a phenomenon. Bakhtin emphasises that 

language has multiple functions, and every utterance, with its 

attitudes and values, places humans in a cultural and historical 

tradition. 

Analysis of peer feedback in study2 
In the analysis and interpretation of the students' meaning 

content in the online peer feedback in study 2 was Bakhtin’s 

theoretical dialogic framework combined with Toulmin’s 

argument pattern. Toulmin (1958, pp. 98, 101, 103) describes 

how writers and readers can deal with texts, and how they can 

use the resources of texts to determine what they mean – or 

rather, some possible meanings – and how it can be achieved 

with an argument model containing six elements. Three 

elements are mandatory, while the remaining three are more 

voluntary or optional, since they occur often, but not always. 

The basic argument model consists of three mandatory 

elements: C (claim), D (data) and W (warrant). The extended 

argument model includes three more optional elements; Q 

(qualifier), R (rebuttal) and B (backing). The task is to show 

students how to present their ideas in an understandable and 

coherent manner, based on these data and the claims of the 

original opinion. A summary is given in Figure 2. 

         D                     So, Q, C 

                        Since             Unless 

                        W                  R 

    

                                              On account of              

                                                       B 

Figure 2. Summary of Toulmin’s argument pattern (Toulmin, 1958, p. 

104) 

The first mandatory element, claim (C), is a superior standpoint, 

with a relationship to any determination or assertions about 

what exists, or the justification of the norms or values that 

people hold or desire for acceptance of the claim. The second 

mandatory element, data (D), is the information which the 

claim is based on, and may consist of previous research, 

personal experience, common sense, or statements used as 

evidence to support the claim. The third mandatory element, 

warrant (W), is explicit or implicit argument that explains the 

relationship between data and claim, for example, with words 

such as because or since. The first optional element, qualifier 

(Q), is related to the claim, and indicates the degree of strength 

in the claim of using peculiar comments, for example, with 

words such as probably, maybe, therefore or so. The second 

optional element, rebuttal (R), is connected to the qualifier (Q), 

providing statements or facts that either contradict the claim, 

data or rebuttal, or qualify an argument, with words such as but 

and unless. The third optional element, backing (B), can be 

connected directly to the warrant (W), with often implicit 

motives underlying claims, expressed with words such as 

because of or on account of. According to Toulmin, all terms of 

the basic argument model (C, D & W) are required to describe 

or analyse the argument. A revised version of Toulmin’s 

argument pattern with the mandatory and optional elements, 

inspired by developments of the specific features in the TAP 

made by Kneupper (1978) and Simon et al. (2006), is given in 

Figure 3.  

     The first phase of analysis was focus placed on specific 

features: the extent to which students had made use of 

Toulmin’s mandatory elements; data, claims and warrants, the 

optional elements; qualifiers, rebuttals and backings (which in 

English are often presented by characteristic words, such as 

because, so or but), and how the different elements in the same 

argument are related to each other. However, this phase of the 

analysis does not show how the elements relate, explicitly or 

implicitly, to other arguments in a chain of utterances. The 

dialogical interaction with other claims, data, warrants, etc. 

cannot be distinguished, as such, in the first phase of analysis, 

or the creation of meaning, when two or more voices or 

discourses encounter each other, as Bakhtin emphasizes. The 

second phase of analysis involved discovering and identifying 

another set of relevant aspects, using an approach based on 

Bakhtin’s theories of double-voiced discourse (1984, p. 185), 

which inevitably occurs under conditions of dialogic 

interactions. On the one hand, Bakhtin broadens the concept of 

language, by pointing to the fact that dialogic interaction and a 

dialogic relation are inherent to all communication. On the other 

hand, Toulmin’s practical argument pattern makes the structure 

visible that connects various data, claims and support for the 

arguments to each other. Using a combination of these 

perspectives thus makes the analysis of written asynchronous 

responses and arguments more explicit, reliable and valid. 

Data (D) 
Information which the claim is based 

(previous research, personal 

experience, common sense or 

statements) and are used as 

evidence to support this claim

Qualifier (Q)
Related to the claim and indicates the 

degree of strength in the claim of 

using peculiar comments

Claim (C)
Assertions about what exists or 

the justification of the norms or 

values that people hold or desire 

for acceptance of the claim

Backing (B)
Connected directly to the warrant , 

with often implicit motives underlying 

underwriting and claims

Rebuttal (R)
Connected to the qualifier with the 

statements or facts that either 

contradict the claim, data or 

rebuttal or qualify an argument

Warrant (W)
Explicit or implicit argument that 

explains the relationship between 

data and claim

“But”

“Unless”

“Therefore”

“So”

“Because”

“Since”

“Because of”

“On account of”

Figure 3. Revised version of Toulmin’s argument pattern (TAP) in 

study 2.

The first phase of analysis was focus placed on specific 

features: the extent to which students had made use of 

Toulmin’s mandatory elements; data, claims and warrants, the 

optional elements; qualifiers, rebuttals and backings (which in 

English are often presented by characteristic words, such as 

because, so or but), and how the different elements in the same 

argument are related to each other. However, this phase of the 

analysis does not show how the elements relate, explicitly or 

implicitly, to other arguments in a chain of utterances. The 

dialogical interaction with other claims, data, warrants, etc. 

cannot be distinguished, as such, in the first phase of analysis, 

or the creation of meaning, when two or more voices or 

discourses encounter each other, as Bakhtin emphasizes. The 

second phase of analysis involved discovering and identifying 

another set of relevant aspects, using an approach based on 

Bakhtin’s theories of double-voiced discourse (1984, p. 185), 

which inevitably occurs under conditions of dialogic 

interactions.  

4. RESULTS 

Results in study 1
The two studies led to two main sets of results. First in study 1, 

that the students' task-related meaning content and multiple 

voices in the responses gradually change character, as the 

personal, social dialogic interaction in course 1 becomes more 

objective and task-related during course 2. When the voices are 

”half someone else’s”, they can also become ”one’s own”, when 

the students appropriate the words of others, and invest them 

with their own intentions and capabilities. When students can 

communicate their knowledge in more insightful ways than 

before, they become aware of what is understandable or 

incomplete. This process generates new meaning between 
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writer/author and reader/addressee. In the following excerpt 

from course 2, Learning and Development, we can observe that 

the students’ utterances contain examples of all of Bakhtin´s 

multiple voices. Three student teachers are engaged in a 

discussion about the impact the pupils’ social situation may have 

on their learning and development. The students have studied 

literature on socio-cultural learning and development processes. 

In the assignment, they are requested to describe a concrete 

teaching situation that is linked to the literature, and to reflect on 

the course of events in the situation. In this assignment, the 

multiple voices arise primarily from the students’ own 

examples, and from how they are able to use the literature to 

analyse the described teaching situation.  

1. Harry […] Maria is a girl who has chosen the Vehicle 

Programme because she imagined a future as a driver. She 

is keen and forward and really wants to learn to drive a 

truck. Maria has, as I see it, two characteristics that have 

not located her in a barrel on the Vehicle Programme. 

Firstly, she is female. Prejudices are many from both 

classmates, other pupils and, unfortunately, also teachers. 

Truck driving is not for "womenfolk". This has certainly 

meant that Maria has been viewed as less knowledgeable 

right from the first years at upper secondary school. 

Teachers who have prejudices against certain pupils, 

regardless of the type of prejudice, it must be difficult, if 

not impossible to practice the kind of dialogic teaching that 

Dysthe (1996) describes. (One example she highlights is 

Ann in the class of Baywater who really understood the 

importance of authentic issues in the classroom). 

2. Carl Hi Harry!  

I think you grabbed the issues that Maria had in a very 

exemplary manner. You took not only time to show 

everything from scratch, you might also build up the 

confidence of Maria so that she passed the driving test and 

could proceed in training with the others. 

3. Eva Hi Harry and everyone else!  

I agree with Carl in a lot, your, Harry, exemplary manner 

gave Maria confidence back. Just by being taken seriously 

and therefore being respected, a pupil shows respect back. 

And it is good to be respected, isn’t that what all teachers 

want most often? The previous teacher driving attitude is 

somewhat to my surprise something I also have 

encountered among other teachers. It is assumed that one's 

own way of teaching is the right thing ("It has been 

operating for 100 years before!") and that some of the 

pupils are “uneducated”. For obviously these pupils can 

not learn what other pupils can. The specific learning style 

works for some pupils and not for everyone, they don’t 

want to think about it, and blame everything on heavy 

workload, lack of time or all upper secondary schools 

forms. (Just school forms, I have noticed is a popular target 

to blame ...) We are probably ourselves here in the group a 

bit envious of your situation with the luxury to teach 

individually, with one student at a time. But on the other 

hand, you said that you have been teaching all day and 

have no time for planning, so maybe we should not 

whine...  

Fun to read!    

4. Harry Hi Eva!  

Yes, maybe you are right that it is a luxurious situation 

with one to two students at a time, but I can assure you that 

I am quite out of the box after a working day. To move 

around with an 18-year-old in a carriage that is 22 meters 

long and weighs 35-40 tons requires my undivided 

attention and concentration throughout. It is like driving 

myself while coaching. But it is a great advantage with 

only 1-2 students at a time. I come very close to the pupil, 

and can devote myself to one pupil at a time. It is an 

advantage. 

The initial argument raised by Harry: "[...] Truck driving is not 

for `womenfolk´[...]" may be an example of others' words 

reproduced convincingly by Harry. The utterance is likely to 

have been expressed by another person, and thus contains 

echoes of other voices, something Bakhtin (1986, 2004b) 

describes as dialogical overtones. It can also be interpreted as 

the manifestation of written polyphony, because the argument 

using an other’s word has the same value or authority as Harry’s 

utterance above (Møller Andersen, 2002; 2007). As a 

conclusion to the initial argument, Harry writes: "[...]. This has 

certainly meant that Maria has been viewed as less 

knowledgeable right from the first years of upper secondary 

school [...]". This claim can be interpreted as both Harry’s own 

words, based on his own reflections and the words of others´,

based on the arguments of others from the school, but which 

Harry appropriates to become his own. Harry continues in the 

course assignment with more neutral words when he writes: 

"[...] Teachers who have prejudices against certain students, 

regardless of the type of prejudice.... [...]". This statement is 

neutral in the sense that it contains notions which are generally 

approved by teachers and colleagues. The view expressed can 

therefore be interpreted as not over-built with Harry’s own 

words. He continues his argument by writing: "[...] it must be 

difficult, if not impossible to practice the kind of dialogic 

teaching Dysthe (1996) reports [...]". This claim can be 

considered as referring to evidence of others' words from the 

literature. It thereby indicates that Harry has insight into certain 

characteristics of a dialogic classroom, and that he relates his 

ideas on what classrooms look like – or should look like – on 

words of others´ from the literature. In this case, the reference is 

to the literature of Dysthe, describing the classroom of 

multivoicedness. She gives examples of how the teacher Ann in 

the class of Baywater has authentic and open questions, which 

means that the pupils can think and freely articulate what they 

understand, regardless of whether their suggestions are simply 

temporary opinions, or if the responses are inadequate. Harry’s 

knowledge of what a dialogic classroom is can be seen as an 

example that learning is not created from a single word or from 

the language system alone, but in the relationship and 

interaction between his own words and others' words from the 

literature. We are thus in the presence of a form of 

intertextuality in Harry’s contribution, with different subject 

experiences and reasoning from other texts. In the responses, 

Carl (2) confirms with neutral words that he has read Harry’s 

answer to the course assignment, but also uses to some extent 

his own words, when he writes "[...] you might also build up the 

confidence of Maria [...]". But Carl does not broaden and 

develop further Harry’s arguments about Maria’s situation, by 

using his own words, from experiences or from the literature. 

Eva (3) reflects more of the mutual respect between pupils and 

teachers. This may be considered as an example of her own

words to express her own problems of workload and lack of 

time, as well as echoes of other’s teachers’ voices concerning 

the importance of being respected as a teacher. The tension or 

potential difference between Harry and Eva with respect to the 

“luxury” of a situation where the teacher only has to teach one 

pupil at a time, can be seen as an example that they are both 

shareholders and co-authors of a common narration 

(Rommetveit, 2003), and that they become aware of each other's 

words. 

Results in study 2
The second set of result in study 2 shows the importance of 

dialogic interaction with both responding and argumentation 

activity. The students had before trained providing feedback in 

their groups. In the following excerpt, the argument patterns in 

written, asynchronous arguments will be distinguished, 

identified and described, as well as the dialogical relations 

between written contributions. The students’ names are 

fictitious. The excerpt, in Figure 4, is from a discussion between 

Chris and Katrina. 
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Chris: I see that all cases have in common that there are boys 

who get in trouble and boys or men who are the cause. It is 

difficult not to react with Mats Björnson’s report: Gender and 

school success: Interpretation and perspective (2005). I see that 

here we have reproduced a problem image that goes through a 

lot in school. I think we as future educators, we have a great 

responsibility and a lot of work ahead of us that these boys 

must have a functioning school. This obviously concerns both 

sexes and all regardless of gender who consider themselves 

unfairly treated. 

Katrina: Since I will become a teacher in the hairdressing 

programme, with a very large majority of female students, it 

seems I get an untroubled situation. No, joking aside, my years 

as a teacher showed me that there are problems among female 

students as well. No cases of violence, but bad household 

conditions, eating disorders, fights and jealousy, etc.

Data 
D

Data 
D

Warrant 
W because

Backing B 
because of

Qualifier 
Q therefore

Rebuttal R 
but

Claim C

Backing B 
because of

My 
word

Neutral 
word

Others 

word

Others 
word 
from 

literature

Qualifier 
Q therefore

My 
word

Claim C

Others 

word

Rebuttal R 
but

Warrant 
W since

Figure 4: The specific elements and words with different voices in the 

meaning content of the argument.

The discussion illustrates the significance of comparing 

opposing arguments between classmates’ cases of teacher 

leadership, when Chris starts a discussion about what he 

considers has been developed in their collective contributions. 

Chris’ standpoint that “there are boys who get in trouble and 

boys or men who are the cause”, and Katrina’s 

counterarguments that “there are problems among female 

students as well”, are the claims in this excerpt. Both claims 

point to problem areas that exist at school today. The data of 

gender and school success in Chris’ statement is supported in 

the literature, while Katrina’s argument is based in personal 

experiences from her years as an unqualified teacher. The 

warrant in Chris’ statement is here also explicit, because it 

explains the relationship between teachers’ responsibility to 

have a functioning learning environment for both boys and girls 

and by Katrina since she will become a teacher with a large 

majority of female students. Chris writes: “I see that here we 

have reproduced a problem image that goes through a lot in 

school”. This statement is the backing in the argument, because 

the meaning or motivation of the statement can be understood 

as: What I write is supported by the literature, therefore, I write 

it in my post. The corresponding meaning found in Katrina’s 

statement can be understood as: What I write is supported by 

my personal experience. If we look at the qualifier of the two 

claims, it is confirmed in Chris’ contribution by all, regardless 

of gender, who consider themselves unfairly treated, while in 

Katrina’s contribution, the statement applies to female students 

suffering from bad household conditions, eating disorders, 

fights and jealousy, etc. Chris’ statement that teachers have a lot 

of work in order to achieve a functioning school is the rebuttal

in his argument. If we look at the continued discussions 

between Chris and Katrina, the creation of meaning here also 

depends on the discourse, with neutral word, others´ word and 

my words, as well as the context in which these voices are 

expressed. According to Bakhtin (1981, p. 293), the word in 

language is half someone else’s, and becomes “one’s own” 

when the speakers or writers populate it with their own intention 

and appropriate the words as their own. In the excerpt above, 

Chris uses words from the literature, while Katrina puts words 

on her own experiences and ontological conclusions. The 

utterances thus contain dialogic overtones, since they are filled 

with echoes of other people's words, arguments, evidence and 

reasoning from other texts (Bakhtin, 1986, 2004b). The 

mandatory elements, claim (on gender-related problems), data

(from the literature) and warrants (concerning the teachers´ 

responsibility), can here be related to the corresponding 

backing, degree of strength in the qualifier, and connecting 

rebuttal. The relation between neutral words (with general 

meanings) can be evaluated with respect to others´ word (from 

literature) and experiences. Some are appropriated to become 

my words. The students become shareholders and co-authors in 

a joint meaning, in which knowledge and understanding 

develops. In short, the excerpt illustrates the fact that these 

mutual negotiations emerge in dialogues between students, and 

their meaning potentials arise as the range of meaning-

mediating possibilities (Rommetveit, 2003). Such negotiations 

are illustrated in this argumentation about gender and 

functioning school for boys in trouble, and girls with bad 

household conditions, eating disorders, or fights and jealousy.  

5. DISCUSSION AND ONLINE IMPLICATION 

In present two studies, based on Bakhtin’s theories of dialogues 

(1981; 1986, 2004b; 1986, 2004a) in study 1, combined with 

Toulmin’s argument pattern (1958) in study 2, appears a new 

quality dimension in which the specific words with voices and 

elements and voices in the online peer feedback – as well as the 

dialogical relations between them – makes more explicit and 

more visible. It may be concluded from results emerging in 

these studies, that using assignments drawing on authentic 

assignments and cases with collaborative peer feedback, is 

indeed a way to make the words more genuine and living 

(Bakhtin, 1984). The peer feedback strategies with group 

activities  over a specific period, where dialogue exchange and 

collaboration are in focus, opens for the manifestation of written 

polyphony, because the students’ independent voices in their 

peer feedback have the same value or authority as authors in 

books (Møller Andersen, 2002; 2007). A more complex peer 

feedback character develops when the content is confronted with 

others’ utterances, consisting of comparing different statements 

and justifying opposing words and voices. There may be direct 

and explicit opinions in the contributions and assertions about 

what exists, or statements that contradict, confirm, complement 

or develop further. Common sense or implicit or unspoken 

motives may also be expressed.  

     Students also learn to evaluate their own work when they are 

producing and receiving peer feedback. In this particular form of 

discourse, the students’ peer feedbacks consist partly of their 

own words and voices, and partly of others’. Each peer feedback 

is an intersection of words, where at least one aspect of others´ 

words can be read, and each utterance can be considered as an 

answer to preceding utterances, that is, it has addressivity 

(Bakhtin, 1986, 2004b). This addressivity is made more possible 

in collaboration with other students and can be compared with 

Hattie and Timperley´s (2007) three major questions of effective 

feedback: Where am I going? (What are the goals?), How am I 

going? (What progress is being made toward the goal?), and 

Where to next? (What activities need to be undertaken to make 

better progress?). The questions correspond to the design of feed 

up, feed back and feed forward and they are partly dependent on 

to reduce the gap across the level of task performance, the level 

of process of understanding how to do a task, the metacognitive 

process level, and/or the self level. The combination of what 

students do together with the tasks assigned to them as 

collaborators, and the roles and responsibilities the students 

assume as collaborators and the interactive structure underlying 

the activity offer the potential to develop and expand the space 

of learning and understanding (Saunders, 1989; van del Pol et 

al., 2008).  

     The implications and results that the studies highlights are 

that it is in collaborative peer feedback understanding of 

different meaningful meanings is clarified and develops. A 

strategy to promote collaborative peer feedback with critical 

review and meta-reflection can be to let a) the students after the 

peer feedback processes compile their own posts and self-

assesses them with further reflection, theoretically and 

practically. Another option can be to let b) the students compile 

others' peer feedback and analyze them further, theoretically 

and practically. A further strategy to promote collaborative and 
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dialogic exchange may be to let c) peer feedback and critical 

review of and between students be a part of the examination. 

These processes creates the conditions for students to find 

structure and patterns of how peer learning and reasoning can be 

shaped, negotiated and confirmed “between I and other”, in an 

online context. The dialogue patterns that developed during the 

two studies provide examples of how the meaning content in 

collaborative peer feedback can be distinguished, identified and 

characterised. The analysis offers students, student groups and 

teachers further insights into how they can use Bakhtin’s 

theories of double-voiced discourse and Toulmin's argument 

model, and thereby gain greater awareness of how “arguing to 

learn” and “responding to learn” can be promoted, evaluated 

and developed in online education at distance. 
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ABSTRACT 

 
Approximately 5 million central venous catheters (CVCs) are 
placed by physicians annually in the United States, with a 
complication rate of 15%.1 Guidelines and recommendations 
are continually being established and updated regarding CVC 
placement.2  While much has been done regarding training the 
technical skills of CVC placement using part-task trainers (i.e., 
mannequins), successfully finding and cannulating a central 
vein is but one part of the process. In fact, many steps designed 
to prevent untoward complications involve non-technical skills 
which  are perhaps more important in training practitioners to 
safely place CVCs. 
First in aviation and now in healthcare, practitioners are being 
trained in realistic and highly interactive simulated 
environments so they can learn not just technical skills , but the 
key management and non-technical steps which make their task 
safer.3  One modality being used to improve performance is 
video gaming simulation, or “serious gaming.”  Gaming as a 
learning tool is being increasingly utilized in health care fields 
and can lead to better skill-based outcomes.4 As such, we have 
developed a game based around the placement of CVCs that 
will be used as a new teaching modality in a pilot program for 
instructing residents in safe CVC placement. 
 
Keywords: 
Serious gaming, video game simulation, central venous 
catheter, transfer of learning, game-based learning 
 

INTRODUCTION 
  
Approximately 5 million central venous catheters (CVCs) are 
placed by physicians annually in the United States. 
1   Regrettably, as with any medical procedure, complications 
occur.  Several studies have approximated the complication rate 
from these procedures to range from 5%-26%.5,6Common 
complications include infection, pneumothorax, arterial 
puncture, thrombosis and embolism with rates that are often 
inversely correlated with clinical experience.7,8  The subsequent 
costs of catheter-related complications are high, with a single 
catheter-related infection, for example, costing from $4000 - 
$56000.9 Additionally, certain complications from improper 
placement of catheters are already affecting reimbursement 
rates of medical centers nationwide, placing additional value on 
proper placement. 
 
Guidelines and recommendations are continually being 
established and updated regarding CVC placement in an 
attempt to minimize these complications, including the use of 
principles such as aseptic technique and antibiotic-coated 

catheters.2  While much has been done regarding training the 
technical skills of CVC placement using part-task trainers (i.e., 
mannequins), successfully finding and cannulating a central 
vein is but one part of the process. In fact, many key steps 
designed to prevent common untoward effects such as barrier 
precautions involve non-technical skills, which are perhaps 
more important in training practitioners to safely place 
CVCs. Traditionally, these additional steps are learned by 
practitioners through an apprenticeship type method which can 
lead to non-standardized practices that may be a detriment to 
patient safety or lead to confusion as to what best practices are 
for a particular procedure. Additionally, given the rotation based 
approach of medical training, it is often the case that trainees 
will go through brief periods of intense training followed by 
long periods without placing a CVC which can lead to further 
skill deterioration. Simulation and gaming may be a way to 
standardize these practices, improve patient outcomes, and 
prevent technical skill decay. 
  
Initially in aviation and now in healthcare, practitioners are 
being trained in realistic and highly interactive simulated 
environments so they can learn not only psychomotor skills 
(e.g., adjusting throttle on a plane or intubating a patient), but 
the key management and non-technical steps which make their 
task safer.3  Such simulators have already been proven as 
effective teaching tools in a variety of healthcare environments 
including laparoscopy10,11, bronchoscopy12, and even team 
training exercises in areas such as ACLS.13,14 Additionally, it 
has been shown that skill retention when using simulators is 
often superior to standard practices.15,16 and that the use of 
simulators reduces the learning curve of many standardized 
procedures.14,15 Likewise, it has been shown that not only can 
simulators improve outcomes, but they can improve efficiency 
of performing procedures as well.3 
  
One specific modality being used to improve performance with 
simulators is screen-based video gaming simulation, or “serious 
gaming.”  Serious gaming as a learning tool is being 
increasingly utilized in health care fields and can lead to better 
skill-based outcomes.4   The theoretical benefits of gaming 
environments include the ability of the participant to familiarize 
themselves with an otherwise unfamiliar environment or 
situation.  Additionally the participants can review 
their progress and have the ability to make errors and learn from 
them without negative consequences. They can also proceed at 
their own pace, allowing for participants with different skill 
levels to learn at a speed that is comfortable for them, without 
added time pressure. Gaming as a training tool for physicians 
has not been widely available as it is relatively novel. Game 
development can be very time consuming and expensive. 
Fidelity is also a concern, as many of the video game developers 
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have little medical and clinical experience.   However, more 
opportunities are becoming available.   
 
Currently, laparoscopy gaming for surgeons is the best 
established medical gaming application.  A positive correlation 
has been shown between increased skill in the gaming simulator 
and increased skill on actual patients.17  Additionally, Aggarwal 
et al showed effectiveness of their game simulator by using the 
standard set by the airline industry; the transfer-effectiveness 
ratio (TER).3,11 Broadly speaking, the TER is means of 
expressing a ratio of time spent learning a skill on simulator 
versus normal training. Specifically,  to obtain the TER, one 
must take the difference of the number of trials or time taken to 
perform the task between the control group and the simulator-
trained group divided by total training time received by the 
simulator group(see Figure 1).  

 

 
Figure 1 

 
This ratio is an approximation of cost/time effectiveness of the 
addition of the simulator to the standard program.18,19 Given 
that serious gaming has been shown as an effective teaching 
tool in a variety of areas, a similar game for CVC placement 
might improve practitioners’ ability to safely place these 
devices and improve patient safety. 
 
As such, the aim of this project is to create an interactive 
screen-based simulation of internal jugular venous cannulation 
that will incorporate all aspects of the procedure including 
setup, sterile preparation, technique of catheter placement, and 
catheter maintenance. Once the game is created we aim to 
investigate the usefulness of our serious gaming program in 
enhancing the ability of the participants to place CVCs.  We 
will do so by assessing the rate of compliance with the 
previously described procedural steps as measured in the 
simulated and actual operating room environments.20   
 

METHODS 
 

Our study will be divided into three phases: Game 
Development,  Game Launch, Game Validation and Revision 
 
Game Development: 
The simulation group at The Mount Sinai Human Emulation, 
Education, and Evaluation Lab for Patient Safety and 
Professional Study (HELPS) Center collaborated with the 
Human Symbiosis Lab group at Arizona State University 

(ASU) for the gaming project.  Staff at ASU who are expert 
developers of serious medical games, in consultation with the 
HELPS Center designed and developed the game.  
 
Our game was developed using the Unreal Software Platform 
on which the ASU Team has successfully implemented and 
constructed games for the Nintendo Wii for surgical training.21  
The freeware developers version was used for ease of access 
and game construction.  Graphics, templates, and sounds found 
in the default kit were used. After creation of the virtual world 
we began to design the platform for CVC placement. Our game 
design incorporated current best-practices for CVC placement 
(as outlined by the American Society of Anesthesiologists and 
the Institute for Healthcare Improvement Central Line 
Bundle)3,22 and current protocols used at The Mount Sinai 
Medical Center (MSMC) Department of Anesthesiology.23 The 
central line checklist described by Dong et al20 was the basis for 
the internal computerized grading scheme (See Figure 2).   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Use
dow
user
dow

X 

Yo=Median time required by control 
group 

Yx= Median time required by 
gaming group 

X=Amount of time spent on 
simulator 

TER = 
Yo-Yx 
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CVC Proficiency Scale Checklist: 

• Preprocedure ID verification 

• Informed consent communication 

• Trendelenberg position 

• Operator maximal barrier precautions 

• Hand hygeine 

• Chlorhexidine skin antisepsis 

• Sterile gloving and gowning 

• Patient maximal barrier precautions 

• Ultrasound sterile technique 

• IJ compressibility by ultrasound 

• Procedural pause 

• Successful independent IJ Venipuncture 

• Transduction/Manometry to verify venous 
access 

• Correct securing of the catheter 

• Successful independent SC venipuncture 

Adopted from Dong et al 
Figure 2 
 

rs are first asked to visit a website that allows for game 
nload and registration.  They are instructed to pick a 
name and password for their anonymous account. After 
nloading the game and importing their user ID participants 



have access to two game modes.  The first mode is a practice 
mode whereby their patient, CVC kit, and environment are 
preprogrammed to teach the participant the proper steps.  At 
each point the participant is given prompts to the proper order 
of the steps and is not allowed to click on objects in the 
environment that are not in the correct sequence.  Additionally, 
an information panel is displayed to guide the participant to 
both the step currently on the previous step completed. There is 
a timer in the top right corner to let the user know how long the 
current attempt is taking.  In this game mode there is no penalty 
for time taken, nor any visual or audio prompts for taking more 
than the normal allotted time.  Once completed the user is taken 
to a scoring screen that shows them each step completed and 
their score for that step. In the instruction mode they are given a 
perfect score since they are taken through step by step.  Once 
the instruction mode is completed users are able to access the 
gaming mode.  In this mode no visual or audio prompts are 
given to guide the user.  Additionally the clock timer will give 
visual feedback to the user for taking too much time. Users are  
free to place the CVC in whichever manner they choose, since 
now the environment is completely unlocked to them.  The 
internal scoring system checks which steps they perform and 
the order in which they perform them and awards points 
accordingly.  For example, should the user not wash his/her 
hands prior to donning his gown and gloves he is given zero 
points for the wash hands and scrub steps, even if the user goes 
back later to scrub since sterile technique has already been 
broken. Upon completion of the task the user is directed to a 
scoring screen. This screen again displays the correct order of 
steps and shows the user which steps where done correctly and 
which steps where either missed or performed at the incorrect 
time.  The score is then uploaded onto an internet server that 
will log the score and display it on our leader board 
anonymously. This way, participants can compare their scores 
amongst each other to foster friendly competition, without 
being individually targeted. We anticipate that by allowing 
game-like incentives within the system, we will have high 
retention of the users and subsequently high skill gain 
 
Game Launch: 
After over a year of game development we have launched the 
initial version of our game.  Both medical students and 
anesthesiology residents have access to our game.  Additionally 
we have begun to receive feedback on game design and 
effectiveness of teaching. It has thus far been very well 
received, with many residents and students reporting that it has 
helped them learn and maintain their CVC placement skills. 
 
Game Validation and Revision: 
After a brief launch phase we have begun our game validation 
and revision phase. We have currently enrolled twenty four 
anesthesiology residents from the department of anesthesiology 
at Mount Sinai Medical Center to validate our game. From the 
group of twenty four residents, two groups have been formed. 
They are currently being randomized either to have full access 
to the CVC game (gamer group) or to continue their usual 
practice after standard departmental training in the surgical 
intensive care unit using actual patients (non-gamer group).  
Study participants will be classified into sub groups based on 
years in clinical practice as well as experience and comfort with 
CVC placement to control for varying experience with CVC 
placement.   
 

Prior to game access all participants will come to the Mount 
Sinai HELPS Center to perform a standardized central line 
placement on a mannequin (Blue Phantom, Redmond, WA).  
They will be timed and evaluated based on the Dong et al 
grading scheme that was used for the design of the gaming 
scoring system.20 After baseline data collection, subjects given 
access to the game will have a “warm up” period to familiarize 
themselves with the gaming process.  This will involve a group 
session which demonstrates the game and educates participants 
as to its use.  Participants will then be allowed to use the game 
as often as they would like, with mandatory use of the game at 
least once per week.  Use of the game will be tracked via a web-
based platform which records user logins and game completion. 
This is the same website that hosts the leader board for 
participants to compare scores.    
 
After three weeks of gaming, qualitative and quantitative 
analyses of the participants’ abilities in CVC placement will be 
examined. We will bring the participants into the HELPS Center 
simulation lab and have them attempt CVC placement on a 
mannequin (Blue Phantom, Redmond, WA). These data will be 
ultimately be part of our primary outcome data, with raw time 
and an overall global assessment of performance score given by 
the expert raters as well.  Participants will also be asked to 
complete a survey about how they perceived their own 
placement of the central venous catheter including; ease of 
procedure, comfort with all the steps of the procedure, 
adherence to safety and infection control protocols and overall 
performance.  Those who were in the gaming group will 
additionally be asked if they felt the game improved their 
comfort and ability in placing CVCs.  Additionally, to calculate 
the TER for the gaming group versus the control groups, the 
equation TER= (Yo-Yx)/X will be used, where Yo is the 
median time required by the control group to place a central line 
and Yx is the same measurement for the gaming group after 
using the game for X amount of time(see Figure 1). 
  
Should we experience positive results we intend to further 
develop our game. We hope to develop multiple levels of 
central line placement to be performed once the basic level has 
been mastered. Once a basic line placement has been performed 
the user will unlock other difficulty levels wherein their 
knowledge of best practices are tested. These distinct difficulty 
levels will include minor obstacles to line placement that will 
allow the user to adapt to the situation while still maintaining 
proper techniques. Points will be awarded for adhering to 
standard practices and will be combined with the difficulty level 
to make a total score.  Participants will be penalized points for 
skipping steps or not adhering to standard 
practices.  Additionally, the virtual patient will now experience 
complications that will change the outcome of the procedure 
based on specific steps missed and overall score.  For example, 
should a user not use sterile technique the patient will suffer an 
infection. This information will be included in the final report 
the participant receives after game completion. . Our online 
interface will continue to allow for participants to play the game 
as often as they would like, from any location.
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CONCLUSIONS 

 
We aim for our serious gaming project to impact different areas. 
First, we hope that the implementation of the game at the 
Mount Sinai Medical Center will improve the clinical practice 
of CVC  placement in our department. If it is found to be an 
effective tool and we hope to expand the game to the medical 
center itself, where hopefully we can reduce the complication 
rate of CVC placement in actual patients throughout our 
institution. This might not only result in substantial financial 
savings for the institution, but could also save lives.  Lastly, and 
more broadly, we hope to show that the implementation of a 
web-based, serious medical game which reinforces best 
practices for CVC placement may be an efficient, inexpensive, 
and widely dispersible way of reducing CVC-associated 
complications across multiple institutions. 
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ABSTRACT 

The paper presents a management and engineering model for 
sustainable development taking into consideration organizational 
levels of organizations and management systems. Developed the 
management and engineering model based on nine modules have 
the feature of the adjustment to changes in the macro and 
competitive environment, and tracking all the changes. The 
model combines the concept of innovation with a set of activities 
and resources necessary for its implementation, enabling the 
organization to achieve those objectives, and contribute to 
sustainable growth. 
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1. INTRODUCTION 
 
The main contribution to ecological and environmental 
development was made during the United Nations’ Conference 
on Environment and Development in 1992, which took place in 
Rio de Janeiro [1]. Result of the conference was developed 
documents such as Agenda 21 1  and Rio Declaration on 
Environment and Development. Recommendations of Agenda 
21 should be implemented by nations, local authorities, as well 
as business units. According to this document, every unit (acting 
globally, nationally or locally) should concentrate on few, 
general areas of focus. First one concerns environment 
protection and reasonable management of natural resources. It 
combines reduction of wastes and pollution, as well as 
protection of endangered species. Second area of focus concerns 
economic growth and fair split of profits; for example grants and 
donations for development of less developed entitles. The last 
main area considers social development and it mainly includes 
provision of common access to welfare and education. 
Examination of the concept of sustainable development at the 
business unit level means reducing material consumption, 
energy intensity of production, raising productivity of 
environmental resources and reducing contaminants while 
achieving economic, and social goals [2]. This implies, 
therefore, the efficient use of natural resources and 
                                                 
1 Agenda 21 is a plan of actions which should be taken globally, 
nationally and locally in order to achieve sustainable 
development in economic, social and ecological dimensions. 

environmental protection and management systems. A tool that 
will enable the sustainable development management system. To 
fully implementation of sustainable development concept at the 
business level it is necessary the most important international 
standards, which are presented as follows (Figure 1 The 
management and engineering model for sustainable 
development). 
 

2. THE PRINCIPLES OF THE MODEL 
 
The goal of developed model is to provide the framework in 
which each organization operates. This allows to  ensure 
ongoing access to people, capital and natural resources. This in 
turn helps organizations to deliver better return for shareholders, 
manage risk effectively, reduce environmental impacts, cut 
operating costs and provide more business development 
opportunities. Activities toward sustainable development lead to 
a development of product/technology which relies on the 
rational application of raw materials, water and energy, at all 
stages of the product life cycle at simultaneous reducing the 
impact on the environment. Such approach should be supported 
by strategies and international standards or a set of different 
tools for eco-design and manufacturing. Thus, the model 
describes how to manage organization today in understanding of 
an interaction between its elements of systems, and the ability to 
harmonize and seeking an appropriate balance between the 
different dimensions of activity: economic, social, 
environmental [3]. 
In this paper, it was assumed that the constructed model of 
Management and Engineering for Sustainable Development will 
be universal and can be applied to companies operating in both 
manufacturing and service. The model will be aimed at 
optimizing and streamlining business processes focused on the 
implementation of green innovation. Extension of innovation 
issues, however, requires a broader form of expression analysis 
of the needs of business and legal regulations on environmental 
protection and implementation of new systems and process 
management methods have led to conducting research in this 
area and to define the model. 

The basic premise of the model is designed to prepare 
organizations to operate in the new organizational model that 
provides effective and aimed at sustainable development of the 
business processes. Model should be implemented to ensure that 
the processes provided by the organizations meet the expected 
quality requirements of customers. 
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It was proposed to make the business model consisted of the 
following modules, shown schematically in Figure 1 in relation 
to the individual identified elements included in its scope (the 
module should implement the functions defined in the system 
for each module separately). The whole creates a kind of 
adhesive for the business model to take account of the processes, 
methods, management systems that enable the smooth 
functioning of the company. Nevertheless, the following 
characterizes each of the modules in order to more fully explain 
their methods of operation in the overall model. 
 

 
Figure 1 The management and engineering model for 

sustainable development) 
 
The presented model consists of nine modules, each dependent 
(resulting from the integration of activities) between structural 
elements of the company: 

1. Non – sustainable development of the company 
2. Available knowledge 
3. Management 
4. Engineering 
5. Available resources 
6. Value 
7. Realization 
8. Commercialization 
9. Sustainable development of the company 

 
Non-sustainable development of the company: Each company 
operates in a turbulent environment. Changing ways of doing 
business, management systems, the values that guided the 
organization and the expectations of stakeholders. The result is a 
structurally unbalanced development, due to the unlimited 
exploitation of resources [4].  
Currently, the public expects more companies’ involvement in 
building a better quality of life and growth of enterprises in such 
a way that “it does not affect a significant irreversible 
environmental and human life, would not lead to degradation of 
the biosphere, which menaces laws of nature, economics and 
culture”[5]. Companies struggle with their place in the market 
and the need to measure itself against the best in the conditions 
of constantly changing environment the need to impose on the 
undertakings of its development. 
 
Available knowledge: Knowledge is primarily, although not 
exclusively, scientific knowledge, it mainly deals with the 
epistemology and philosophy of science. In most organizations 
have become parties collect and process knowledge. Knowledge 
is identified in the database record of the different forms of 
knowledge. It is associated with factors such as culture, ethics, 
values, intuition, working conditions, management style, which 
creates conditions for the assimilation of new information in the 
form of all sorts of documents, standards and procedures [6]. 
Organizations that have the resources they are “able to prepare a 
proper strategy to their competence”, defining thus the transition 

to a module which is “available resources” defined as the 
intellectual capital of organizations and intangible resources. 
Thus, knowledge has become a cohesive link information, 
human resources, IT systems, available technology in the 
process of intra-organizational activities. 
 
Management: Knowledge management or information storage 
and processing of all data used in computerized systems. IT 
systems are one of many factors determining the effectiveness of 
using knowledge. They support all processes in the organization. 
The development of organizational knowledge is based on 
information processes2 occurring in the enterprise and ICT. The 
use of information systems involves the need to make significant 
investments in tools and technologies. For information systems 
are based on even standard management systems, which include 
quality management systems, environmental systems, 
management systems, occupational health and safety. Presented 
systems can be integrated into one integrated management 
system. The basis for building an integrated system is ISO 9001, 
ISO 14001 and PN-N 18001, because these standards have a 
similar approach to the management and relatively consistent 
requirements. Application of the above information technology 
affects the acceleration processes in the organization [7]. 
Remain a pillar of the IT systems for customer relationship 
management CRM (Customer Relationship Management), 
which integrated with other applications such as: supply chain 
management (SCM) create an environment conducive to the 
sustainable management of the organization. 

Environment 
Company Knowledge 

The most universal management concept in the organization is a 
comprehensive Quality Management. TQM should be 
understood as a holistic approach to management of the 
organization including management functions such as planning 
organizing, directing staff focused on the rational use of 
company resources while maintaining proper relations with the 
environment. 
 
Engineering: In order to effectively use the principles of TQM 
in organizations, a number of techniques, methods, tools and 
management systems were developed. These tools can be 
divided depending on the programs of action into projective 
activities (field) in the range of: 

• qualitative (QFD, FMEA, SPC, “SixSigma” 
• environmental (clean production, recycling, CO2) 
• occupational health and safety (PY, 5S, Keizen) 
• social (codes, best practices). 

 
Available resources: “Company resources are called all of its 
assets, capabilities, skills, organizational processes, attributes the 
company, information, knowledge, etc. controlled by the 
enterprise, enabling him to conceptualize and apply strategies 
for enhancing the efficiency and effectiveness.” [8;9]. 
Companies, whose motto is to work towards sustainable 
development (who want to move towards sustainable 
development) should determine the available resources of 
knowledge and those resources that are impossible to achieve as 
a result of this strategy. In this way it becomes possible to define 
the strategy competence. 

                                                 
2  A. Domanski defines as "a distinct temporal and spatial 
information processing system, which is a set intentionally 
interrelated elements, which are: data sources, methods of their 
collection and processing, information flow channels, material 
and human resources and the destination information”, 
Introduction to Informatics, Author: Niedzielska E., Publisher 
PWE, Warszawa 1993. 
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”New working methods, modern machinery and equipment, new 
legislation (...), new technologies and new motivation strategies 
(...)” [10] are the resources that may become a source of 
competitive advantage, while being a source of sustained and 
sustainable development of enterprises, which enable company 
to operate in a competitive environment. 
 
The sustainable development: The idea of sustainable 
development is the assumption of continuous economic and 
social progress harmonized with natural environment. It is a 
challenge to balance the activities in the areas of environmental, 
economic and social, while respecting the goods of nature “in 
order to ensure the possibility of satisfying the basic needs of 
individual communities or citizens of both the present generation 
and future generations” [11]. The contribution to ecological and 
environmental development was described in Standards & 
guidelines: preliminary report [12], in which there were 
included opportunities to maintain relationship between natural 
processes and human activity with improved practices that in 
turn reflect and sustain the contributions of ecological system 
services. This development leads to increased business 
competitiveness through sustainable investments carried out in 
accordance with the principle of so-called triple bottom line3. 
This concept is based on the description of three factors: the 
financial result (profit) combined with social responsibility 
(people) and concern for the ecological dimensions of activity 
(planets) that should form the basis for measuring and evaluating 
the functions of organizations in sustainable development. 
Companies that implement the objectives of sustainable 
development recognize the primacy of ecological requirements 
of economic activities, “all undertaken actions take into account 
the needs of future generation” [13;14]. 

The concept of sustainable business development is often 
associated with the concept of CSR (Corporate Social 
Responsibility). The idea of CSR is based on activity-based 
initiatives for sustainable development, respecting the economy, 
ecology and ethics. In a narrow sense, a commitment to business 
in favor of ethical conduct and contributing to economic 
development while demonstrating respect for people, 
communities and care for the environment. In supporting the 
idea of CSR can help the Global Compact principles, which are 
a kind invitation to drive in all spheres of activity, the ten 
principles of human rights, labor standards, environmental 
protection and anti-corruption. Compliance with these rules 
leads to making positive changes in the sphere of business 
operations. 
By implementing a strategy for sustainable development 
organization based on social responsibility becomes possible to 
develop innovative solutions (eco-products). The innovation 
process should be involved all staff members who should be 
encouraged to develop sustainable solutions in a continuous and 
systematic. This ensures that all departments understand the 
organization recognize the impact of organization on the 
environment, economy and society. 
 
Realization: Designing technologies in the field of sustainable 
development (environmental or ecological called), depending on 
their business, organizations should take into account the 
following criteria: 

• sustainable production, 

                                                 
3  „Triple bottom line”, a concept for reporting business 
activities, introduced by John Ellington and described in his 
book titled: Cannibals With Forks : The Triple Bottom Line of 
21 Century Business, New Society Publishers, Stony Creek, CT, 
1998. 

• “model of sustainable community”, 
• protection and restoration of ecosystems and natural 

areas, 
• efficiency in energy use, 
• renewable energy, 
• use of alternative energy sources in order to obtain 

solar and wind energy, geothermal source, 
• environmentally friendly transport, 
• waste, air pollution, water pollution, noise. 

 
In the aspect of sustainable design / construction products 
interact with other concepts and forms of production 
organization, providing changes in the process and system of 
governance, mainly such as: 

• Lean Management – slimming management so the 
idea is to simplify all processes and flows, in order to 
avoid errors and waste. It is visualized in the phase of 
construction or a change in production techniques and 
organization of work. The most popular Lean tools 
include: 5S, Kanban, SMED, TPM and standardization 
work (some of the tools described in the module, 
“Engineering”); 

•  Total Quality Management - a comprehensive quality 
management; 

• Computer-Integrated Manufacturing (CIM), based on 
information technologies, which include Computer 
Aided Design (CAD), Computer Aided Engineering 
(CAE) and Computer Aided Quality (CAQ) as well as 
Flexible Manufacturing Systems. Through CIM is 
meant to assist the functions of product development, 
development of production planning and control of the 
production process, as well as the process to ensure 
quality [15]. 

 
Commercialization: This module is one of the factors, and also 
a module of the business model which has an impact on the 
process of enterprise sustainability management. 
Commercialization is to convert innovative ideas into ready to 
enter the market products. The introduction of technology to the 
market requires a lot of research and development and is also 
associated with huge costs and risks, which are accompanied 
from the moment a concept of technology. Commercialization 
process begins with a thorough diagnosis of the advantages of 
new technology (check the basic elements or components of the 
product in a laboratory environment and real, and then build a 
prototype product, and the final phase of the demonstration 
version of the product in use) and to assess the potential 
effectiveness and feasibility of the technology. The effectiveness 
of the commercialization of technology depends on market 
value, on the applicability of the technology in the economy. 
First of all, new technology has to find buyers. In the case of 
technology, environmental technology find buyers when it is 
competitive compared with other technologies for 
environmentally friendly, energy efficient, safe, and above all 
efficient. This last factor raises the most controversy in obtaining 
the necessary permits required for the release of technology on 
the market [16]. Choice of implementation strategies for 
product/technology on the market (including the sale of property 
rights, licensing, joint ventures, spin-off/out) depends on the 
organization and is linked to compliance with all legal 
requirements, environmental and financial. 
Sustainable development of the company: Integration of 
activities grouped in the various modules leads to the concept of 
sustainable development companies. It appears that expectations 
for sustainable investment clients (environmental technology) to 
reduce the consumption of energy and raw materials reduce 
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waste and pollution, “forcing” from peeling the right business 
strategies. European organizations also require the preparation of 
reports on the activities of the company, its influence on the 
development of the environment and showing that the company 
is able to strike a balance between the different aspects of your 
business. 
 

3. CONCLUSIONS 
 
More and more is spoken about the concept of an economy 
based on sustainable development in the context of production 
and service. Category of sustainable development of 
organizations associated with a range of systems, methods, tools 
and regulations to protect the environment. Hence, it has been 
proposed to build a model of the management and engineering 
for sustainable development model, using the strengths in 
existing and new areas of business activities. Proposed model 
described in the paper: 
• combines the concept of innovation with a set of activities 

and resources necessary for its implementation, enabling 
the organization to achieve those objectives, and contribute 
to sustainable growth; 

• takes into account elements of the business organization 
and management systems and essential to the knowledge of 
management science, in modern terms, using methods and 
tools and technologies;  

• may be applied in contemporary managed enterprises. 
It will allow for an adequate response to the frequent changes in 
the market and the changing needs of customers. This is possible 
only when companies begin to compete against themselves for 
the availability of manufacturing technology, capacity, and 
above all, quality customer service and offered them services. 
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1. INTRODUCTION 

With escalating demand and intensifying market 

competition, the implementation of advanced 

technologies that make more data available at a much 

faster pace to grid operators can help reduce the 

potential for contingencies and system events but not 

eliminate them entirely due to a high level of external 

uncertainty and the potential for human errors in the 

workflow. Thus, an unrelenting challenge for power 

grid entities remains: in time of emergency, how can 

grid operators resolve system event effectively and 

rapidly?  

2. BACKGROUND AND SIGNIFICANCE 

In recent years, much research energy has been 

invested in advancing computational modeling of 

grid failures [1] and grid operation simulation [2, 3] 

in the hope of making operations more reliable, and 

forecasts more accurate and dynamic. Other research 

aims at utilizing new technologies such PMU to 

enable near real-time system monitoring and control 

[4, 5]. Innovative communication technologies and 

visualization techniques have also been introduced 

for faster and more secure data transmission and for 

providing greater decision support capabilities [6, 7]. 

On the human decision making front, research on 

naturalistic decision making and situation awareness 

has gained much currency, securing its significance 

as a key programmatic component for operator 

training [8].  

Yet, the power grid is not simply a network of 

interconnected physical infrastructures; it is a 

network of organizations with not only shared stakes, 

but also competing goals and divergent client 

requirements. In a system event, the human and 

organization network needs to act quickly and 

effectively to maintain the integrity of the physical 

network. Thus, to have an accurate understanding of 

how the network as a whole responds to and 

mitigates emergencies, an understanding of the 

intricacies in interpersonal and inter-organizational 

interaction and coordination is prerequisite.  While 

the research field has certainly benefited from the 

abundance of individual operator level analysis, there 

is, however, surprisingly little research being 

undertaken to bring insights from the organizational 

theory and behavior fields to bear on improving inter-

organizational collaboration in grid operations in 

general, and in system event remediation in particular. 

3. RESEARCH QUESTIONS 

A. Objectives 

To help address this research void, in this paper 

we propose to 1) identify organizational theories and 

models relevant to power grid operations and 

emergency response from domains such as 

communication theories, decision making 

performance research, and organizational network 

effectiveness research; 2) apply the organizational 

perspective to grid operations through analogical 

reasoning; 3) generate new insight about 

organizational and human barriers to inter-

organizational collaboration in grid operations; and 4) 

provide recommendations to align the current 

collaboration practices with the resilience 

requirements of the future grid. 

At the outset, we refer to inter-organizational 

collaboration in grid operations as a relationship 

Harnessing the Chaos: Understanding Barriers to Inter-

organizational Communication and Collaboration within 

the Grid Network 
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signaled by cooperation and coordination between 

and among multiple organizations from dispersed 

geographic locations. Such a relationship is enacted, 

modified, and negotiated through continuous 

communication, and is influenced by the forces of the 

market, institutional rules, legal control, and network 

topology [9].  

In the electric power grid, inter-organizational 

communication and coordination is often carried out 

between transmission operators, generator operators, 

balancing authorities, and reliability coordinators 

[10]. This paper will focus on the transmission 

operator entity and examine how it communicates 

and coordinates with other functional players in the 

grid system in event mitigation. The primary goal of 

this paper is to identify the critical concepts in group 

communication theories, decision making 

performance, and organizational network 

effectiveness research, and apply these concepts to 

analyzing the relationship between communication 

effectiveness and decision making performance by 

the power grid organizational network in the context 

of system emergencies. 

 

B. Understanding the grid from an organizational 

perspective  

 

In network effectiveness research, the 

effectiveness evaluation framework proposed by 

Provan and Milward [11] might provide useful 

insight for examining the effectiveness of the grid. 

This framework assesses organizational network 

effectiveness at three levels: network participant, 

network itself, and the community served by the 

network. Although the set of organizations in their 

study were publicly-funded health and human 

services organizations, applying this framework to 

studying the effectiveness of power grid 

organizational network will prove helpful for 

advancing the frontier of this research domain and 

contributing to a better understanding of how well the 

grid functions as a network in emergency response 

and mitigation. A number of grid network 

characteristics warrant elaboration. First, dissimilar to 

network membership uniformity in their study, the 

power grid network consists of diverse members, 

including public organizations, not-for-profit 

organizations, and for-profit entities. The resulting 

network has heterogeneous membership composition, 

and more intense divergence in organizational 

imperatives, stakeholder expectations, accountability 

requirements, and client needs. Second, similar to 

state-funding agencies in the health and human 

services network in Provan and Milward’s study, the 

North American Electric Reliability Corporation 

(NERC) also functions as a quasi-NAO (network 

administrative organization) that coordinates its 

members’ action. However, given its limited control 

over network resources (its primary function is 

setting standards and overseeing compliance), NERC 

may have a more relaxed grip on the network 

compared to a NAO in a stereotypical NAO-centered 

network. With these differences in mind, we can still 

superimpose the evaluative framework on power grid 

organizations in order to examine their network 

effectiveness. At the organizational level, four 

evaluative indicators seem relevant: client, 

organizational legitimacy, acquisition of resources, 

and cost factors [11]. At the network level, a key 

effective indicator is the quality of service to the 

intended customers. For grid entities, the quality of 

service can be interpreted as reliability (adequacy 

will not be addressed in this paper although it is a key 

service indicator as well), which can be 

operationalized as the frequency of system events. 

The fewer the events in a given time frame, the more 

reliable is an organizational network. A particularly 

important indicator of a highly effective network is 

one in which information and resources are shared 

freely and seamlessly from one organizational 

member to another. For power grid organizations, 

due to their physical interdependence, there is an 

undisputable incentive to cooperate within the 

network. However, as somewhat autonomous 

institutions, full cooperation is dampened by 

reluctance in communication and information sharing, 

possibly out of concerns for market competition, 

information security, and organizational survival. 

Thus, grid organizations’ operational imperative and 

institutional constraints may create tension and, in 

turn, barriers to more expansive inter-organizational 

communication and coordination which make a 

network effective.  

 

Insight from group-based decision making 

performance and communication may also enhance 

our understanding of the barriers to inter-

organizational communication and coordination. 

Extant research suggests that the quality of decision 

making is influenced by communication modalities, 

norms, procedures, quality, and behavioral 

characteristics [12].  

 

C. Hypotheses and methodology 
 

Following this stream of inquiry as well as the 

network effective evaluation framework, we propose 

to test hypotheses with regard to network 

effectiveness and decision making performance in 

grid event mitigation. Network effectiveness and 

decision making performance is measured as the 
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event count of system events reported to NERC from 

power grid organizations throughout North America. 

Lower rates of event occurrence indicate a more 

efficient network and better decision making 

performance. We operationalize inter-organizational 

communication based on observable and quantifiable 

communication behavior, norms, and information 

sources, and measure it in terms of communicative 

relationships (communication with whom), frequency 

(how often), scope (what is communicated), and 

modalities of communication (face to face, audio 

only, and web-based methods). We hypothesize that 

these aspects of inter-organizational communication 

will have an important influence on effectiveness of 

the grid network in its mitigation effort. Other factors 

such as an organization’s position (central vs. 

peripheral) in the communication network, 

organization size, age, business volume, and 

information availability will also influence these 

organizations’ decision making performance and 

network effectiveness. Additionally, other contextual 

variables such as the weather, size of client pool and 

whether or not an entity performs multiple functional 

roles in the network will also be considered. 

Individual-level variables such as operators’ 

education, skills, and training, though important, will 

be excluded from this analysis due to the higher-level 

unit of analysis that underpins this research.  

 

Structured survey will serve as the primary 

research method. The projected sample size will be 

50 -100. The target population will consist of 

individuals from transmission operator organizations, 

balancing authorities, and reliability coordinators. 

Subject matter experts will be recruited to participate 

in an online structured survey with both open- and 

close-ended questions. Statistical analysis will be 

performed on the survey results.  

 

4. POTENTIAL RESEARCH 

CONTRIBUTIONS 

Through this research, several important 

theoretical and empirical contributions can be made 

to studies of organizational behavior as well as to 

power grid research. First, quantifying concepts such 

as decision making performance and network 

effectiveness will hopefully bring more clarity to 

these important but abstract subjects, which has 

received sustained criticism in organizational 

research for lacking operational definitiveness. The 

power grid network provides organizational 

researchers with a well-defined structural 

arrangement, clear functional division of labor, and 

concrete timeframes and organizational contexts for 

investigating communication and collaborative 

decision making. These features make it relatively 

easy to quantify conceptual framework and 

constructs that are otherwise abstract or fuzzy in 

other organizational contexts. Furthermore, this study 

will quantitatively test the relationship between inter-

organizational communication, organizational 

decision making performance, and network 

effectiveness, and provide some empirical evidence 

from the field of power grid organizations to inform 

theory development in organizational research, which 

has, to date, remained an under-explored topic. 

 

 By the same token, this paper has the potential 

to contribute to the research on human factors and 

power grid operations by 1) identifying barriers to 

efficient and effective inter-organizational 

communication in event mitigation and system 

restoration; 2) helping grid entities recognize areas 

for improvement and investment to meet the growing 

demand on grid operators; and 3) enabling the 

conceptualization of innovative communication 

technologies that will bring communication tools up 

to speed with system monitoring and control tools 

that have begun to make strides in current operations,  

making the network as a whole more reliable and 

efficient for the future.  
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ABSTRACT 

For over 1000 years electromagnetic radiation has been utilized 
for long-distance communication. heliographs, telegraphs, 
telephones and radio have all served our previous 
communication needs. Nevertheless, electromagnetic radiation 
has one major difficulty: it is easily absorbed. In this paper we 
consider a totally different radiation, a radiation that is not 
easily absorbed: gravitational radiation.  Such radiation, like 
gravity itself, is not absorbed by earth, water or any material 
substance. In particular we discuss herein means to generate and 
detect high-frequency gravitational waves or HFGWs, and how 
they can be utilized for communication.  There are two barriers 
to their practical utilization: they are extremely difficult to 
generate (a large power required to generate very weak GWs) 
and it is extremely difficult to detect weak GWs. We intend to 
demonstrate theoretically in this paper their phase-coherent 
generation utilizing an array of in-phase microelectro-
mechanical systems or MEMS resonator elements in which the 
HFGW flux is proportional to the square of the number of 
elements. This process solves the transmitter difficulty. Three 
HFGW detectors have previously been built; but their 
sensitivity is insufficient for meaningful HFGW reception; 
greater sensitivity is necessary. A new Li-Baker HFGW 
detector, discussed herein, is based upon a different 
measurement technique than the other detectors and is predicted 
to achieve a sensitivity to satisfy HFGW communication needs. 

 
Keywords: Gravitational waves, communications, Li-Baker 
detector, microelectromechanical systems, high-frequency 
gravitational waves. 

 
 1. INTRODUCTION 

 
Since the dawn of civilization electromagnetic radiation has 
been utilized for long-distance communication: heliographs, 
telegraphs, telephones and radio have all served our previous 
communication needs. Nevertheless, electromagnetic radiation 
has one major drawback: it is easily absorbed. In this paper we 
consider a totally different radiation, a radiation that is not 
easily absorbed: gravitational radiation.  Such radiation, like 
gravity itself, is not absorbed by earth, water or any material 
substance. In particular we discuss herein a means to generate 
and detect high-frequency gravitational waves or HFGWs and 
how they can be utilized for communication. HFGWs are 
defined as GWs having frequencies in excess of 100 kHz 
(Douglas and Braginsky [1]) and long-wavelength GW 
detectors such as LIGO, Virgo and GEO600 cannot sense 
HFGWs [2]. Global communications by means of HFGWs 
would be the ultimate wireless system. HFGW communication 
would greatly reduce communications costs since it would not 
require the following:  
 

 
 
Since the Nobel Prize winning observations of Hulse and Taylor 
in the 1970s no one has doubted the existence of gravitational 

waves. There are two barriers to their practical utilization: they 
are extremely difficult to generate (a large power required to 
generate very weak GWs) and it is extremely difficult to detect 
weak GWs. In the past several decades hundreds of peer-
reviewed journal articles have addressed these issues, for 
example Beckwith [3] and Grishchuk [4]. We intend to 
demonstrate theoretically in this paper that their generation 
utilizing superradiance (Scully and Svidzinsky. [5]), which 
involves a linear double-helix array of in-phase micro-
electromechanical systems (MEMS) resonator elements, in 
which the HFGW flux is proportional to the square of the 
number of elements, solves the HFGW generation or transmitter 
difficulty. The use of a new, but well documented in peer-
reviewed literature, effect discovered by Fangyu Li (Chongqing 
University, China, [6]) solves the detection difficulty. This Li-
effect is the basis for the very sensitive Li-Baker HFGW 
detector, designed by Robert Baker and developed jointly by 
United States and Chinese HFGW research teams. As 
documented in peer-reviewed literature [7, 8, 9, 10] such a 
detector has sensitivity more than sufficient to receive the 
transmitted HFGW signal at a significant distance from the 
transmitter. Dehnen in Germany showed in an article [11] that 
HFGWs could be generated in the laboratory, using General 
Relativity, through the use of crystal oscillators. His work is the 
basis for an efficient HFGW generator or transmitter.  The 
critical element in Dehnen’s HFGW generator or transmitter 
had been the large size and power requirements of his crystal 
oscillators. This difficulty is removed through the use of 
modern MEMS technology. There have been other challenges 
to HFGW communications based upon the mistaken belief that 
GW generators or transmitters can only be designed using 
spinning rods or the  effect described by Gertsenshtein in 1962 
[12] and analyzed by Eardley in 2008 in the JASON report [13]. 
Both of these methods for generating GWs are unsatisfactory 
and produce negligible GW power. 
 
                         2. HFGW GENERATORS 

                        (Transmitters) 
 

There exist several sources for HFGWs or means for their 
generation. The first generation means is the same for 
gravitational waves (GWs) of all frequencies and is based upon 
the quadrupole equation first derived by Einstein in 1918.[14] A 
formulation of the quadrupole that is easily related to the orbital 
motion of binary stars or black holes, rotating rods, laboratory 
HFGW generation, etc. is based upon the jerk or shake of mass 
(time rate of change of acceleration), such as the change in 
centrifugal force vector with time; for example as masses move 
around each other on a circular orbit. Figure 1 describes that 
situation. Recognize, however, that change in force Δf need 
NOT be a gravitational force (see Einstein, 1918 [14]; Infeld 
quoted by Weber 1964 [15] p. 97; Grishchuk [16]). 
Electromagnetic forces are more than 1035 larger than 
gravitational forces and should be employed in laboratory GW 
generation. As Weber ([15] p. 97) points out: “The non-
gravitational forces play a decisive role in methods for detection 
and generation of gravitational waves ...” The quadrupole 
equation is also termed “quadrupole formalism” and holds in 
weak gravitational fields (but well over 100 g’s), for speeds of 
the generator “components” less than the speed of light and for 
the   distance   between    two  masses   r    less  than  the  GW  
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wavelength.     Certainly  there  would  be  GW  generated for r 
greater than the GW wavelength, but the quadrupole 
“formalism” or equation might not apply exactly. For very 
small time change Δt the GW wavelength, λGW = c Δt  (where c 
~ 3×108 m s-1, the speed of light) is very small and the GW 
frequency νGW is high. The concept is to produce two equal and 
opposite jerks or Δf ‘s at two masses, such as MEMS, a distance 
2r apart. This situation is completely analogous to binary stars 
on orbit as shown in Figs. 1 and 2. 

 
 Figure 1. Change in Centrifugal Force of Orbiting Masses, Δfcf,  
Creates Radiation. 
 

 
Figure 2. Radiation Pattern Calculated by Landau and Lifshitz [17] 
Section 110 Page 356. 
 
Next we consider an array of GW sources. Consider a stack of 
orbit planes, each one involving a pair of masses circling each 
other on opposite sides of a circular orbit as in Fig. 3. Let the 
planes be stacked one light hour apart (that is, 60×60×3×108  = 

1.08×1012 meters apart) and each orbit exactly on top of another 
(coaxial circles). According to Landau and Lifshitz [17]  on 
each plane a GW will be generated that radiates from the center 
of each circular orbit. The details of that generation process are 
that as the masses orbit a radiation pattern is generated. In 
simplified terms (from the equations shown on page 356 of 
Landau and Lifshitz [17]) an elliptically shaped polarized arc of 
radiation is formed on each side of the orbit plane (mirror 
images). As the two masses orbit each other 1800 the arcs sweep 
out figures of revolution. Together these figures of revolution 
become shaped like a peanut as shown in Fig. 2. 
 
The general concept of the present HFGW generator is to utilize 
an array of force-producing elements arranged in pairs in a 
cylindrical formation such as a double helix as in Fig. 4. This is 
analogous to the binary-star arrays of Fig. 3 in which an 
imaginary cylinder could be formed or constructed from the 
collection of orbits. As a wavefront of energizing radiation 
proceeds along the cylindrical axis of symmetry of such a 
double-helix array, shown in Fig. 4  the force-producing 
element pairs (such as pairs of film-bulk acoustic resonators or 

FBARs) are energized simultaneously and jerk, that is they 
exhibit a third time  

 
 
Figure 3. GW Flux Growth Analogous to Stack of N Orbital Planes. 
 

 
Figure 4. Double-Helix HFGW Generator Array (Patent Pending) 
 
derivative of motion and the flux (W m-2) thereby increased. 
Utilizing General Relativity, Dehnen and Romero-Borja [11] 
computed a superradiance build up of  “… needle-like radiation 
…” HFGWs beam emanating from a closely packed but very 
long linear array of crystal oscillators. Their oscillators were 
essentially two vibrating masses a distance b apart whereas a 
pair of vibrating FBAR masses is a distance 2r apart as shown 
in Fig. 5, but operates in an analogous fashion as piezoelectric 
crystals.  
 

 
 

Figure 5.  Comparison of Dehnen and Romero-Borja [11] crystal 
oscillator and FBAR-pair system. 

 
Superradiance also occurs when emitting sources such as atoms 
“…are close together compared to the wavelength of the 
radiation …” (Scully and Svidzinsky [5] p.1510). Note that it is 
not necessary to have the FBAR elements perfectly aligned (that 
is, the FBARs exactly across from each other) since it is only 
necessary that the energizing wave front (from Magnetrons in 
the case of the MEMS or FBARs as in Baker, Woods and Li 
[18]) reaches a couple of nearly opposite FBARs at the same 
time so that a coherent radiation source or focus is produced 
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between the two FBARs. The energizing transmitters, such as 
Magnetrons, can be placed along the helixes’ array axes 
between separate segments of the array or, more efficiently, at 
the base of the double helixes so that a superradiance force 
change, Δf, produced by energizing one off-the-shelf FBAR is 2 
N microwave beam is projected up the axis of the helixes.  The 
according to Woods and Baker [19], so that the power is given 
by the equation derived in Baker [20]: 
 

 
        P = 1.76×10-52 (2r Δf/Δt)2   W.                                 (1)                        
  

Let the activating radiation for the FBARs be conventional 
Magnetrons as employed in one-thousand watt microwave 
ovens. The frequency would be νEM = 2.5 GHz (thus ∆t =   
4×10-10 s and λEM = 12 cm). The HFGW frequency is twice that 
of the activating EM radiation or  νGW5 =  5 GHz. For Eq (1)  
the calculation of the combined ∆f of all the pulsating MEMS 
or FBARs requires more consideration. We will set the length 
of a double-helix array cylinder as 20 m, but recognize that it 
can be separated into segments along the same axis with 
energizing transmitters, e.g., Magnetrons installed on the 
cylinder axis between the segments. The transmitters could also 
be phase coherent and arranged in a line along the double-helix 
axis at its base.  If, for example, there were 1000 one-kilowatt 
Magnetrons feeding in on one hundred 12-cm, (λEM, wide 
levels) and each of their beams covered a 10-cm radius circle, 
then the energizing radiation flux would be 3.2×104 W m-2.   
According to superradiance there would result a needle-like 
microwave radiation directed along the axis of the double 
helixes amounting to 32 gigawatts per square meter. In order to 
create a perfectly planner wave front, with no irregularities, the 
cylindrically symmetric MEMS array could be contained in a 
wave guide or possibly a very wide coaxial “cable,” surrounded 
by a robust one megawatt heat sink. To increase instantaneous 
power to the array, bursts of gigawatt power, for example, every 
millisecond could be employed that would maintain a megawatt 
average power input. 

 
The walls of the cylindrical array are taken to be 30-cm thick. 
Thus the volume of the twenty meter long array is   π(r1

2 – r2
2) 

×20 m3, where r1 is the outside radius = 0.35 m and r2 is the 
inside radius = 0.05 m. Thus the volume is 7.5 m3. The FBAR  
is a mechanical (acoustic) resonator consisting of a vibrating 
membrane (typically about 100100μm2 in plan form, and 
about 1μm thickness), fabricated using well-established 
integrated circuit (IC) micro fabrication technology. A typical 
off-the-shelf FBAR as shown schematically in Fig. 6, usually 
has overall dimensions 500 µm by 500 µm by approximately 
100 µm thick. For our purposes, in which a high number density 
is important, we will trim the FBARs to a minimum size. In 
order to account for fabrication margins we will take the 
dimensions as 110 µm by 110 µm by 20 µm for an FBAR 
volume of 2.42×10-13m3.  

 
Figure 6. Basic FBAR Construction (cross-section side view, 

not to scale). 

 
Thus the total number of FBARs in the double-helix cylindrical 
array is 2.85×10 12 and the number of pairs is half of that. There 
would be N = 1.425×1012 FBAR pairs in the double-helix 
cylindrical array. Since each FBAR exhibits a jerking force of 2 
N the combined ∆f of all the jerking FBAR pairs is 2.85×1012 

N. if the jerking pairs (or “orbits”) moved in concert.  From Eq. 
(1) the total power produced by the double-helix array is P = 
1.76×10=52(0.2×2.85×1012/4×10-10)2 = 3.57×10-10 W. But due to 
the N levels, each one of which represents an individual GW 
focus, there exists a “Superradiance” condition in which the 
HFGW beam becomes very narrow as shown schematically in 
Fig. B of [5]. Thus the HFGW flux, in W m-2, becomes much 
larger at the cap of the radiation pattern. According to the 
analyses of Baker and Black [21] the area of the half-power cap 
is given by  
 
       Acap

 = A1/2(N=1) / N    m2                   (2) 
 

A more conservative approach would be that there are N 
individual GW power sources each with a ∆f = 2 N. Thus from 
Eq. (1), with 2rrms = 2√[( r1

2 + r2
2)/2] = 0.5 m, the total power 

produced by the double-helix array is   P =  1.55×1013 

×1.76×10-52(0.5×2/4×10-10)2 = 1.69×10-20 W. But due to the N 
levels, each one of which represents an individual GW focus, 
there exists a “Superradiance” condition in which the HFGW 
beam becomes very narrow as shown schematically in Fig. B of 
Scully and Svidzinsky [5]. Thus the HFGW flux, in W m-2, 
becomes much larger at the cap of the radiation pattern. 
According to the analyses of Baker and Black [21] the area of 
the half-power cap is proportional to 1/N  and the GW flux is: 

   
S(1) = (P/4)/(1.71/N) = (1.69×10-20/4)/   (1.71/1.55×1013)  =  3.8×10-8 W m-2     .         (3)   
 
From Baker, et al. [22], Eq. (6A) of the Appendix, the 
amplitude of the dimensionless strain in the fabric of spacetime 
is  

 
          A = 1.28×10-18√S/νGW   m/m  .       (4) 

.   

 
So that at a one-meter distance A = 5×10-32 m/m.  If the FBARs 
in all of the helix levels are not activated as individual pairs, 
then the situation changes. For example, let all of the FBARs in 
a  6-cm wide level (½ λEM) be energized in concert. The number 
of levels would be reduced to N = 20 m/0.06 m = 333. But, 
because the FBAR-pairs in each level act together, ∆f = (2 
N)(1.55×1013 / 333). Thus the changes in Eq. (1) cancel out and 
there is no change in HFGW flux. 
 
The HFGW beam is very narrow. From Eq. (4b) of [21] for N = 
1.55×1013 it would be sin-1 (0.737)/ √1.55×1013 = 1.87×10-7 
radians. For N = 333 the angle is 0.0022 radians. This is still 
narrow, but the double helix configuration certainly reduces the 
width of the HFGW beam. Additionally multiple HFGW carrier 
frequencies can be used with modulation schemes e.g., pulse 
carrier phase shift key, so the signal is very difficult to intercept, 
and is therefore useful as a low-probability-of-intercept (LPI) 
signal, even with widespread adoption of the HFGW 
technology. 
 
From Woods, et al. [23] the current estimated sensitivity of the 
Chinese Li-Baker HFGW Detector is A = 1.0×10-30 m/m to 
1.0×10-32 m/m  with a signal to noise ratio of over 1500 
(Woods, et al [23] p. 511) or if we were at a 1.3x107 m 
(diameter of Earth) distance, then S = 1.33×10-20 Wm-2. and the 
amplitude A of the HFGW is given by A = 3.8×10-39 m/m. 
Although the best theoretical sensitivity of the Li-Baker HFGW 
detector is on the order of 10-32 m/m, its sensitivity can be 
increased dramatically (Li and Baker, [9] by introducing 
superconductor resonance chambers into the interaction volume 
(which also improves the Standard Quantum Limit; Stephenson 
[24]) and two others between the interaction volume and the 
two microwave receivers. Together they provide an increase in 
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sensitivity of five orders of magnitude and result in a theoretical 
sensitivity of the Li-Baker detector to HFGWs having 
amplitudes of 10-37 m/m.  There also could be a HFGW 
superconductor lens, as described by Woods [25], which could 
concentrate very high frequency gravitational waves at the 
detector or receiver. Thus with Chinese Li-Baker HFGW 
detector program successful and the Wood’s lens practical, the 
Li-Baker detector will exhibit sufficient sensitivity to receive 
the generated HFGW signal globally. 
 
 

3. HFGW DETECTORS (Receivers) 
 
Operational HFGW Receivers 
 
In the past few years HFGW detectors, as exhibited in Figs. 7, 8 
and 9 have been fabricated at Birmingham University, England, 
INFN Genoa, Italy and in Japan. These types of detectors may 
be promising for the detection of the HFGWs in the GHz band 
(MHz band for the Japanese) in the future, but currently, their  
sensitivities are orders of magnitude less than what is required. 
Such a detection capability is to be expected, however, utilizing 
the Li-Baker detector. Based upon the theory of Li, Tang and 
Zhao [6] termed the Li-effect, the detector was proposed by 
Baker during the period 1999-2000, a patent for it was filed in 
P. R. China in 2001, subsequently granted in 2007 [26.] 
(http://www.gravwave.com/docs/Chinese%20Detector%20Pate
nt%2020081027.pdf). 
 
Preliminary details were published later by Baker, Stephenson 
and Li [22]. This detector was conceived to be sensitive to relic 
HFGWs (or high-frequency relic gravitational waves,  termed 
HFRGWs) having amplitudes as small as 10

–32
 to   10

–30
, but 

using resonance chambers to 10-37 or possibly smaller [9]. 
 
The Birmingham HFGW detector measures changes in the 
polarization state of a microwave beam (indicating the presence 
of a GW) moving in a waveguide about one meter across as 
shown in Fig. 7. (Please see Cruise [27]; and Cruise and Ingley 
[28].) It is expected to be sensitive to HFGWs having spacetime 
strains whose amplitudes are A ~ 2 × 10-13. 
 

 
 

Figure 7  Birmingham University HFGW Detector 
 
The INFN Genoa HFGW resonant antenna consists of two 
coupled, superconducting, spherical, harmonic oscillators a few 
centimeters in diameter. Please see Fig. 8. The oscillators are 
designed to have (when uncoupled) almost equal resonant 
frequencies. In theory the system is expected to have a 
sensitivity to HFGWs with size of about A ~ 2×10-17 with an 
expectation to reach a sensitivity of ~ 2×10-20. (Bernard, 

Gemme, Parodi, and Picasso [29]); Chincarini and Gemme 
[30]). As of this date, however, there is no further development 
of the INFN Genoa HFGW detector. 
 

 
 

Figure 8 . INFN Genoa HFGW Detector 
 
The Kawamura 100 MHz HFGW detector has been built by the 
Astronomical Observatory of Japan. It consists of two 
synchronous interferometers exhibiting an arms length of 75 
cm. Please see Fig. 9. Its sensitivity is now about A ≈ 10-16 
(Nishizawa et al., [31]). According to Cruise [32]) of 
Birmingham University its frequency is limited to 100 MHz and 
at higher frequencies its sensitivity diminishes.  

 
 

 
Figure 9. The National Astronomical Observatory of Japan 
100MHz Detector. Cruise [31]. 
 
Concept (Li-Effect) 
 
The Li-Effect or Li-Theory was first published in 1992 [6]. 
Subsequently the “Li Effect” was validated by secveral journal 
articles, independently peer reviewed by scientists well versed 
in General Relativity, [7, 8, 9, 10] including capstone paper, Li, 
et al [32]). The reader is encouraged to review the key results 
and formulas found in Li et al., [10] and the detailed discussion 
of the coupling among HFGWs, a magnetic field and a 
microwave beam found in Li et al. [10]. The Li-Effect is very 
different from the classical (inverse) Gertsenshtein- Effect. With 
the Li-Effect, a gravitational wave transfers energy to a 
separately generated electromagnetic (EM) wave in the 
presence of a static magnetic field. That EM wave has the same 
frequency as the GW and moves in the same direction. This is 
the “synchro-resonance condition,” in which the EM and GW 
waves are synchronized and is unlike the Gertsenshtein-
Effect.[12] The result of the intersection of the parallel and 
superimposed EM and GW beams, according to the Li-Effect, is 
new EM photons moving off in a direction perpendicular to the 

356

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



 
beams and the magnetic field directions. These photons signal 
the presence of HFGWs and are termed a “perturbative photon 
flux” or PPF. Thus, these new photons occupy a separate region 
of space (see Fig. 10) that can be made essentially noise-free 
and the synchro-resonance EM beam itself (in this case a 
Gaussian beam) is not sensed there, so it does not interfere with 
detection of the photons. The existence of the transverse 
movement of new EM photons is a fundamental physical 
requirement; otherwise the EM fields will not satisfy the 
Helmholtz equation, the electrodynamics equation in curved 
spacetime, the non-divergence condition in free space, the 
boundary and will violate the laws of energy and total radiation 
power flux conservation. In this connection it should be 
recognized that unlike the Gertsenshtein effect, the Li-effect 
produces a first-order perturbative photon flux (PPF), 
proportional to the amplitude of the gravitational wave .  A not 
A2. In the case of the Gertsenshtein-Effect such photons are a 
second-order effect and according to Eq. (7) of Li, et al. [33] the 
number of EM photons are “…proportional to the amplitude 
squared of the relic HFGWs, A2,” … and that it would be 
necessary to accumulate such EM photons for at least 1.4x1016 

seconds in order to achieve relic HFGW detection (Li et al., 
[33]) utilizing the Gertsenshtein-Effect.  In the case of the Li 
theory the number of EM photons is proportional to the 
amplitude of the relic HFGWs, A ≈ 10-30, not the square, so that 
it would be necessary to accumulate such EM photons for less 
than about 1000 seconds in order to achieve relic HFGW 
detection (Li et al., [10]). The JASON report (Eardley, [13]) 
confuses the two effects and erroneously suggests that the Li-
Baker HFGW Detector utilizes the inverse Gertsenshtein effect. 
It does not and does have a theoretical sensitivity that is about 
A/A2 = 1030 greater than that incorrectly assumed in the JASON 
report for the detection of relic HFGWs. 
 
The Li-Baker HFGW detector operates as follows: 
 
1. The perturbative photon flux (PPF), which signals the 
detection of a passing gravitational wave (GW), is generated 
when the two waves (EM and GW) have the same frequency, 
direction and suitable phase. This situation is termed “synchro-
resonance.” These PPF detection photons are generated (in the 
presence of a magnetic field) as the EM wave propagates along 
its z-axis path, which is also the path of the GWs, as shown in 
Figs. 10 and 11. 

 
2. The magnetic field B is in the y-direction. According 
to the Li effect, the PPF detection photon flux (also called the 
“Poynting Vector”) moves out along the x-axis in both 
directions.  
 
3. The signal (the PPF) and the noise, or background 
photon flux (BPF) from the Gaussian beam have very different 
physical behaviors. The BPF (background noise photons) are 
from the synchro-resonant EM Gaussian beam and move in the 
z-direction, whereas the PPF (signal photons) move out in the 
x-direction along the x-axis and only occur when the magnet is 
on. 
 
4. The PPF signal can be intercepted by microwave-
absorbent shielded microwave receivers located on the x-axis 
(isolated from the synchro-resonance Gaussian EM field, which 
is along the z-axis). 
 
 

. 

 
 

 
Figure 10.. Detection Photons Sent to Locations that are Less 

Affected by Noise. 

 
 
 
5.  The absorption is by means of off-the-shelf -40 db 
microwave pyramid reflectors/absorbers and by layers of 
metamaterial or MM absorbers (Landy, et al. 2008, Woods et 
al. [23] and Patent Pending) that also seal off out gassing. As 
discussed in detail by Woods, et al. [23] absorption of about  
220 dB or an absorption coefficient of 10-22

 for the two 
double MM layers, can be achieved. As noted by Landy, et al. 
[34] since “…impedance matching is possible, and with 
multiple layers, a perfect [absorbance] can be achieved.” 
In addition, isolation is further improved by cooling the 
microwave receiver apparatus to reduce thermal noise 
background to a negligible amount as has been accomplished in 
single-photon receivers (Buller, [35]). In order to achieve a 
larger field of view and account for any curvature in the 
magnetic field, an array of microwave receivers having multiple 
horns (the two receivers having, for example, 12 cm by 12 cm 
horns (four such horns some two HFGW wavelengths or 2λGW 

 

on a side) could be installed at x = ± 100 cm (arrayed in planes 
parallel to the y-z plane). As noted in the following Table, all 
sources of noise in the Li-Baker HFGW detector such as 
diffraction from the intense Gaussian beam (Woods   [36]), 
dark-background shot noise, signal shot noise, Johnson 
noise, preamplifier noise, quantization noise, mechanical 
thermal noise, phase or frequency noise,  can be reduced to 
negligible amounts in a properly designed Li-Baker detector.
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            Summary Table of Li-Baker detector noise based upon 
experimental data concerning its components (Woods et al. [33]). 

 
The total noise equivalent power or NEP is 1.02×10-26 W (noise 
flux is 1.54×10-3 photons per second). If need be the receivers 
could be further cooled and shielded from diffraction noise by 
baffles and optimum detector geometry as shown in Woods et 
al. [23]. Given a signal that exhibits the nominal value given in 
the Summary Table above  of Woods et al. [23] of 99.2 s-1 
photons, one quarter of which is focused on each of the 
microwave receivers, which is 24.8 s-1 photons or 1.6×10-22 W, 

the signal-to-noise ratio for each receiver is better than 1500:1 
[23]. 

4. CONCLUSIONS 
 
The utilization of modern MEMS technology and a double-
helix array of them would allow for the construction of a 
HFGW generator or transmitter involving superradiance that 
exhibits sufficient strength to transmit HFGW signals globally. 
This is possible even though the conversion rate of EM power 
to GW power is exceedingly small and, like EM radiation, the 
GW signal power falls off as the inverse square of the distance. 
It is shown herein that a properly designed double-helix array of 
MEMS (or FBARS) can generate sufficient power to reach a 
receiver on the opposite side of the globe. Three HFGW 
detectors or HFGW receivers have previously been fabricated 
and others theoretically proposed, but analyses of their 
sensitivity suggest that for meaningful HFGW reception, greater 
sensitivity is necessary. The theoretical sensitivity of the Li-
Baker HFGW detector discussed herein, that is based upon a 
different measurement technique than the other detectors, is 
predicted to satisfy HFGW communication needs The detector 
can be built from off-the-shelf, readily available components 
and, when coupled with the double-helix MEMS or FBAR array 
transmitter, could provide for transglobal HFGW 
communications.  
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Figure 11. Schematic of Li-Baker HFGW Detector (Peoples Republic of China Patent Number 0510055882.2 [25])  
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ABSTRACT 

Starting from certain dynamic presumptions and based on a new interpretation of the behaviour of bodies which 

dispose of intrinsic angular momentum, when exposed to successive torques, new dynamics hypotheses have been 

developed, ending up with the conclusion that a new mathematical model in rotational fields dynamics can be set up. 

This would allow us to justify certain behaviours, until then not understood. Through this model different results are 

obtained, for certain assumptions, basing ourselves exclusively on a new interpretation of the composition or 

superposition of the motions originated by the acting torques. 

We believe that the achieved results allow us to obtain a new perspective in dynamics, unknown up to date, making it 

possible to turn given trajectories which, until now, have been considered as chaotic, into deterministic terms. We have 

come to the conclusion that there still exists an unstructured scientific area in the present general assumptions and, 

specifically, in the area of rigid bodies exposed to simultaneous non-coaxial rotations.  

For this purpose, it is necessary to analyze the velocity and acceleration fields that are generated in the body which 

disposes of intrinsic angular momentum, and assess new criteria in these speeds coupling. In this context, reactions 

and inertial fields take place, which cannot be justified by means of the classical mechanics.  

It is the aim of this Paper to inform of the surprising results obtained, and to attract the interest towards the 

investigation of this new area of knowledge in rotational non inertial dynamics, and of its multiple and remarkable 

scientific and technological applications. i

I – Initial speculations and conjectures 

It is possible to find new fields of research in new 

rotational dynamics of non-inertial systems. The 

foundations of rotational dynamics might be relevant 

to unsolved significant problems in physics. 

Systems in the universe are in motion, in constant 

dynamic equilibrium. In the real universe, the general 

dynamic behaviour of rigid solids is characterized by 

its dynamic equilibrium. Through time, orbitation 

coexists with the intrinsic rotation. This aporia, and 

also the professor Miguel A. Catalánii conjectures 

were our initial speculation. 

The importance of our mathematical model is obvious. 

In this model not only the forces are leading players, 

but also the momentums of those forces which, while 

staying constant, will generate orbiting and constantly 

recurrent movements, generating a system in dynamic 

balance, and not being in unlimited expansion. This 

new dynamics theory will give us a better 

understanding of how universe and matter behave. 

We would suggest a detailed and deep analysis of 

these dynamics hypotheses and propose continuing 

experimental testing necessary for confirmation.  

II- Investigation project 

We have been involved in an investigation project of 

non-inertial systems, to know the behaviour of rigid 

bodies exposed to simultaneous non-coaxial rotations. 

As a result of this investigation we have proposed new 

hypotheses in order to explain the dynamic behaviour 

of these bodies, insisting on the need of extending our 

studies on field theory. 

We define the inertial reactions that are manifested in 

the matter, when it is subjected to accelerations, as 

Dynamic Interactions (ID). These are manifested in 

nature at any scale of magnitude. Any physical system 

and boundary conditions can be represented by a Lie 

group. The phase space of this dynamic is described in 

a quaternionic Kähler variety of 8-dimensional 

symplectic geometry. This would have two types of 

field’s forces simultaneously: one corresponding to the 

actual applied forces and the other corresponding to 

inertial forces due to the dynamic interactions (ID) 

generated. 
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According to the Relativity Principle of Galileo, 

physical laws are identical in any system of inertial 

reference. The Classical Mechanics, and even the 

majority of modern physical theories, have been 

formulated for inertial reference frames, their validity 

having been proven in said systems.  

Nevertheless, beyond these limits, in our opinion, 

there may be other assumptions in nature for which we 

nowadays still do not know exactly the laws to explain 

their behaviour, because the models of analysis we use 

are wrong. An example of this is the analysis of rigid 

solid bodies equipped with rotational movement. It is 

necessary in these cases to take into account possible 

inertial reactions.  

The composition or superposition of the motions was 

understood also by Galileo to explain the path of a 

canyon ball. The question is to understand the 

superposition of fields originated by acting torques. 

We shall use the expression “coupling” in relation 

with the composition or superposition of the velocity 

field that are generated in these cases. 

δϖ ⋅=V

The fields of speeds determine the behaviour of the body

FIELD OF SPEEDS

HOMOGENEOUS ANISOTROPIC

Disc with axial symmetry

in own rotation

Constant tangential speed Caused 

by the rotation

Disc after adding a non-coaxial rotation to the 

own rotation

θδ cos⋅⋅Ω=zV

Additional to the prior constant tangential speed 
there now is a variable speed depending on the 

position of the particle

8

Figure I. The fields of speeds determine the behaviour of the body. 

III- Rational deduction 

This new non-inertial and non-Newtonian rotational 

dynamics of accelerated rigid solid bodies can be 

inferred in different ways: relativistic deduction, 

through equations of the generated fields, or through a 

rational deduction. We will concentrate on the last 

supposition. 

In the case of a flat disc rotating around its symmetry 

axis, a field of speeds due to the rotation of the disc 

can be identified. In each particle of the disc, the 

generated tangential speed, will be identified in line 

with the equation: 

v����� � �����                                                      (1) 

With  

�: Distance from the particle to the rotation 

axis.  

→

ω : Rotation speed of the disc. 

� is also the circumference radio or the geometric 

place that contains the particles that are equidistant to 

the rotation axis and whose dynamic state we are 

analysing.  
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Figure II. In a body with 
→

ω speed rotation on its principal axis, when it is subjected to a new no- coaxial rotation
→

Ω , 

a non-homogeneous field of speeds is generated. 

Therefore, all the particles situated in that 

circumference will have the same module of tangential 

speed but with a different orientation. As such, we 

obtain a homogeneous and balanced field of speeds as 

the result of the turn of the disc on its symmetry axis, 

figure I. 

In the assumptions of simultaneous non-coaxial 

rotations, the rigid body experiences non-

homogeneous speed fields, figure II. These fields 

generate anisotropic acceleration fields. These 

acceleration fields can be interpreted as fields of 

inertial forces, created in space through the effect of 

simultaneous non-coaxial rotations, figure III. 

This rational deduction can be enlarged via an analysis 

inside the Fields Theory and its equations. 

IV- Initial Paradox 

We now express a paradox that permits us to introduce 

the concept of rotational inertia. When a body, with 

rotating intrinsic movement, is not submitted to 

external forces (or to its moments), according to the 

equations of Newton-Euler's mechanics: 

d/dt (I�) = 0    (2) 

Result: � = Const.,  

Where I is the moment of inertia of the body, and � is 

its angular speed. The angular speed will be kept 

constant eternally due to its inertia. 

 Any rotation is an accelerated motion, since the linear 

velocity of every particle of the rigid body, though it 

remains constant in module, it will be constantly 

changing position. But being � constant, we find the 

contradiction of having the example of a rotating 

movement accelerated by inertia, without any external 

force. This allows us to suppose the existence of one 

Rotational Inertia, fundamentally different from the 

Translational Inertia. 

The Rotational Inertia would correspond to the inertia 

of the body when it has a movement of rotation; it will 

tend to maintain this rotation, despite the cessation of 

forces acting on it. 

From the concept of rotational inertia, it is easy to 

infer a dynamic model based on constant rotation. A 

system maintains a constant angular speed when two 

points of the system remain in time, on the same 

dynamic state. In this case the system is in a state of 

constant rotation on a fixed axis. 
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Figure III. Rational deduction 

V- Axioms  

The rotational dynamics based on the assumption of 

inertial reactions, is based on the principles of 

conservation of certain measurable quantities: the 

motion quantity, the total mass and total energy, 

and in this concepts: Dynamics interactions, speed 

coupling, rotational inertia and constant rotation. 

From these principles of conservation of measurable 

magnitudes, and after the observation of the inertial 

reactions that occur in nature, we can deduce certain 

specific axioms:  

1. The rotation of space determines the 

generation of fields 

From a relativistic point of view, an intrinsic 

rotation can be interpreted as a fixed moving 

element plus a turn of the space of events which 

contains it. In a given body, two simultaneous 

non-coaxial intrinsic rotations can be generated 

around different axes. Two simultaneous intrinsic 

non-coaxial rotations of a given body, can be 

interpreted as two rotations of the space of events 

around different axes. The rotation of space 

determines the generation of anisotropic speeds 

and accelerations fields.

2. Result of the action of non-coaxial 

moments 
When a solid is subjected to non-coaxial 

successive moments, non-homogeneous 

distributions of speeds and accelerations are 

generated. This can be identified as inertial fields.  

3. Inertial fields cause dynamic interactions 
The anisotropic speeds fields generated, interact 

with other fields of the rigid body, changing its 

dynamic state. For instance, the non-

homogeneous tangential velocity field that is 

generated is coupled to the field of translation 

speeds.

4. The action of successive non-coaxial 

torques on a rigid body cannot be 

determined by algebraic addition or 

calculated by the resultant force or torque  

This axiom reminds us of the impossibility of the 

use of vector algebra to solve these phenomena. 

We understand that the inertial behaviour of the mass 

of the rigid solid body, when exposed to these 

movements has not been studied thoroughly. 

VI- Motion Equation 

Based on the Principle of Conservation of the 

Motion Quantity, and on the above mentioned 

axioms, we can obtain the motion equation.  

We suppose that an infinitely flat disc with radio � is 

submitted to a momentum M, whose axis coincides 

with the axis Z of the disc's symmetry. If this 

momentum is instantaneous, it generates a constant 
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rotation speed 
→

ω . A second momentum M´, non-

coaxial with the former will generate a new dynamic 

state which has been defined in Classic Mechanics as 

the gyroscopic effect, and which is attributed to a 

supposed gyroscopic momentum. This explanation of 

Classic Mechanics does not respond to the rational 

structures of the rest of the theory and represents a 

singularity in its conceptual development, as the axis 

of the new generated rotation does not coincides with 

the axis of the torque that generates such rotation.  

We can interpret that the gyroscopic momentum does 

not exist physically, as it is simply the observable 

effect of a field of inertial forces generated by the 

simultaneous, non-coaxial, rotation of space (First 

axiom). We will check this starting point further 

below. In any case, based on the principle of

Conservation of the Motion Quantity, the 

gyroscopic momentum D will be equivalent to the one 

acting from the outside M´ and be the one that 

generates the second rotation non-coaxial with the 

first, and therefore:  

M´= D                                                (3) 

Supposing that the momentum M´ will stay constant in 

time, it will keep its dynamic action on the body. 

Nevertheless, the referred gyroscopic momentum has 

been quantified through multiple methods of the 

classical mechanics with the following formula: 

D = I � �                                            (4) 

If we observe the behaviour of this disc with own 

rotation 
→

ω  and submitted to a new non-coaxial 

torque M´ (second axiom), we observe that it initiates 

a new rotation 
→

Ω  around an axis perpendicular to the 

new torque M´, and not around its own axis. Therefore 

we can infer that the field of inertial forces generated 

in the rotating space by a new non-coaxial momentum 

M´, upon a moving body with a rotatory movement 

→

ω  and an inertial momentum I upon that rotation 

axis, and thus with an angular momentum L
�

, will 

oblige the moving body to acquire a precession speed 

→

Ω  defined by the scalar quotient: 

� = M´/ (I �) = M´/ L                          (5) 

The precession speed 
→

Ω  can be observed 

simultaneously with the initial 
→

ω , which remains 

constant within the body. Instead of the discriminating 

Poinsotiii hypothesis, which supposes that the angular 

momentums were coupled between each other and 

separate from the linear dynamic momentums,  in the 

case of translation movement of the body, we propose 

the dynamic hypothesis which states that (Third 

axiom), the field of translation speeds couples to the 

anisotropic field of inertial speeds generated by the 
second non-coaxial momentum, forcing that the 

center of masses of the mobile modifies its path, 

without an external force having being applied in this 

direction. 

As such, we obtain an orbiting movement 
→

Ω , which 

is simultaneous with the constant intrinsic rotation 

of the moving body 
→

ω . This new orbiting 

movement, generated by a non-coaxial momentum, is 

defined by the rotation of the speed vector, the latter

→

ω  staying constant in module.  

Figure IV. The rotational operator Ψ

��
 transforms, through one rotation �, the speed vector 0V

�
into the speed vector 

v, both always situated on an identical plane, in this example in the XY plane. In reality in the plane that contains the 

acting momentum M'  
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In the assumption of figure IV, the new external 

momentum M´, which is supposed to be located on the 

X axis, will generate an inertial rotation around the Z 

axis, so that if the initial translation vector 0V
�

 was 

located on the XY plane, the resulting speed will stay 

on that plane after the rotation. Any rotation in space 

can be identified by a matrix. Therefore, in our 

supposition, the spatial rotation matrix Ψ

��
 will be as 

follows: 

�
�
�

�

�

�
�
�

�

�

αα

α−α

100

0 cos sen

0 sen cos

                                   
(6) 

And will, in our assumption, generate a turn of the 

referred translation vector 0V
�

 in that XY plane. 

Given that no external force modifying the quantity of 

translation movement has acted on the solid, its kinetic 

linear momentum will have to stay constant and 

therefore also its translation speed. However, if we 

accept that the homogeneous field of translation 

speeds couples to the field of tangential speeds due to 

the torque M´ (Third axiom); we can determine what 

will be the new dynamic state of the body.  

In this supposition, we then obtain as motion 

equation that the translation speed of the body's 

masses centre has not varied in magnitude and will 

therefore be equal to the initial in module, but 

submitted to the spatial rotation mentioned above: 

v
�

= Ψ

��
0V
�

.        (7) 

The non-discriminating coupling proposed in our 

hypothesis is therefore identified by a spatial rotation 

of the speed vector and therefore:  

v
�

=

�
�
�

�

�

�
�
�

�

�

αα

α−α

100

0 cos sen

0 sen cos
0V
�

.                      (8) 

As such we obtain:  
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�
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�

� −
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�
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�

�

�
�
�

�

�

3

0

2

0

1

0

2

0

1

0

3

0

2

0

1

0

 cos

 cos

100

0 cos

0 cos

V

VsenV

senVV

V

V

V

sen

sen

v

v

v

z

y

x

αα

αα

αα

αα

�

�

�

 (9) 

However, we can suppose that the new path will be 

the arch of a circle and the components of speed will 

thus be:  

0

)( cos 

)( 

=

Ω⋅Ω⋅−=

Ω⋅Ω⋅−=

z

y

x

v

tv

tsenv

δ

δ

                      (10) 

We have:  

�
�
�

�

�
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�

�

�

+

−

=

�
�
�

�

�

�
�
�

�

�
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3
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1
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1

0

cos

cos

0

)( cos .

)(  ..

V

VsenV

senVV

t
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αα
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δ

δ
(11) 

From which we obtain:  

  V0
1 = 0 

V0
2 = -�.�                                            (12) 

  V0
3 = 0 

However, as:                    � = � t  (13) 

Therefore the rotational operator Ψ

��
 is in this 

supposition:  

Ψ

��
 = 

�
�
�

�

�

�
�
�

�

�

ΩΩ

Ω−Ω

100

0).( cos).( 

0).( ).( cos

ttsen

tsent
  (14) 

And 

�
�
�

�

�

�
�
�

�

�

=

0

V

0

00

��
V                            (15) 

And, according to equation (5): 

� = M´ t/ (I �)    (16) 

The motion equation finally can be written: 

v
�

= Ψ

��
0V
�

 =   

�
�
�

�

�

�
�
�

�

� −

100

0t/I�  M´cos t/I�  M´sen

0I� t/  M´senI� t/   M´cos
0V
�

.

 (17) 

The rotational operator Ψ

��
 transforms, through one 

rotation, the initial speed vector 0V
�

 into the speed 

vector v, both always situated on an identical plane. 

It is observed how the rotational operator Ψ

��
is a 

function of the equations of sinus or cosinus of � t, 

existing a clear relation between the angular speed 
→

Ω
of orbit and the acting torque/couple M' and the initial 

angular speed 
→

ω . As such, we possess a simple 

mathematical relation between the angular speed 
→

ω

of the body and its translation speed v
�

.  

In general, the mobile's path will be defined by 

intrinsic coordinates by the successive speeds of the 

body v
�

, determined by the matrix product of the 

rotational operator Ψ

��
 on the initial speed vector 0V

�
. 

The referred equation (7) results, as a general equation 

of the movement for the bodies with angular 

momentum, when they are submitted to successive 

non-coaxial torques. For this equation, the rotational 
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operator Ψ

��
 is the matrix transforming the initial 

speed into the one that corresponds to each successive 

dynamic state by means of a rotation. 

Starting from the equation v
�

= Ψ

��
0V
�

 we can 

determine the surface in which all possible paths of a 

solid body with intrinsic rotation 
→

ω  would be present 

when varying simultaneously as parameters this speed 

or the time. As well the surfaces of paths  for different 

speeds Vo when those are not a constant value, but also 

a function of another variable. 

In short, in this simplified mathematical model, it 

would be possible that, in space, the mobile bodies 

submitted to successive non-coaxial torques, as a 

result of inertial dynamic interactions, would initiate 

an orbital movement so that, while maintaining the 

initial angular momentum and the second torque 

constant, its masses' centre would follow a closed 

orbital path without any need for real central forces.  

So we can associate dynamic effects to speed and a 

clear mathematical correlation between rotation 

and translation. This mathematical connection allows 

us to identify a physical relation between transfers of 

kinetic rotational energy to kinetic translation 

energy, and vice-versa.
On the analysis of the dynamic behaviour of the 

bodies submitted to acceleration by rotation a change 

of mentality is necessary. In these cases, you cannot 

apply the same axioms and premises as those used in 

inertial systems (Fourth axiom). 

VII – Experimental tests and physical-

mathematical simulation model 

The starting hypotheses as well as the mathematical 

model were confirmed by a series of experimental 

tests and also by a physical-mathematical simulation 

model of this behaviour. 

������������������������������������
������������������������	���������	�
�������
 ����������!�"��#����!�$��%��!�&��'������!�(��'������!�)��*����������������+��,����

�������������!�-�������	���.��.��

Demonstrating the possibility to change the 

trajectory of a solid without a rudder according 

to the TID.
Prototype I: Fixed torque Torpedo submarine. 

Prototype II: Variable torque Torpedo submarine

13

Figure V. Design of the remotely controlled submarine: 1. Propeller; 2. Stern; 3. Motor; 4. Ballast; 5. Battery; 6. 

Velocity changer: 7. Radio control receptor; 8. Pressure valve. 

The challenge was to find a mobile with simultaneous 

angular momentum and linear speed. Because of the 

difficult availability of a device with these 

characteristics in space, it seemed sensible to continue 

the experiments with bodies floating in water. In this 

hypothesis, a cylinder or “Torpedo submarine” could 

be designed rotating around its longitudinal axis while 

at the same time driven by a propeller on its stern, 

provided as well with a gravitational torque 

perpendicular to the rotation axis. We make two 

different prototypes: 

 I Fixed torque Torpedo submarine, with 

constant unbalance. 

II Variable torque Torpedo submarine, with 

pump and two deposits for water. 
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Figure VI. Path of the mass center of a mobile with intrinsic rotation and simultaneously submitted to an external 

momentum non-coaxial with its intrinsic angular momentum, obtained via computer simulation, in the supposed case 

that both, the applied moment and the translational linear speed of the mobile are constant. Simulating conditions: 

Tangential speed 5 m/s.  

In accordance with the proposed dynamic hypotheses, 

a simulation of the behaviour of this solid in space, 

with intrinsic rotation and simultaneously submitted to 

an external momentum non-coaxial with its intrinsic 

angular momentum was realized, obtaining open or 

closed traces, equivalent to the trajectories of real 

bodies in space. 

The equation of movement deducted and applied to a 

simulation model, determines a path that coincides 

with the one experimentally observed (Figure VI). 

Also, quite a number of examples can be thought of 

for checking these dynamic hypotheses (see Un 

Mundo en Rotación
iv), which would allow us to 

interpret many, in our opinion, still unexplained 

assumptions in nature, using the interactions which 

result from rotating the space of events, as for 

example, the behaviour of so many rotating solid 

elements like the boomerang, the hoop or the wheel.

This new non-inertial rotational dynamics is 

developed in laws and corollaries, allowing a number 

of new, unknown scientific and technological 

applications. These Rotational Dynamic Laws are 

based on the inertial impossibility of matter to change 

their dynamic state in certain cases and propose the 

concept of rotational inertia as an invariant of mass. 

These laws are understood as a negation of nature to 

selective and discriminating couples established by 

Poinsot, and allow developing an alternative and 

specific Theory of Dynamic Interactions (TID) for 

bodies with angular momentum.  

VIII - Conclusions 

The present text is only a brief referential summary of 

the works carried out during the last twenty years in 

order to propose a Rotational Dynamics of 

Interactions applicable to bodies submitted to multiple 

successive non-coaxial torques. The initial hypotheses 

are based on new criteria about speed coupling and 

rotational inertia, and have been confirmed by 

experimental tests and by a mathematical model 

allowing the simulation of the real behaviour of bodies 

submitted to these excitations. A clear correlation 

between the initial speculations, the starting 

hypotheses, the mathematical simulation model, the 

deduced behaviour laws, the realized experimental 

tests and the mathematical model corresponding to the 

movement equations resultant of the proposed 

dynamic laws, have been obtained.  

This research can be extended with the Field Theory 

and a relativistic deep analysis, and may allow the 

physical knowledge of new space systems and brings 

potential applications for the future, along with 

numerous relevant technology developments. 

The Theory of Dynamic Interactions generalizes the 

concept of gyroscopic momentum, and of other 

inertial phenomena, incorporating them into the 

unified structure of a new non inertial rotational 

dynamics of Interactions. 

According to the defended Theory of Dynamic 

Interactions, we can conceive a universe in a constant 

dynamic balance, in which a force momentum, with a 

zero resultant, will generate, as long as it works, a 

movement of constant orbiting, within a closed path. 

The importance of this mathematical model is 

obvious: not only the forces are leading players, but 

also the momentums of forces which, while staying 

constant, will generate orbiting and constantly 

recurrent movements, generating a system in dynamic 

balance, and not in unlimited expansion. This Theory 

of Dynamic Interactions is reasoned out and described 

in the book: Un Mundo en Rotación (2008), and its 

antecedents and fundamentals were presented in the 

book of the same author: El Vuelo del Bumerán

(2005). 

We want to suggest that interest should arise in 

physics in the exploration of non-inertial accelerated 

systems, and also to express a call for the need to 

develop scientific investigation projects for their 

evaluation and analysis, as well as technological 

projects based on these hypotheses. In our opinion, 

these hypotheses suggest new keys to understanding 
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the dynamics of our environment and the harmony of 

the universe. A universe composed not only of forces, 

but also of their momentums; and when these act 

constantly upon rigid rotating bodies, with an also 

constant translation speed, the result is a closed 

orbiting movement, thus a system which is moving, 

but within a dynamic equilibrium.  

The application of these dynamic hypotheses to 

astrophysics, astronautics and to other fields of 

physics and technology possibly allows new and 

stimulating advances in investigation. 

The result of this project is the conception of an 

innovative dynamic theory, which specifically applies 

to rigid rotating physical systems and which has 

numerous and significant scientific and technological 

applications,  

Anyone interested in cooperating with this 

independent investigation project is invited to request 

for additional information to: 

gestor@advanceddynamics.net

 Or to look up at: 

www.advanceddynamics.net. 

                                                
i
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ABSTRACT
A Markovian Agent Model (MAM) is a stochastic model

that provides a flexible, powerful and scalable way for an-
alyzing complex systems of distributed interacting objects.
The constituting bricks of a MAM are the Markovian Agents
(MA) represented by a finite state continuous time Markov
chain (CTMC) whose infinitesimal generator is composed
by a fixed component (the local behaviour) and an induced
component that depends on the interaction with the other
MAs. An additional innovative aspect is that the single MA
keeps track of its position so that the overall MAM model
is spatial dependent. MAMs are expressed with analytical
formulas suited for numerical solution. Extensive applications
in different domains have shown the effectiveness of the
approach. In the present paper, we propose an example that
illustrates how the MAM technique can cope with extremely
large state spaces.

Keywords Markovian Agents, Distributed Interacting Sys-
tems, Performance Evaluation, Wireless Sensor Networks,
Swarm Intelligence.

1. INTRODUCTION
Markovian Agents (MAs) are stochastic entities introduced

with the aim of providing a flexible, powerful and scalable
technique for modeling complex systems of distributed in-
teracting objects, for which feasible analytical and numerical
solution algorithms can be implemented. Each object has its
own local behaviour that can be modified by the mutual
interdependencies with the other objects. MAs are scattered
over a geographical area and retain their spatial position so
that the local behaviour may be related to the geographical
position and the mutual interdependencies may depend on the
relative distances and the transmittance characteristics of the
interposed medium.

MAs are modeled by a discrete-state continuous-time finite
CTMC whose infinitesimal generator may be influenced by
the interaction with other MAs. The interaction among agents
is represented by a message passing model combined with a
perception function. When resident in a state or during a tran-
sition, an MA is allowed to send messages that are perceived
by the other MAs, according to a spatial dependent perception
function, modifying their behaviour. Messages may model real
physical messages (as in wireless sensor networks) or simply
the mutual influences of a MA over the other ones. Further,
MAs may belong to a single class or to different classes
with different local behaviours and interaction capabilities,
and messages may belong to different types where each type
induces a different effect on the interaction mechanism. The
perception function describes how a message of a given type
emitted by a MA of a given class in a given position in the
space is perceived by MA of a given class in a different posi-
tion. By consequence of the interaction mechanism, the entries
of the infinitesimal generator of each MA are determined by
the superposition of local terms and interaction induced terms.

In the previous literature, the modelling and analysis of
large scale stochastic systems composed by interacting objects
has been mainly faced by resorting to the superposition of
interacting Markov chains, to asymptotic models or to fluid
models. In the first case, the available techniques require the
generation of the global state space, defined as the Cartesian
product of the state spaces of the individual interacting objects.
The explosion of the state space can be mitigated by exploiting
symmetry properties, often included in the system definition,
and producing the global transition rate matrix by means of
tensor algebra operators applied to the local matrices [11].
Representative attempts in this direction define the interacting
objects directly as Markov chains [8], [1], [10], or as finite
state automata [22], [23] or as Petri nets [9], [21]. However,
the compositional approaches, based on finite state objects, do

370

Proceedings of the International Conference on Information and Communication Technologies and Applications (ICTA 2011),

and the International Conference on Design and Modeling in Science, Education, and Technology (DeMset 2011)



not account for interactions related to the relative position of
the local objects. Recently, asymptotic models based on mean
field theory have been proposed in the domain of performance
evaluation [4], [2], [3], but they are not able to include spatial
dependencies. Finally, fluid models [20], [17], [18] are able
to capture the global behaviour of the system but loosing the
capability of detailing the local behaviour.

In our approach, the local objects are finite state MAs and
their interaction is represented by a fluid model. In this way,
we do not need to explore the product state space, but we
account for the effect of the global dependencies on the indi-
vidual infinitesimal generators and we solve stochastic equa-
tions defined on individual sub-models. Interactive Markovian
Agents have been introduced in [15], [16] for single class
MAs and extended to Multi-class Multi-message Markovian
Agent Model in successive works [14], [5], [13], [7]. In [12],
mobility properties for the MAs have been introduced. Several
application examples have been described and analyzed across
the above papers and validation through simulation [7] or
measuring real physical systems [6] has been provided.

The aim of this paper is to present the new modeling
framework based on Markovian Agent Models (limited for
simplicity to single-class MAs) and to show how the analytical
model can be defined and implemented. A very large scale
example has been selected to conclude the paper with the aim
of illustrating the capabilities of the approach in dealing with
extremely large state spaces.

2. MOTIVATION

Often complex systems are composed by many interacting
objects that have their own local behaviour that can be modi-
fied by the mutual influences exercised with the other objects.
As a representative example of this class of systems, Figure
1 represents a Wireless Sensor Network where the nodes of
the network are sensors that behave according to their own
specification but interact with the other sensors through the
exchange of messages (represented by the links in the figure).
In real networks, some nodes may fail or may be switched off,
thus modifying not only the topology of the network but also
the mechanism of the interaction and the mutual dependencies.
Furthermore, the interaction may be dependent on the position
of the objects and on their mutual distances.

Fig. 1. Example of a complex system of interacting objects

Distributed systems with similar features, problems and
difficulties may be found in many different technological areas
and in many practical situations, like grids of computers,
smart grids of power stations, and, in general, any system
that can be represented in the form of a network where the
nodes have an autonomous behaviour but, at the same time,
are interdependent on the other nodes. The Markovian Agent
Model was specifically studied to cope with the following
needs:

i Provide analytical models that can be solved by numerical
techniques, thus avoiding the need of long and expensive
simulation runs;

ii Provide a flexible and scalable modeling framework for
distributed systems of interacting objects;

iii Provide a framework in which local properties can be
coupled with global properties;

iv Local and global properties and interactions may depend
on the position of the objects in the space (space-sensitive
models);

v The solution algorithm self-adapts to variations in the
system topology and in the interaction mechanisms.

The constituent elements of a MAM are the MAs. MAs are
represented by a finite state continuous time Markov chain
(CTMC) whose infinitesimal generator is composed by two
parts: a fixed component (the local behaviour) and an interac-
tion induced component that depends on the interdependencies
with the other MAs. MAs are scattered over a geographical
area. A position dependent density function takes into account
the density of MAs in each location and in each state of the
CTMC characterizing the MA. The local properties of a MA
may depend on its position and the mutual interdependencies
may depend on the relative distances and the transmittance
characteristics of the interposed media. The interaction among
MAs is represented by a message passing model combined
with a perception function. Messages may represent either
real physical messages (as in wireless sensor networks) or,
in general, the mutual influences exercised by an MA over the
other MAs. The perception function rules the propagation of
messages by taking into account the MA position in the space,
the routing policy for the messages and the transmittance of
the medium.

3. MARKOVIAN AGENT SPECIFICATION
The structure of a single MA is represented in Figure 2.

States i, j, . . . , k are the states of the CTMC representing the
MA. The transitions among the states are of two possible types
that are drawn differently:

- Solid lines (like the transition from i to j or the self-loop
from i) represent the fixed component of the infinitesimal
generator and represent the local or autonomous be-
haviour of the object that is independent on the interaction
with the other MAs (like, for instance, the time to failure
distribution, or the reaction to an external stimulus).
Note that we include in the representation also self-loop
transitions that require a particular notation since are not
visible in the infinitesimal generator of the CTMC [24].
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- Dashed lines (like the transition from i to k or the
transition into i) represent the transitions induced by the
interaction with the other MAs. The way in which the
rates of the induced transitions are computed is explained
in the following section.

Fig. 2. Schematic structure of a Markovian Agent

During a local transition (or a self-loop) an MA can emit
a message with an assigned probability, as represented by the
dotted arrows in Figure 2 emerging from the solid transitions
with a label denoting the corresponding message generation
probability. Messages generated by an MA may be perceived
by other MAs, according to a suitable perception function,
and the interaction mechanism between emitted messages and
perceived messages generates the induced transitions (dashed
lines).

A MAM is a collection of interacting MAs defined over a
geographical space V . Given a position v inside V , we define
ρ(v) the density of MAs in v. According to the definition of
the density ρ(v), we can classify a MAM with the following
taxonomy:

- A MAM is static if ρ(v) does not depend on time, and
dynamic if it does depend on time;

- A MAM is discrete if the geographical area on which the
MAs are deployed is discretized and ρ(v) is a discrete
function of the space or it is continuous if ρ(v) is a
continuous function of the space.

Mathematical formulation
For the sake of simplicity we provide here the formal

definition of a MAM with a single class of MAs and a single
type of messages [16]. The extension to multi-class multi-
message MAMs has been described in [7].

An MA is formally specified by the following tuple, where
v is the position of the MA in the space V:

MA(v) = {Q(v),Λ(v),P(v),A(v),p0(v)} (1)

where:
Q(v) is the local component of the infinitesimal generator;
Λ(v) is the array of the self-jump transition rates;
P(v) is the probability of message generation;
A(v) is the probability of message acceptance;

p0(v) is the initial probability vector.
Note that in the single-class MAM even if the structure

of the CTMC associated to each MA is the same for all the
objects, the values of the parameters may depend on position
v and, therefore, may vary from MA to MA.

From the above definitions, we can compute the total rate
βj(v) at which messages are produced by an MA in state j,
in position v:

βj(v) = λj(v) pjj(v) +
∑
k ̸=j

qjk(v) pjk(v) (2)

where the first term in the r.h.s is the contribution of the
messages emitted during a self-loop from j and the second
term is the contribution of messages emitted during a transition
from j to any k (̸= j).

The interdependencies among MAs are ruled by a per-
ception function u(v, i,v′, j′) that defines how messages
generated from an MA in state j′ at position v′, are received
by an MA in state i at position v. The perception function
is a structural part of the model and it contributes to quantify
the interdependencies among MAs. The perception function
defines how messages issued by an MA in a given spatial
location and in a given state propagate in the space and
how they are perceived by other MAs in different locations.
The transition rates of the induced transitions are primarily
determined by the structure of the perception function.
A pictorial and intuitive representation of how the perception
function u(v, i,v′, j′) acts, is given in Figure 3. The MA in
the bottom right portion of the figure in position v′ broadcasts
a message of type m that propagates in the geographical area
until reaches the MA in the top left portion of the Figure in
position v. Upon acceptance of the message according to the
acceptance matrix A(v), a new induced transition (represented
by a dashed line) is generated in the model.

Fig. 3. Message passing mechanism ruled by a perception function

With the above definitions we are now in the position to
compute the components of the infinitesimal generator of an
MA that depend on the interaction with the other MAs and
that constitute the original and innovative part of the approach.
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We define γii(t,v) the total rate at which messages coming
from the whole volume V are perceived by an MA in state i
in location v.

γii(t,v) =

∫
V

n∑
j=1

u(v, i,v′, j) βj(v
′) ρj(t,v

′)dv′ (3)

γii(t,v) in Equation (3) is computed by taking into account
the total rate of messages emitted by all the MAs in state j
and in a given position v′ (the term βj(v

′)) times the density
of MAs in v′ (the term ρj(t,v

′)) times the perception function
(the term u(v, i,v′, j)) summed over all the possible states j
of each MA and integrated over the whole space V . From an
MA in position v and in state i an induced transition to state k
(drawn in dashed line) is generated with rate γii(t,v) aik(v)
where aik(v) is the appropriate entry of the acceptance matrix
A(v).

We then group the rates γii(t,v) in the diagonal matrix
Γ(t,v) (see Equation (4));

Γ(t,v) = [ γii(t,v) ] (4)

combining the local component Q(v) with the induced com-
ponent Γ(t,v), and taking into account the message accep-
tance matrix A(v), we finally obtain the complete form of
the infinitesimal generator K(t,v) of the MA as defined in
Equation (5).

K(t,v) = Q(v) +
∑

Γ(t,v) [A(v)− I] , (5)

Once the complete generator for any MA is computed from
(5) (and this is the most intensive computational part of the
solution algorithm [7]) we can solve for the density ρ(t,v)
of MAs in V the standard Chapman-Kolmogorov (second
Equation in 6) under initial condition (first Equation in 6).

ρ(0,v) = ρ(v)π0(v)

dρ(t,v)

dt
= ρ(t,v)K(t,v).

(6)

Note that each equation in (6) has the dimension of the
CTMC of a single MA. In this way we have decomposed
a problem defined over the product state space of all the
MAs into several subproblems, one for each MA, having
decoupled the interaction by means of Equation (5). Solution
of each Equation in (6) is obtained by resorting to standard
numerical techniques for differential equations, and provides
the basic time-dependent measures to evaluate more complex
performance indices associated to the system

4. APPLICATIONS
To show the flexibility of the MAM framework, several

applications in different domains have been recently discussed
also in cooperation with different research groups that were
attracted by the capabilities offered by the model. The original
and motivating application was related to Wireless Sensor

Networks [15], [16]; then we showed applications related to
the propagation of seismic waves in inhomogeneous media
[14] and, in collaboration with colleagues of the Universidad
Politecnica de Valencia (Spain), propagation of fire in inhomo-
geneous terrains and wind fields [13]. Finally, in collaboration
with the University of Messina (Italy) we applied MAMs to
swarm intelligent protocols [5], [6], [7].

The illustrative final example, presented in the following
section, refers to a different field and regards an application in
which a MAM provides a solution to a very-large-scale multi-
body optimization problem, whose solution may be very time
consuming or even unfeasible also by a simulative approach.

Large-scale multi-body optimization
The problem can be formulated in the following terms.

The geographical space is in the form of a square grid of
n × n = n2 cells, and we put one MA per cell. In the
geographical space a number of randomly assigned cells are
special aggregation points called sinks. Each cell of the grid
must find the shortest (optimal) path to one of the sinks. The
sinks may vary in time, in position and in quantity (some sinks
may disappear, or new sinks may appear).

The defined optimization problem has been solved by
resorting to swarm intelligent concepts [19], [7], based on
the exchange of pheromone messages. In analogy with the
biological process of ant colonies, each node sends a message
containing its pheromone level and updates its value based
on the level of its neighboring nodes, creating a pheromone
gradient toward the sinks. The search for the shortest path
is driven by the pheromone gradient, and in particular the
shortest path is obtained by following the steepest pheromone
gradient toward a sink. Any change on the network condition is
reflected by an update of the pheromone intensity distribution.

The pheromone intensity is discretized in P levels from 0 to
P − 1, and the gradient construction is triggered by the sinks
that emit messages with the highest pheromone level P − 1
with rate λ. The MA representing the sink is reported in Figure
4a). In all the experiments we have assumed P = 20, i.e. we
have discretized the pheromone intensity in P = 20 levels.

Fig. 4. Structure of swarm intelligent MAs

An MA modeling a cell node has P states representing the
discretized pheromone levels (Figure 4b). When an MA node
in state i receives a message encoding a pheromone level m,
generates an induced transition (dashed lines) and jumps to a
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state j that represents the pheromone level that is the mean
between its current level i and the one encoded in the received
message m. More formally, the dashed transitions in Figure
4b are labelled with label M(i, j) defined as [7]:

M(i, j) = {m ∈ [0 · · ·P − 1] : round((m+ i)/2) = j}
∀i, j ∈ [0 · · ·P − 1] : j > i.

(7)

In other words, an MA in state i jumps to the state j that
represents the pheromone level equal to the mean between
the current level i and the level m encoded in the perceived
message.

Then the MA emits its pheromone message with the actual
level intensity with rate λ (mechanism represented by the
self-loops). Furthermore, the pheromone evaporates with rate
µ (local solid transitions) allowing the system to forget old
information. Hence, the actual pheromone level in any cell
at any time is a stochastic balance between the emission and
evaporation rates.

Fig. 5. The effect of the transmission range tr

The pheromone propagation algorithm and the formation of
the pheromone gradient depend on the pheromone emission
rate λ, the pheromone evaporation rate µ and the transmission
range tr. The transmission range tr takes into account that the
energy of the messages emitted by the MAs is limited so that
a message emitted in a given position can be perceived only
by the MAs located inside a circle of radius tr as depicted in
Figure 5. In all the experiments the transmission range covers
only the 4 first neighboring cells (Figure 5). The effect of a
limited transmission range is reflected in the structure of the
perception function whose definition is given by:

u(v, i,v′, j′) =

{
0 dist(v,v′) > tr
1 dist(v,v′) ≤ tr,

(8)

Equation (8) represents the fact that a message emitted in
location v′ can be perceived by an MA in location v only if
the distance between the two locations is less that tr.

In the following optimization experiment we have assumed
a rectangular grid with n = 100 hence with 100 × 100 =
10, 000 cells, and we have randomly scattered 50 sinks in the
grid. The grid is represented in Figure 6, where the sinks are
drawn as black spots. Since each cell is represented by an
MA with P = 20 states, the product state space of the overall
system has N = 2010,000 states!

At time t = 0 the sinks start emitting their pheromone
message with the highest intensity level while all the other
nodes have a pheromone level equal to 0. This situation is
represented in the upper part of Figure 7. Then, the pheromone

Fig. 6. The 100 × 100 grid with 10, 000 cells and 50 randomly scattered
sinks

messages spread into the grid according to the described MAM
model, until the pheromone intensity gradient reaches a steady
condition, that depends on the balance between the emission
rate λ and the evaporation rate µ, as represented in the bottom
part of Figure 7 . The steady gradient intensity in Figure 7
provides the required optimal solution.

Fig. 7. The pheromone gradient at t = 0 (upper part) and in the final steady
condition (bottom part)

Each cell, following the steepest gradient line in Figure 7,
reaches the closest sink with the minimum number of hops. It
is noteworthy to observe that the optimal solution is searched
among N = 2010,000 states, and that all the N states are in
principle reachable depending on the position of the sinks.
Furthermore, the algorithm is self-adapting to any topological
modification like a variation in the position or in the number
of sinks.

The steady gradient configuration is reached in few minutes
on a standard laptop, since we have strongly limited the
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interaction term by means of the perception function defined
in Equation 8. Nevertheless, an optimal solution is obtained
with any configuration and number of sinks.

5. CONCLUSIONS

The analytical MAM model has been presented to show
how it can provide a flexible framework to model complex
stochastic systems made of many interacting parts that have a
local behaviour that can be modified by the global interaction.
Moreover, the model is a location sensitive model, in the sense
that the geographical position of the objects and their mutual
distances are part of the model. This spatially dependent
characteristic is reflected both in the structure of the model
(for instance MAs of different classes) and in the values of
the model parameters. The analytical MAM model is solved
by resorting to numerical techniques.

The illustrative example shows how a MAM model can
search for an optimal solution in a huge state space for which
any other techniques (both analytical and simulative) will fail.
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ABSTRACT

In this paper, we consider a Hands-On experiment with LEGO
Mindstorms to demonstrate advanced control theory, especially
the gain scheduling method. Such a learning style is extensively
studied in the field of engineering education these days. Our goal
is to create a mobile robot which transforms its posture while
maintaining the balance. First, we derive the equation of motion
of our robot. Since the inertia matrix contains the scheduling pa-
rameter related to the posture, we remove it through a redundant
descriptor expression. Based on the obtained LPV (Linear Pa-
rameter Varying) model in LFT (Linear Fractional Transforma-
tion) form, we design gain scheduling controllers via the dilated
LMIs (Linear Matrix Inequalities). Finally, we show the simula-
tion results and experiments.

keywords: Gain Scheduling, LPV System, Dilated LMI and De-
scriptor Form

1 INTRODUCTION

To prevent the recent tendency among young generations to move
away from the scientific field and to fill the gap between the the-
ory and practice in engineering discipline, growing attention is
focused on hands-on education [1]. In this paper, we describe
our attempt to introduce this hands-on approach into the study of
advanced theories in the control engineering discipline. Specifi-
cally, advanced control experiment using LEGO Mindstorms [2]
is considered1. As is widely understood, Mindstorms is a suitable
tool for hands-on experiences on robotics. Actually, our institute
has been providing kids robot school (Fig. 1) using Mindstorms
for local community and elementary schools more than five years
as one of our Academic Volunteer Education activities. It is used
not only in elementary education [4], but also in control experi-

Fig. 1 Kids Robot School

1LEGO and Mindstorms are trademarks of the LEGO Group.

ments for undergraduates [9, 7], in Lab experiments [3] and even
in introductory education for engineers in industries [8].

From control engineering perspective, various attempts includ-
ing anti-sway control experiment [9] (Fig. 2) based on classical
and modern control theory, or stabilization of balancing robot
(NXTway-GS) [10] (Fig. 3) based on modern and robust control
theory are reported.

Fig. 2 Anti-sway experiment

Fig. 3 NXTway-GS

Our target here is a demonstration of the gain scheduling control
on Mindstorms platform. This control scheme is classified as one
of the advanced robust control theory. In general, the discrepancy
between the theory and practice becomes larger as the theoretical
advance goes further. This is why we selected the gain scheduling
control. Fig. 4 shows our LEGO based robot and the target be-
havior. Such an acrobatic motion with LEGO robot is appealing
and can emphasize the importance of the control theory behind
the modern high-tech products even for newcomers. Usually, the
construction of laboratory-level control experimental facilities by
ourselves costs time and money. In contrast, the experiment here
only requires with one LEGO Mindstorms kit, one gyro sensor
(Fig. 5) sold by a third party company [6] and a laptop PC.

Fig. 4 Balancing Transformer Robot
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Fig. 5 Gyro Sensor

The software development environment nxtOSEK [5] with real
time OS for LEGO Mindstorms is provided as a free and open
source software. Another potential merit to use LEGO Mind-
storms is that we can avoid the time-consuming system identifi-
cation process inevitable for usual lab experiment with custom-
made plants. Since LEGO Mindstorms is produced under its in-
dustrial standard, the dynamics of the robots made from the same
parts are exactly the same.

The following notations are used. For a square matrixA,
He[A] = A+AT . Symmetric part in LMI condition is expressed
by ∗.

2 MODELING

Balancing Transformer Robot
Our robot maintains the balance by driving two wheels on the
ground. The motor installed at ”waist” is only used for trans-
forming. This is a kind of two-link under-actuated robot. How-
ever, its dynamical behavior is not the same as famous relatives
like Pendubot [11] or Acrobot [12]. Thus we need to derive its
mathematical model first.

Fig. 6 shows a schematic diagram of our robot. The variablesθw,
θb andϕ denote the wheel rotation angle, the lower link rotation
angle and the angle between the upper and lower links (posture
angle), respectively in [rad]. This plant can be regarded as a pa-
rameter dependent system in terms of the posture angle. The con-
trol input is the voltage command for the DC motor denoted by
v. The model parameters are summarized in Table 1.

For simplicity, let us assume uniform mass distributions for both
links. Then the moment of inertia of the whole body around the

Fig. 6 Schematic diagram of our robot

Table 1 Parameters of our robot

M1 = 0.565 [kg] upper link weight
M2 = 0.170 [kg] lower link weight
m = 0.030 [kg] weight of a wheel
l1 = 0.170 [m] upper link length
l2 = 0.255 [m] lower link length
r = 0.040 [m] wheel diameter

g = 9.807 [m/s2] gravity acceleration
Rm = 6.690 [Ω] internal resistance

Kb = 0.468 [V· s/rad] DC motor speed constant
Kτ = 0.317[Nm/A] DC motor torque constant

Im = 1× 10−5[kg・m2] rotor moment of inertia
cm =0.0022[Nm· s/rad] viscous friction coefficient

rotation axis of the wheels is given by

Ib(ϕ) =
M1l

2
1 +M2l

2
2

12
+

M1M2{(l21 + l22)/2 + l1l2 cosϕ}
2(M1 +M2)

.

The moment of inertia of one wheel is given byIw = mr2/2.
Using the following notations

Mℓ =

(
1

2
M1 +M2

)
l1,

α1 = (M1 +M2 + 2m)r2 + 2(Iw + Im),

α2(θb, ϕ) = rMℓ cos θb +
1

2
rM2l2 cos(ϕ− θb),

α3(ϕ) =
M2

ℓ +M2
2 l

2
2/4 +MℓM2l2 cosϕ

M1 +M2
+ Ib(ϕ),

α4 = 2

(
KτKb

Rm
+ cm

)
α5(θb, θ̇b, ϕ) = −rMℓ sin θbθ̇

2
b +

r

2
M2l2 sin(ϕ− θb)θ̇

2
b ,

α6(θb, ϕ) = −gMℓ sin θb +
1

2
gM2l2 sin(ϕ− θb),

α7 = 2Kτ/Rm

θ =
[
θw θb

]T
,

Lagrange’s equation of motion of the robot is given by[
α1 α2(θb, ϕ)

α2(θb, ϕ) α3(ϕ)

]
θ̈ + α4

[
1 −1
−1 1

]
θ̇

+

[
α5(θb, θ̇b, ϕ)
α6(θb, ϕ)

]
= α7

[
1
−1

]
v. (1)

LPV Representation in Descriptor Form

For controller design, we need linearized model of (1) around
the equilibrium point determined by the posture angleϕ. Let θ̄b
denote the lower link rotation angle corresponding to the equi-
librium state. From the balancing condition that the center of
gravity of the link system is located on a vertical line crossing
the rotational center of the wheels, explicite expression ofθ̄b as a
function ofϕ can be derived as

θ̄b(ϕ) = arctan
M2l2sinϕ

2Mℓl1 +M2l2 cosϕ
. (2)

The change of̄θb versusϕ is depicted in Fig. 7. If we restrict
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Fig. 7 Relationship between̄θb andϕ

the transforming range asϕ ∈ [0, π/2], the least square ap-
proximation of θ̄b(ϕ) in this interval is given bȳθb(ϕ) = kϕ,
k = 0.1726. Let ∆θb denote the deviation from the equilib-
rium, i.e., θb = θ̄b + ∆θb. Based on this, we linearize the
nonlinear equation of motion (1). We regardθ̄b as a small an-
gle since the range corresponding to the intervalϕ ∈ [0, π/2]
is θ̄b ∈ [0, 0.2745]. Taylor expansion ofcos θ̄b aroundθ̄b = 0
yieldscos θ̄b ≃ 1− θ̄2b/2. By choosingρ := θ̄2b as the scheduling
parameter, nonlinear functions in (1) can be expressed as

cos θ̄b = 1− ρ

2
, cosϕ = 1− ρ

2k2
,

cos(ϕ− θ̄b) = 1− ρ

2

(
1

k
− 1

)2

.

By substituting these parameterizations into (1), we obtain the
following LPV system representation in the descriptor form:[

I 0
0 E1 + ρE2

] [
θ̇

θ̈

]
=

[
0 I

A1 + ρA2 A3

] [
θ

θ̇

]
+

[
0
B2

]
v,

(3)

where

e1(1) = rMℓ +
1

2
rM2l2,

e1(2) =
(Mℓ +M2l2/2)

2 +M1M2(l1 + l2)
2/4

M1 +M2

+
1

12
(M1l

2
1 +M2l

2
2),

e2(1) = −1

2
rMℓ −

1

4
rM2l2

(
1

k
− 1

)2

,

e2(2) = −M2l1l2
2k2

,

E1 =

[
α1 e1(1)

e1(1) e1(2)

]
, E2 =

[
0 e2(1)

e2(1) e2(2)

]
,

a1 = Mℓg +
1

2
M2gl2,

a2 = −1

2
Mℓg − 1

4
M2gl2

(
1

k
− 1

)2

,

A1 =

[
0 0
0 a1

]
, A2 =

[
0 0
0 a2

]
,

A3 = α4

[
1 −1
−1 1

]
, B2 = α7

[
1
−1

]
,

θ =
[
θw ∆θb

]T
.

Conversion into LFT Form

Since the coefficient matrix in the left-hand side of (3) also con-
tains the scheduling parameterρ, it is difficult to apply existing
LMI-based analysis and synthesis techniques directly. To over-
come this situation, the redundancy of the representation of the
descriptor form can be used [12]. Specifically,ρ-dependent terms
are moved to the left-hand side by adding an algebraic constraint.
Then we derive an LPV model in LFT form by eliminating the
redundant state as shown below.

Multiplication of E−1
1 from the left to the second row of (3)

yields

θ̈ = Ā1θ + Ā3θ̇ + ρ(Ā2θ − Ē2θ̈) + B̄2v, (4)

where

Ā1 = E−1
1 A1, Ā2 = E−1

1 A2, Ā3 = E−1
1 A3,

Ē2 = E−1
1 E2, B̄2 = E−1

1 B2.

Let ξ1 = θ, ξ2 = θ̇. Introduce the third descriptor variable

ξ3 = Ā2θ − Ē2θ̈,

which corresponds to an algebraic constraint. Then (4) is written
as

ξ̇2 = Ā1ξ1 + Ā3ξ2 + ρξ3 + B̄2v.

By denoting

ξ =
[
ξ1 ξ2 ξ3

]T
, Ẽ =

[
I 0
0 0

]
,

A0 =

[
0 I
Ā1 Ā3

]
, AL =

[
0
−I

]
, AR =

[
Ē2Ā1 − Ā2 Ē2Ā3

]
,

B0 =

[
0
B̄2

]
, BR = Ē2B̄2, D = −Ē2,

Ã(ρ) =

[
A0 ρAL

AR I − ρD

]
, B̃ =

[
B0

BR

]
,

one can derive a redundant descriptor system equivalent to (3) as

Ẽξ̇ = Ã(ρ)ξ + B̃v.

By eliminatingξ3, an LPV model in LFT form is given as

θ̇a(t) = A(ρ)θa(t) +B(ρ)v(t), (5)

θa =
[
ξ1 ξ2

]T
,

where[
A(ρ) B(ρ)

]
=

[
A0 B0

]
+ALρ(I−ρD)−1 [ AR BR

]
.

3 GAIN SCHEDULING CONTROLLER DESIGN

Modern gain scheduling is a scheme to use variable controller
structures when the value of the time-varying parameter of an
LPV system can utilized online [13].
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Dilated LMI Approach

Here we consider the problem of designing a gain scheduling
state feedback law

v(t) = K(ρ)θa(t), (6)

against the plant (5). We use dilated LMI approach [14], [15] to
decouple the parameter-dependent variables to reduce the compu-
tational burden. In [12], the authors are designing a gain schedul-
ing controller for Acrobot by combining anH∞ specification and
a constraint on the pole assignment region. We consider here an
LQ-type specification with pole assignment since it is better for
tuning based on the trial designs for frozen systems.

Lemma 1 (Dilation Lemma [14], [15]) Let the matricesA11 ∈
Rn×m, A12 ∈ Rn×l, A21 ∈ Rl×m, A22 ∈ Rl×l and a sym-
metric matrixP ∈ Rn×n are given. Suppose thatA22 is non-
singular. Then, the following two conditions are equivalent.

(i) There existsX ∈ Rm×n satisfying theLMI

P +He{(A11 +A12A−1
22 A21)X} < 0.

(ii) There existX ∈ Rm×n, V ∈ Rl×nandW ∈ Rl×l satisfying
theLMI[
P +He[A11X ] ∗

−A21X 0

]
+He

[[
A12

A22

] [
V W

]]
< 0.

(7)

Potential merits of using a dilated LMI condition like (7) are

• No cross term betweenX andA12 orA22 appears.

• It does not contain the inverse ofA22.

LQ-type Design via Dilated LMI

Let us consider the performance index

J =

∫ ∞

0

[θa(t)
TQθa(t) + v(t)TRv(t)]dt,

with Q = HTH ≥ 0 andR > 0 for the plant (5) and the initial
conditionθa(0) = θ0a. When there existγ(ρ) > 0, X(ρ) and
F (ρ) satisfying the following LMI He[A(ρ)X(ρ) +B(ρ)F (ρ)] ∗ ∗

HX(ρ) −I ∗
−F (ρ) 0 −R−1

 < 0, (8)

[
γ(ρ)I ∗
I X(ρ)

]
> 0, (9)

then the state feedback (6) with the gain

K(ρ) = F (ρ)X−1(ρ), (10)

stabilizes the closed-loop system and the performance criterion

J < γ(ρ)∥θ0a∥2

is satisfied [16]. With

[
AO

11 AO
12(ρ)

AO
21 AO

22(ρ)

]
=


A0 0 B0 ALρ
H 0 0 0
0 0 −I 0

AR 0 BR I − ρD

 ,

XO(ρ) =

 X(ρ) 0 0
0 0 0

F (ρ) 0 0

 ,

PO =

 0 ∗ ∗
0 −I ∗
0 0 −R−1

 ,

the LMI (8) is written as

PO +He{(AO
11 +AO

12AO−1
22 AO

21)XO} < 0. (11)

From the dilation lemma, this is equivalent to[
PO +He[AO

11XO] ∗
−AO

21XO 0

]
+He

[[
AO

12

AO
22

] [
V W

]]
< 0.

(12)

Thus our design problem is now reduced to a feasibility problem
to find XO, FO, V, W satisfying (12) and (9) simultaneously.
We restrict the variablesX(ρ) andF (ρ) to be affine inρ whereas
V andW are supposed to be constant. Then the whole condition
(12) becomes affine inρ. Consequently, (12) can be expressed
by a convex combination of the conditions corresponding to the
maximum and the minimum values ofρ. If one can find the solu-
tions at two endpoints,X(ρ) andF (ρ) can also be obtained from
a convex combination of these endpoint solutions.

Pole Assignment Region Constraint via Dilated LMI

The procedure to assign the closed-loop poles of (5) with the state
feedback (6) inside a prescribed circle is shown in [12]. Given a
circle centered at(−q, 0) with radiusr, the desired assignment is
achieved if there existX(ρ) andF (ρ) satisfying[

(q2 − r2)X(ρ) 0
0 −X(ρ)

]
+He

[[
−qAF (ρ) 0
AF (ρ) 0

]]
< 0,

(13)

AF (ρ) = A(ρ)X(ρ) +B(ρ)F (ρ).

Under the notations

AD
11 =

[
−qA0 −qB0 0 0
A0 B0 0 0

]
,

AD
12(ρ) =

[
ALρ 0
0 ALρ

]
,

AD
21 =

[
−qAL −qBR 0 0
AL BR 0 0

]
,

AD
22(ρ) =

[
I − ρD 0

0 I − ρD

]
,

XD(ρ) =


X(ρ) 0
F (ρ) 0
0 X(ρ)
0 F (ρ)

 ,

PD(ρ) =

[
(q2 − r2)X(ρ) 0

0 −X(ρ)

]
,
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the LMI condition (13) is rearranged into[
PD +He[AD

11XD] ∗
−AD

21XD 0

]
+He

[[
AD

12

AD
22

] [
V W

]]
< 0.

(14)

Similarly to the case of (12), one can reduce this problem into
two endpoint conditions by an adequate choice of the order of the
variables inρ.

4 SIMULATION AND EXPERIMENT

Simulation

Via the synthesis procedure given in the previous section, we de-
sign a gain scheduling controller for our robot. The minimum
and the maximum values of the scheduling parameterρ corre-
sponding to the posture angle rangeϕ ∈ [0, π/2] areρmin = 0,
ρmax = 0.0735. We use the following design parameters:

Q = diag[1× 103, 1× 103, 1, 1], R = 1× 103,

γ(ρ) = (1− η)γ1 + ηγ2, η =
ρ− ρmin

ρmax − ρmin
,

γ1 = 4.03× 105, γ2 = 3.22× 105,

q = 0, r = 80.

We denote the endpoint solutions by

X1 := X(ρmin), X2 := X(ρmax),

F1 := F (ρmin), F2 := F (ρmax).

Under the setting described above, we solve a feasibility problem
consisting of 6 LMIs, i.e., (9), (12) and (14) forρ = ρmin and
ρmax, in terms of the variablesX1, X2, F1, F2, V andW. From
these solutions, we determine the feedback gainK(ρ) by (10)
where

X(ρ) = (1− η)X1 + ηX2, F (ρ) = (1− η)F1 + ηF2.

The simulation result of the time response of the obtained closed-
loop system under transformation is shown below. The initial
state is given byθa(0) = [0, 0.1, 0, 0]T . For the first 5 seconds,
the posture angleϕ is set to be 0. Then it is increasedπ/30 [rad]
per second (Fig.8). The transition of the angle of the lower link
θb (the body angle) is plotted in Fig. 9. The balancing stability
is maintained under the time-varying posture angle resulting in a
shape transformation.

Fig. 8 Angle of postureϕ

Fig. 9 Angle of bodȳθb

Experiment

In the experiment, we experience large spillover vibration due to
the backlash of the ”waist” gear. So we modified the structure to
reduce the amount of vibration (Fig. 10).

Fig. 10 Improved Gear Structure

The second idea for the implementation is to reduce the com-
plexity of the online computation. If we implement the control
law (10) ”as is”, one must write the source code for matrix inver-
sion. Due to the limited computational resource of Mindstorms,
it is rather difficult to run such codes on the embedded CPU. By
using a matrix inverse formula, one can rewriteK(ρ) as

K(ρ) =
F (ρ) adj (X(ρ))

det(X(ρ))
.

Since one can compute the numerator and the denominator offline
as a function ofρ by using some symbolic math softwares, the
computation of the feedback gain (10) can be realized by simple
arithmetic operation givenρ.

Fig. 11 is the snapshots of our experiment. The posture angle
is changed in time fromπ/2 to 0. The left column shows the
result when the stabilizing controller forϕ = π/2 is used. It
loses stability as the posture angle apart from the designed value.
The case with the gain scheduling controller is shown in the right
column. In contrast to the fixed controller case, the stability is
maintained during (and after) the transformation.
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5 CONCLUSIONS

In this paper, the gain scheduling control of a balancing trans-
former robot made from LEGO Mindstorms is considered. After
the modeling and conversion into an LPV system representation,
we applied the dilation approach to solve a feasibility problem
in terms of the parameter dependent LMIs. The obtained design
procedure is verified via numerical simulations and experiments.
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ABSTRACT 

 

This study focuses on the sensitivity estimation of parameters in 

WetSpa Extension applying to Ve catchment in Quang Ngai 

Province, Vietnam. The results show that the groundwater 

recession coefficient Kg has the strongest sensitivity on the peak 

runoff and total discharge volume, and strong interaction with 

other parameters in the model. Surface runoff exponent 

corresponding to minimum rainfall intensity Krun is the 

parameter noticeably affecting on the time to the peak discharge. 

 

Keywords: Sensitivity analysis, Morris method, WetSpa 

extension model, flood forecasting, Vietnam 

 

INTRODUCTION 

 

Due to the data shortness, and insufficient perception of the 

physical processes or the ability of technology to meet the 

measurement of hydraulic factors, at the moment in Vietnam as 

well as in the world, scientists have to use many hydrological 

model to calculate the hydraulic characteristics and to simulate 

flow distribution in the basin. These models have advantages 

when the accuracy of the models is not high because of lack of 

high performance computers. This, the centralized parameter 

models were often preferred for their simplicity using little 

number of parameters. However, development of information 

technology can have the models get higher degree of accuracy 

using a massive set of parameters. 

The reliability of each hydrological model depends on the 

design of its structure and parameter set. There are many 

parameters estimated from the topography of the basin, physical 

properties of soil type, aquifers zones, and land use condition. It 

is difficult to determine these parameters because the values 

cannot be measured directly. Therefore, they are often assumed 

a certain initial values, and then, adjusted to optimal 

parameters for higher efficiency of models. 

So far, Hydrologic Engineering Center (HEC) - U.S. Army 

Corp of Engineers, MIKE - Danish Hydraulic Institute has been 

developed and widely used. However, even for these models, 

validation and simulating processes, which makes it difficult to 

find a suitable set of parameters for each basin. 

There are two methods to determine parameters; try-and-

error and optimization. Try-and-error method is more widely 

used because of its simplicity, although it takes time and 

subjective to exploit experience. Thus, it is suitable for less 

parameter models. Optimization method is objective and 

convenient for exploring the distributed parameter models. In 

order to reduce calculating steps in optimization method, it is 

needed to limit the number of adjusted parameters. This process 

is so-called sensitivity analysis for searching the important 

parameters in calibration process.  

Sensitivity analysis can assess the effects of inputs on outputs of 

the model by investigating several parameters. What the most 

important for preliminary assessment of models are to 

understand the sense of each parameter used in the models. The 

parameters that are not explicit should not be adjusted since the 

adjustment may assign inconsistent values with the physical 

features. Definition of sensitive parameters leads to better 

estimation of their values and to reduce the operating time for 

modeling. Some sensitivity analyzing methods have been 

applied to refine the model parameters before calibration. 

Werner et al [23] used Generalized Likelihood Uncertainty 

Estimation to assess the uncertainty value of the land using 

distribution in the interaction 1D, 2D hydrodynamic model in 

Meuse river basin. Bahremand and De Smedt [2] validated and 

sensitivity analyzed parameters using a model-independent 

parameter estimator PEST with WetSpa model for the Torysa 

basin- the quite large area in Slovakia and has achieved 

advantage results. Ryan Fedak [18] has studied the influence of 

grid cell size in the two models HEC-1 and TopModel. In 

addition, we must mention the research of Iman and Helton [10], 

Campolongo and Saltelli [5], Nguyen and De Kov [16],... 

In Vietnam, the sensitivity analysis has not been adequately 

attended. Apart from several projects, there is not so many 

researches concerning on sensitivity analysis. This study should 

be conducted due to the usefulness for not only model 

development and adjustment but also to reduce uncertainty in 

the simulation process. 

From the above problem, the objective of this research was to 

assess the sensitivity of the parameters in the WetSpa model, a 

relatively new model, which has been applied in Vietnam 

recently for data collecting, calibration, validation and advanced 

using in practice. 

Selecting the sensitivity analysis methods is usually based on 

the complexity of the model and analyze target. Morgan et al 

[15] gave four selection criteria as follows: 1) Uncertainty in 

model form, 2) The essence of the model, 3) Analyze 

requirements, and 4) The base conditions. Based on these 

criterions, Morris which is a global sensitivity analysis method 

has been shown to be quite effective in previous studies; 

therefore, the method of Morris was used in this study. 

Spatial range and scientific scope of the project was flood 

simulation for Ve Catchment, An Chi stations, Quang Ngai 

province, Vietnam. 
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MORRIS METHOD 

 

The purpose of this method was to improve the economy of a 

sensitivity analysis. “The economy of a design will be defined 

to be the number of elementary effects it produces divided by 

the number of experimental runs.” Morris [14]. 

This method has an economy of: 

1k

k  
(1) 

Where, k is the number of parameters taken to account. 

This economical design is based on the construction of a B* 

matrix with rows that represent input vectors x and columns 

represent parameters. Each run, only one parameter is in 

progress, the number of steps is a linear function of the number 

of parameters. Then the corresponding experiment provides k 

elementary effects from k+1 runs. 

 

Variation range of parameters 

 

The first step of the Morris method is to set the ranges for the 

different parameters taken into account. Afterwards the values 

for k and p have to be set, where k is the number of parameters 

and p is the number of parameter sets (p has to be even). In the 

below B* matrix, the values of p and k are 4 and 3, respectively, 

and then we calculate the value of delta: 

3

2

)1(2





p

p  

(2) 

Number of steps: 

41 km  (3) 

For each parameter, one base value is randomly chosen from 

this set:  






















3

1
,01,...,

1

2
,

1

1
,0

pp
Set

 

(4) 

For the example x* can be chosen like this: 











3

1
,

3

1
,0*x

 

(5) 

 

Create B* matrix 

 

To build a B* matrix, the first step is the selection of a m*k 

matrix B with elements that are 0s and 1s, such that in every 

column there are two rows of B that differ in only one element. 

The easiest way to create this matrix is making a triangular of 

1s starting at the second row. Furthermore a Jm,k matrix of 1s 

and a k-dimensional D* matrix with elements either +1 or -1 

with equal probability has to be build. At least a k*k 

dimensional P* matrix which is a random permutation matrix 

and contains in each column one element equal to 1 and all 

others to 0, such that no two columns have 1s in the same 

position. 





















111

011

001

000

,kmB

, 





















111

111

111

111

,kmJ

 

 

























100

010

001
*
,kkD

, 



















010

100

001
*
,kkP

 

(6) 

The B* matrix would be given by:  

     























3/110

3/13/10

13/10

13/13/2

22/ *
,

*
,

*
1,

* PJDJBxJB kmkmm

 

(7) 

 

Then the B* was multiplied by the ranges of the parameters. 

Since every column in the B* matrix is standing for a parameter 

and every row gives a random number for this parameter, every 

column has to be multiplied by the interval of the corresponding 

parameter and add the minimum value of the interval. This can 

be expressed by the following formula: 

minrangeBparinput m  *
1,

 (8) 

Where, parinput is the parameter set with randomly generated 

values for the parameters. 

 

Elementary effects 

 

Suppose that the output function is y = f(x1,x2,...,xk), the 

elementary effect of each input has to be defined. 

Each row in B* differs only in one column from the row below, 

moreover this difference is always equal to – or +. Therefore, 

during the simulation of the parinput, n runs will provide n-1 

elementary effects. After running the model with the parinput 

files, the values of the elementary effects could be calculated. 

Therefore is used the following statement with corresponding 

formula; where j is the number of row (to calculate all 

elementary effects of one input file it has the repeat k times) and 

∆ is the same as during the calculation of the B* matrix: 

If 0**

1  jj BB then: 






 )()(
)(

1 jj
jj

parinputyparinputy
parinputd  

(9) 

Else 






 )()(
)(

1jj
jj

parinputyparinputy
parinputd

 
(10) 

After simulation of the first parinput this action will be repeated 

r times. Therefore, in total there are needed r*m runs of the 

model. 

 

Sensitivity analysis 

 

From these values, the means and the standard deviations of the 

different parameters and input variables could be calculated. 

Standard deviation 

  







n

i

i

n

i

i x
n

xwithxx
n

11

2 1
  

1

1


 

(11) 

and mean 






r

j

jd
r

1

1


 

(12) 

 

These values could be used to analyze the sensitivities of each 

parameter. The high mean value shows the important global 

impact when large standard deviation corresponds to the 

interaction with other factors or nonlinear impact. 

 

WETSPA EXTENSION MODEL 

 

“The WetSpa (extension) model is a GIS based-distributed 

hydrological model for flood prediction and water balance 

simulation on catchment scale” Bahremand & De Smedt [2]. 

The WetSpa extension model used in this research was 

developed from the WetSpa and WetSpass extension models. 

WetSpa is an acronym for “Water and Energy Transfer between 

Soil, Plants and Atmosphere”. It is a physically based model 

and the hydrological processes considered in the WetSpa model 

are precipitation, depression storage, snowmelt, surface runoff, 

infiltration, evapotranspiration, percolation, interflow, and 

groundwater flow. It can simulate runoff and hydrological 
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characteristics at certain point in the river network and their 

distribution in grid cell scale. 

Twelve global parameters are included in the model: time step 

dt (hour), scaling factor for interflow computation Ki, 

groundwater recession coefficient Kg, initial soil moisture Kss, 

correction factor for potential evapotranspiration Kep, initial 

groundwater storage in water depth G0 (mm), maximum 

groundwater storage in water depth Gmax (mm), base 

temperature for snow melting T0 (0C), base temperature for 

snow melting Ksnow (mm/0C/day), rainfall degree-day coefficient 

for estimating snowmelt Krain (mm/mm/0C/day), surface runoff 

exponent when the rainfall intensity is very small Krun and the 

threshold rainfall intensity Pmax (mm/hour), Liu & De Smedt 

[11]. 

These global parameters have physical interpretations that are 

very important in controlling runoff production and 

hydrographs at the basin outlet. Nevertheless, it is very difficult 

to assign them properly over a grid scale. Therefore, it is 

preferable to calibrate these parameters against observed runoff 

data in addition to the adjustment of the spatial distributed 

model parameters.  

Among those inputs, the time step dt is constant, and for the 

Vietnamese catchments, because ice snow rarely occurs, the 

three parameters T0, Ksnow, Krain can be eliminated from the 

sensitivity analyzing progress. Furthermore, due to the lack of 

the evapotranspiration data, Kep would be taken into account in 

another form that is a part of precipitation (%): 

rel Kxx mod
 (13) 

Where, xmodel is the input precipitation, x is the measured 

precipitation, Kr is the evaporation recession coefficient (%). 

There are some parameters, which values are set in the WetSpa 

model; therefore, they were also taken into account in this 

research. The parameter b set to 1.35 in the original model 

controls the shape of the variation curve for the interception 

storage. The other parameter m, is put in the groundwater flow 

equation and get the value of 1 for linear reservoir and 2 for 

nonlinear reservoir. This parameter can vary between 1 and 2. 

Liu & De Smedt  [11]. 

Refering from the previous study about sensitivity analysis of 

parameters of Liu [12], Bahremand and De Smedt [2] with the 

condition of Vietnamese area, this research put only seven 

global parameters Ki, Kg, Kss, G0, Gmax, Krun, Pmax, rainfall 

coefficient Kr and two parameters b and m into sensitivity 

analysis applied for the Ve catchment. 

 

INPUT DATA 

 

Study area 

 

The study area, Ve river basin is located in the Quang Ngai 

province in the central region of Vietnam. The total basin has a 

surface area of 1300 km2 and the length of 91 km. Within this 

research, only the upstream part from An Chi was taken into 

account. This part covers an area of 757.32 km2. 

The basin is rather small and has steep slope, so flood process is 

very complicated. Located on the biggest rainy center of Quang 

Ngai Province, heavy rainfall can cause flash flood in the 

upstream with many serious damages. For Ve basin, the 

problems need to be solved in flood forecasting are to raise the 

degree of accuracy and to extent the foresee time of predicting 

water level in Ve river in order to prevent and reduce damages 

caused by flood. 

Geographic location 

Ve river rises from Truong Son - the high mountainous region, 

with geographic coordinate of 14032’25” in the North, 

108037’4” in the East. An Chi station is 14058’15” in the North 

and 108047’36” in the East. The study area is totally in Quang 

Ngai Province, is bounded by Tra Khuc river in the Northern 

and the Western, by Binh Dinh Province in the Southern and by 

Dong sea (South-China Sea) in the Eastern. 

 Topographical characteristics 

The topography of the basin can be divided into two types: 

The mountainous area is very slope, concentrate water rapidly, 

and easy to form violent flood with short transform duration. 

The plain with quite tableland relief is blocked by sand dunes, 

which protects flood from abstraction, and causes flooded easily. 

Locates in the Eastern side of Truong Son mountain, Ve river 

basin have a complex topography. It consists of mountainous, 

midland and plain with many offsets coming from Truong Son 

Mountain to coastal plain, forms Southwest and Northeast 

direction valleys. The average height of the basin varies from 

100 to 1000m. Land is slope, territory trends lower in the 

Southwest – Northeast and West – East directions. The midland 

involves rough low hills with height is from 100 to 500m, quite 

slope. Plain area is not so flat, and height is about 100m. 

 

 
Figure (1). The Ve river basin 

 

 Geology 

Study area lies along the meridian line, consists of many 

geological structures with different forming regulations and 

structural petrologies. 

The most common geological characteristic of Ve river basin is 

rapid change in topographical gradient in profile from the 

continent to the sea. Therefore, most of the rivers in the region 

are short and vertical erosion is principal. Deposition and bank 

erosion occur mainly in coast plain. 

Vegetarian cover 

Natural forest in the basin, which rarely remains, is mainly 

medium forest and poor forest which most distributes in the 

high mountainous. There are a lot of valuable forests and local 

products. Mountainous and hilly regions have a very little area 

of forest, most area are shaven hill and industrial soil, or clump. 

The downstream have cultivated land and inhabitant zone. 

 Climatic conditions 

Ve river basin locates in the Southern of Hai Van pass where 

has the climate of Mid-Midland climate zone. 

In the summer, warm and moist tropical air current of Indian 

Ocean, equatorial air and the cooler and moister summer Trade 

winds – tropical air current coming from Pacific Ocean affect 

the watershed. The air current coming from the Indian Ocean 

forms rain in the early summer, and becomes hot and dry once it 

pass the Truong Son mountain. 
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The winter is not cold, average annual temperature is about 26 – 

26.50C. 

There are two main wind seasons in a year: the Northeast 

monsoon and the Southwest monsoon. Depending on terrain 

conditions, prevailing wind in each season differs from each 

area. Winter monsoon is usually in the West, Northwest and 

Northeast direction. In the summer, prevailing winds are in the 

West and Southwest direction. Some noticeable weather 

phenomenon is nimbus, storm and warm dry Western wind. 

The number of rainy days is approximately 140 days per year 

and each year has 1700 sunshine hours.  

Average annual air temperature varies between 20 and 220C in 

the mountainous (higher than 500m) and from 25 to 260C in 

coastal plain. 

Average annual absolute air humidity is 23.6 mb. In summer, 

average monthly absolute air humidity is from 28 to 31 mb in 

valleys and plain. In winter, average monthly absolute air 

humidity is from 21 to 28 mb, and the lowest value is about 19-

22.5 mb in January.  

Average annual evaporation (measured by Picher) varies 

between 640 and 900 mm. 

Precipitation is rather big, especially in the upstream. In the 

plain, total yearly precipitation is 2000-2200 mm; in the 

upstream, it exceeds 3000m, even 4000m in Quang Nam 

mountainous area. Average annual precipitation is spatially 

highly variable which is from 1600 to 3600 mm and trends 

rising from the Eastern to the Western. 

Annual rainy system has two seasons: rainy season and dry 

season. The rainy season starts late, usually in September, and 

ends in December. The amount of rainfall over these four 

months is about 65 – 85% the total amount of annual 

precipitation while the dry season lasts in eight months but 

makes up only 15 – 35% of the total amount of annual 

precipitation. 

 Hydrological characteristics 

Comparing to different river systems in coastal South-Midland 

area, the study area (consider from upstream to An Chi station) 

is quite small, makes up about 64.6% of the total area of Ve 

river basin. The whole study area lies in Quang Ngai Province. 

The main stream is 91 km long, sourcing from Nuoc Vo at the 

height of 1070m to the Dong sea at Long Khe estuary.  

Drainage density is quite dense at 0.79m/km2. Located in the 

coastal zone, mountainous occupies a very small area. The 

meandering index of mainstream is 1.3. Having many residual 

mountains and sand dunes in coastal zone, hydrographic 

network is interlaced. 

Flood season lasts in three months from October to December, 

occupies 70.6% total annual discharge. Dry season lasts in nine 

months from January to September and makes up 29.4% total 

annual discharge. With a plentiful precipitation, in average, 

there are from six to eight floods occur in a year. 

 

Spatial data 

 

Spatial data for the WetSpa extension includes three digital 

maps: digital elevation map (DEM), soil type map and land use 

map. In addition, to compare and calculate basin characteristics, 

river network and hydrological station network maps also 

needed. All these maps have the grid cell size of 90x90 m. 

 

Meteorological data 

 

Precipitation data at four stations An Chi, Son Giang, Gia Vuc 

and Ba To were used to calculate the stream flow in the basin. 

Among of those, Ba To and An Chi stations are located inside 

the basin, the two others are outside. The hourly rainfall data 

calculated from the six-hour data measured in these four 

stations were used to draw the Thiessen polygons and 

interpolate data over the entire basin. 

 

 
Figure (2). The elevation map 

 

Stream flow data 

 

Flow data series at An Chi station was used to compare to 

output results from WetSpa model. The hourly data was 

collected in the storm on November 1999. 

 

 
Figure (3). Land use map 

 
Figure (4). Soil type map 

 

SENSITIVITY ANALYSIS 

 

Calibration process 

 

Initial calibration process to find out variation limits of the 

parameters in the matrix B* was done by Tom [20] by the two 

method Random Sampling and Latin Hypercube Sampling with 

the below results. 

Table (1). Variation range of the parameters 
No 1 2 3 4 5 6 7 8 9 10 

Parameter Kr Ki Kg Kss G0 Gmax Krun Pmax b m 

Minimum 

value 
0.9 2 0.002 0 0 50 0 0 0.4 1 

Maximum 

value 
1.1 11 0.06 1.5 50 150 10 500 1.6 2 
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Simulating the output flow 

 

Automatic operation of the model was carried out based on the 

modified source code in Fortran instead of the original model. 

Then instead of calculating the output volume for each certain 

set of parameters one-by-one, the model can execute with all the 

set (contained in the matrix B*) in one-time operation. The 

output will be flow data at downstream corresponding to each 

set of parameters. In this study, 10,000 calculated parameters 

gave out 10,000 flooding volume values at An Chi station. 

 

DISSCUSIONS 

 

The sensitivity analysis was done by Morris method for the 

three output factors peak discharge, total discharge volume and 

time to the peak discharge.  

The Figure (5) presents the graph of the sensitivity of the model 

inputs and parameters regarding to the highest point in the flow 

data series. Parameters Kg (3) and Krun (7) have high standard 

deviation, indicating strong interaction with other parameters. 

Kr (1), Ki (2), Pmax (8) and b (10) have relatively large standard 

deviations that demonstrate the ability to interact with each 

 
Figure (5). Sensitivity for the peak discharge 

other and with other parameters. Kr (1), Ki (2) and Kg (3) have a 

high mean value. That represents the influence on peak flow 

values. Pmax (8) and m (10) have relatively large mean value, 

coresponding to significant influence to the output. The 

remaining factors Kss (4), G0 (5) and Gmax (6) are not sensitive to 

the peak discharge of streamflow. 

 
Figure (6). Sensitivity for the total discharge volume 

 

The results of sensitivity analysis for the total value are shown 

in figure (6). Parameters Kg (3) have a very high standard 

deviation, indicating a strong interaction with other parameters. 

Parameter Kr (1), Ki (2), Krun (7) and m (10) have relatively 

large standard deviations demonstrate their interaction ability. 

Parameter Kr (1), Ki (2) and Kg (3) have a high average value 

shows the influence on flooding volume. The remaining ones 

are not sensitive in this case. 

 
Figure (7). Sensitivity for the time to the peak discharge 

 

It can be seen very clearly from Figure (7) that the parameters 

all ave very small standard deviation. Therefore, there is almost 

no interaction between them. Furthermore, only parameters Kg 

(3) and Krun (7) have mean values greater than 1, or ability of 

changing the delay time an hour. For the hourly flood data, it 

seems to be like that they are not sensitive for the delay time. 

 

CONCLUSIONS 

 

From the above results, apparently that Kg (3) parameters is the 

most sensitive one for both the flood peak and the total volume 

of flooding water amount. Beside of that is the interaction with 

other parameters in the model. This is the most important factor 

worth to notice in the calibration period. 

The standard deviation of Krun is also rather high, reflecting the 

ability to interact with other parameters. Also this parameter 

affects the most significant on the delay time. 

Kr (1), Ki (2) has strongly influence on the peak as well as the 

total amount stream flow. 

The same test was done for some more storms in the Ve 

catchment and the obtained results were similar. 

From sensitivity analysis by the Morris method, the proposed 

comclusion is when using WetSpa extension for flood 

forecasting in Ve river basin, operators need to focus on 

adjusting values of the groundwater recession coefficient Kg, the 

surface runoff when the rainfall intensity is very small Krun, the 

evaporation recession coefficient Kr, and the scaling factor for 

interflow computation Ki. 

The Morris method has many advantages in the sensitivity 

analysis. However, the biggest limitation is that only the 

sensitivity of each parameter is evaluated, but not the 

interaction between the parameters. Moreover, the method may 

neglect the degree of uncertainty of each parameter. In fact, 

these parameters can be very sensitive but have stable value, or 

even when the sensitivity is not very large, but uncertainty is 

quite significant. Therefore, to achieve greater efficiency in 

calibration process, the further research is needed to assess the 

sensitivity and uncertainty of the parameters at the same time, 

or we may use additional methods for sensitivity analysis. 
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